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Abstract

Two-photon calcium imaging is now widely used to indirectly infer multi neuronal dynamics from
changes in fluorescence of an indicator. However, state of the art computational tools are not
optimized for the analysis of highly active neurons in densely packed regions such as the CA1
pyramidal layer of the hippocampus during early postnatal stages of development. Indeed, the
reliable inference of single cell activity is not achieved by the latest analytical tools that often lack
proper benchmark measurements. To meet this challenge, we first developed a graphical user
interface allowing for a precise manual detection of all calcium transients from detected neurons
based on the visualization of the calcium imaging movie. Then, we analyzed our movies using a
convolutional neural network with an attention process and a bidirectional long-short term memory
network. This method reaches human performance and offers a better F1 score than CalmAn to
infer neural activity in the developing CA1 without any user intervention. Overall, DeepCINAC
offers a simple, fast and flexible open-source toolbox for processing a wide variety of calcium

imaging datasets while providing the tools to evaluate its performance.

Highlights:
- A user-friendly GUI allows experimentalists to label easily cell activity from the
visualization of calcium imaging movies
- A neural network trained on labeled calcium imaging data can faithfully infer neuronal
activity of few hundreds of neurons.
- The toolbox offers a simple, fast and flexible method for processing a wide variety of

calcium imaging data.
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1. Introduction

In vivo calcium imaging is widely used to study neuronal microcircuits. Advances in imaging now
allows for the simultaneous recording of increasingly large populations of neurons such as 10,000
neurons'. One difficulty resides in how to infer single neuron dynamics from changes in
fluorescence of a calcium indicator. A challenge is therefore to offer an analytical tool that would

be scalable to the wide variety of calcium imaging datasets while providing reliable analysis.

State of the art computational tools to infer neuronal activity (such as CalmAn23) are based on
the deconvolution and demixing of fluorescence traces from segmented ROls. However, an
analysis based on the fluorescence traces even after a demixing process can still be biased by
overlapping ROIs*. In this recent study from Gauthier and collaborators* analyzing calcium
imaging data recorded in CA1 in adult rodents®, 66% of the cells were reported as having at least
one false transient and overall, among 33090 transients (from 1325 sources), 67% were
considered as true, 13% as false and 20% were unclassified. Those contaminations increase the
risk of misinterpretation of the data. Inferring neuronal activity from the developing hippocampus
in-vivo is even more challenging due to several factors: 1- recurring network synchronizations are
a hallmark of developing neuronal networks®-19, which results in frequent cell co-activations, 2-
the somata of pyramidal neurons are densely packed which results in spatial overlap, 3- Different
calcium kinetics are observed in the same field of view (due to different cell types and different
stages of neuronal maturation''). As a result, accurate inference of activity in the developing CA1
is not achieved by the latest analytical tools such as CalmAn. To circumvent this limitation, the
use of the correlation between source and transient profiles was proposed?. However, we found
out that in our dataset, the correlation score itself was not always a sufficient indicator to correctly
infer calcium activity. To meet this challenge, we have developed a method based on deep-
learning. Even though, several deep-learning based methods to infer neuronal activity from
fluorescence traces already exist'?, none of them proposes a method directly using two-photon

recordings.

Action recognition from videos has seen recent important progress thanks to deep learning®®.

Using a similar approach, we trained a binary classifier on calcium imaging movies (allowing us
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to explore both the forward and backward temporal information among the whole sequence of
video frames) to capture the fluorescence dynamics in our field of view and then predict the activity
of all identified cells. It gave us the opportunity to take full advantage of the information contained
in the movie in terms of dynamics and potential overlaps or other sources of contamination that

might not be accessible when working only on fluorescence time course.

To train our classifier a ground truth was needed. To our knowledge, no datasets of calcium
movies in the hippocampus during development with ground truth are available. The most
accurate ground truth would be obtained from simultaneous targeted patch-clamp recordings and
two-photon imaging on all the different hippocampal cell types with different calcium dynamics.
This is technically difficult, time consuming and even more during development as the ground
truth must be obtained from cells at various stages of maturation. As a result, we decided to base
our ground truth on the visual inspection of raw movies using a custom-made graphical user
interface (GUI). It gives the advantages to work on any kind of calcium imaging data and to offer
an easy tool to benchmark methods that infer neuronal activity.

Our GUI offers a tool to precisely and manually detect all calcium transients (from onset to peak,
which we think is the most reliable way to consider a cell as active without patch clamp based
ground truth). We collected and combined a corpus of manual annotations from four human
experts’ representing 36.5 hours of two-photon calcium imaging recording on 11 mouse pups
from 5 to 16 days old on CA1 region using GCaMP6s. Almost 80 % of the labeled data was used
to train our model, while the rest was kept to benchmark the performance. Then, we processed
our movies using a convolutional neural network with an attention process and a bidirectional

long-short term memory network3-15,

To evaluate our method, we used our ground truth as a benchmark. We found that our method
reached human level performance and offers a better sensitivity and F1 score than CalmAn to
infer neural activity in the developing hippocampus without any user intervention. Overall,
DeepCINAC (Calcium Imaging Neuronal Activity Classifier) offers a simple, ergonomic, fast and
flexible open-source toolbox for processing a wide variety of calcium imaging data while providing

the tools to evaluate its performance.
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2. Methods

In this section, we will describe all the necessary steps to build our deep learning neural network
“DeepCINAC”. This toolbox was developed to analyze our in vivo two-photon calcium imaging

data acquired in the developing hippocampus (See § Experimental procedure and data

acquisition). As a first step, we needed to set a ground truth that was established on the
visualization of the recorded movie by three to four human experts (§ Ground truth). Then data

are pre-processed (§ Data pre-processing and feature engineering and model description)

and used to train the network (§ Computational performance). As a final step, we used labelled

data to evaluate the performance of DeepCINAC (§ Performance evaluation). Tutorials and the

source code are freely available online (§ Toolbox and data availability).

2.1 - Experimental procedure and data acquisition

All experiments were performed under the guidelines of the French National Ethic Committee for
Sciences and Health report on "Ethical Principles for Animal Experimentation" in agreement with
the European Community Directive 86/609/EEC (Apafis#81185-2018122110204650v3). To
express the calcium indicator GCaMP6s in hippocampal neurons we intraventricularly injected a
viral solution (Addgene, pAAV.Syn.GCaMP6s.WPRE.SV40, #100843-AAV1) at PO in mouse
pups (Figure 1A-B). Surgery to implant a cranial window above corpus callosum as well as acute
two-photon calcium imaging were performed on the same day (Figure 1C-D). Imaging
experiments was performed at least one hour after surgery on head fixed mouse pups aged from
5to 16 days. 12500-frame-long image series from a 400x400 pm field of view with a resolution of
200x200 pixels were acquired at a frame rate of 10.6 Hz (Figure 1D).

We then motion-corrected the acquired images by finding the center of mass of the correlations
across frames relative to a set of reference frames'®. To detect cell contours, we used the

segmentation method implemented in toolbox suite2p'?, that offers the best results for our data.
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Figure 1: Experimental paradigm.

1A: Experimental timeline.

1B: Intraventricular injection of GCaMP6s on pups (drawing) done at PO.

1C: Schematic representing the cranial window surgery.

1D: Top left: Imaged field of view. Scale bar: 100 ym. Top right: Activity of 5 random neurons in
the field of view (variation of fluorescence is expressed as Afff). Scale bar 50 s. Bottom: Drawing

of a head fixed pup under the microscope.

2.2- Ground truth

To overcome the lack of ground truth based on patch-clamp recordings in the developing
hippocampus, we designed a graphical user interface (GUI) that provides a visual inspection of
each cell’s activity. The GUI was developed using Python and Tkinter package (Figure 2). The
GUI offers a set of functionalities allowing, for each cell, the combined visualization of the trace,
raw movie and live calcium activity (Figure 2A), the source and transient profiles (as developed
by Gauthier and collaborators*, Figure 2B) as well as the correlation for any given transient
profile with all overlapping sources. Through the GUI, we can also display the classifier results

with the probability for a cell to be active at any frame. (see Figure 2C)

The ground truth was established based on two-photon calcium imaging from pups from 5 to 16
days old (see Table 1). They were labeled at least by two independent human experts. We then
combined those labels and a final agreement was decided by three to four human experts. In
addition, we trained an another classifier for interneurons using transgenic pups in which only
interneurons express the indicator'®. As previously described, interneurons’ activity was labeled

by three or four human experts and used to train a classifier specific to interneurons (see Table
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1). After training our network on a first set of cells, we used the predictions obtained on new data
to establish additional ground truth based on the mistakes made on those data. At least two

human experts labeled segments of 200 frames containing the wrong predictions.

Table 1: Data used to train and test both classifiers.

General classifier Interneurons classifier
training/validation testing training/validation testing
n FOV 13* 5 3 3

n cells 103* 21 15 5

n frames 1051772* 26250 187500 62500

FOV: Field Of View, n: number of, *: including 2 simulated movies, representing 32 cells, 427

transients and 80000 frames.
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Figure 2: Screenshot of the graphical user interface used to define the ground truth and visualize
the network predictions.

2A: The image represents a single frame (extracted from a movie, 160 by 160 ym) centered on
the cell of interest (red circle). The traces below represent the live variation of fluorescence of this
cell between two chosen timestamps depicted by the white line labeled 2A in figure 2C

2B: Source profile / transient profile (such as in*) of selected region of interest (top left in red) and
all overlapping regions of interest (from blue to orange). The transient displayed in this example
is represented by the white line labeled 2B in figure 2C.

2C: Display of the raw fluorescence signal (in green) and a smoothed version (in yellow) over a
certain range of frames. The dashed blue lines (white arrow) represent the transients’ onset and
the green circles the transients’ peak; those can be easily added or removed by the user. We use
the GUI to visualize prediction results. The plain bold red line represents the predictions of the
classifier. The top plain red line indicates the value 1 on the y-axis, while the zero corresponds to

the zero indicated on the y-axis. The dashed red line indicates the 0.5 value. The threshold value
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to set the cell activity can be selected by the user (default is 0.5). The blue area represents the

frames during which the cell is considered active according to the threshold set.

2.3 - Data pre-processing, feature engineering and model description

Data pre-processing and feature engineering

Calcium movies in tiff format were split into individual tiff frames to be efficiently loaded in real
time during the data generation for each batch of data feed to our classifier. For any given cell, a
batch was composed of a sequence of 100 frames of 25x25 pixels window centered on the cell
body. The length of the batch was chosen to fit for interneurons activity (rise and decay time). The
window size was adapted to capture the activity of cells overlapping our target cell.

In a recording of 12500 frames, the number of transients ranges from 10 to 200 approximately.
Thus the frames during which the cell is active (from onset to peak), represents a low percentage
of the total data. Because manual labeling is time consuming, the data used as ground truth was
limited in size. To overcome the issue of the imbalanced data and to enlarge our dataset, we used

the following three approaches:

#1: Data augmentation': temporal and spatial data augmentation were used. Temporally such
as each block of 100 frames was overlapping with each other using a sliding window of 10 frames
of length, and spatially using transformations such as flip, rotation or translations of the images.
#2: Simulated data: To overcome the low percentage of frames with a fake transient due to
overlap, we have simulated calcium imaging movies with a higher rate of overlapping activity than
our dataset (an example of artificial movie is available online on our gitlab page, alongside the
source code: https://gitlab.com/cossartlab/deepcinac)

#3: Data stratification: In order to balance our data, we used data augmentation on selected movie
segments (underrepresented segments), and excluded others (overrepresented segments) from
the training data set. After data stratification we obtained approximately 60% of our movie
segments containing at least one real transient, 30% at least one fake transient without real ones
and 10% without transients. We were then able to be more precise over the proportion of
segments with multiple transients or cropped transients. We gave higher weights to segments

containing fake transients in order for the network to adjust the accuracy accordingly.
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The data augmentation was done online, meaning that the transformations were done on the
mini-batches that our model was feeding with. This allowed avoiding memory consumption and
generating a dataset on multiple cores in real time.

The data augmentation and stratification were used only to produce the training dataset and not

the validation dataset.

Model description
We designed a joint model combining a forward-pass long short term memory (LSTM), a
backward-pass LSTM and convolutional neural network (CNN) features. In order for our bi-
directional LSTM to focus on relevant information, we reinforced it by an attention process at the
stage of encoding similar to previous work2%-2'. Our model was designed using Python and Keras

library?2.

Our model takes three inputs each representing the same sequence of 100 frames (around 10
seconds of activity). Each frame had dimensions of 25x25 pixels, centered around the cell of
interest, whose activity we want to classify. The first input has all its pixels set to zero except for
the mask of the cell of interest (cell activity). The second input has all its pixels set to zero except
for the mask of the cells that intersect the cell of interest (overlapping activity). The final input has
the cell of interest and the one intersecting it pixels set to zeros (neuropil activity). That way, the
model has all the information necessary to learn to classify the cell’s activity according to its

fluorescence variation.

We used dropout® to avoid overfitting, but no batch normalization. The activation function was
swish?4, The output of the model was a vector of length 100 with values between 0 and 1
representing the probability for the cell to be active at a given frame of the sequence. The loss

function was binary cross-entropy and the optimizer was RMSprop.
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2.4 - Computational performance

Classifier training
We trained our final general classifier version over 22 epochs and kept epoch 19 that gave the
best performance (based on our benchmark). We trained it on Linux-based HPC cluster where
10 CPUs (Intel(R) Xeon(R) CPU E5-2680 v3), 320 Go of RAM and 2 bi-GPU NVIDIA Tesla K80
were allocating for the processing task. It lasted seven days (seven hours by epoch). We trained
our interneurons specific classifier over 25 epochs and kept epoch 15 (based on our benchmark).
We trained it on Linux-based workstation with one GPU (NVIDIA® GeForce GTX 1080), 12 CPUs
(Intel Xeon CPU W-2135 at 3.70 GHz), and 64 GB of RAM. It lasted six days (six hours by epoch).

Classifier prediction
Using Linux-based workstation with one GPU (NVIDIA® GeForce GTX 1080), 12 CPUs (Intel
Xeon CPU W-2135 at 3.70 GHz), and 64 GB of RAM, the time to predict the cell activity on a
movie of 12500 frames was on average 13 sec, so around 3.5 hours for a 1000 cells. Similar

performance was achieved using google colab.

2.5 - Performance evaluation

Descriptive metrics: sensitivity, precision, F1 score
We evaluated the performance of our classifiers, which predict for each frame if a cell is active or
not. We chose to measure the recall (also called sensitivity) and precision (also called positive
predictive value) values, as well as the F1 score that combine precision and recall into a single
metric defined as the harmonic mean of precision and recall?>. Because we have a skewed
dataset (cells being mostly inactive), we choose not to use the accuracy that would not be a
suitable measure. To define putative transients, we use the change of derivative on a smooth
fluorescence time-course to detect all onsets and peaks. We considered as a putative transient
all segments between an onset and the immediately following peak. Since the output of our binary
classifier is the probability for a cell to be active at a given frame, we considered that a transient
was predicted as true if at least one of its frame was predicted as active. On this basis we were
then able to compute the recall (defined as the proportion of real transients that were detected)

and the precision (defined as the proportion of detected transients that are real transients).
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Detection of overlap activity
We specifically questioned whether our classifier was able to predict as false a transient that is
due to the activity of an overlapping cell (as seen in Figure 2A and 2B). To do so, for all pairs of
overlapping cells (with an intersected area of at least 15% of the highest area of the two cells),
we computed their transient profiles (Figure 2B) over all putative activations (all rise time over the
full recording) and then calculated the Pearson correlation with their respective cell source profile.
If the correlation was superior to 0.7 for the first cell while inferior to 0.2 in the second one, we
considered that the transient was a true activation of the first cell leading to a false transient in
the second one. Finally, we evaluated whether the classifier could classify the putative transient

of the second cell as false (with a prediction < 0.5).

Comparison with CalmAn
We compared our classifier performance against state of the art computational tool CalmAn. A
transient was considered as detected by CalmAn, if at least one spike was inferred during the rise

time of the transient.

2.6 - Toolbox and data availability

The source code is available on gitlab (https:/gitlab.com/cossartlab/deepcinac). The page

includes full description of the method, a user manual, tutorials and test data, as well as the
settings used. A notebook configured to work on google colab is also provided, allowing for the
classifier to run online, thus avoiding installing the necessary environment and providing a free
GPU.

Our toolbox has been tested on windows (v7 Pro), Mac Os X (MacOS Mojave) and Linux Ubuntu
(v.18.04.1)
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3. Results

3.1 Benchmarks :

We first evaluated our general classifier on putative pyramidal neurons (Figure 3A) and putative
interneurons (Figure 3B). On 18 putative pyramidal neurons, the median recall was 0.85
(interquartile range 0.804—-0.957) (Figure 3A1), the median precision was 0.915 (interquartile
range 0.845-0.962) (Figure 3A2) and the median F1 score was 0.894 (interquartile range 0.84-
0.917) (Figure 3A3). On 5 putative interneurons, the median recall was 0.826 (interquartile range
0.75-0.94) (Figure 3B1), the median precision was 0.88 (interquartile range 0.806-0.924) (Figure
3B2) and the median F1 score was 0.844 (interquartile range 0.768-0.915) (Figure 3B3).

We asked whether our interneuron specific classifier would reach higher performance than our
general classifier to predict interneurons activity. To do so, we evaluated our interneurons
classifier (Figure S1). From the 5 putative interneurons (Figure S1B), the median recall was 0.954
(interquartile range 0.915-0.962), the median precision was 0.824 (interquartile range 0.734-
0.83) and the median F1 score was 0.884 (interquartile range 0.831-0.897). We then tested this
classifier on pyramidal cells. From the 18 putative pyramidal neurons (Figure S1A), the median
recall was 0.825 (interquartile range 0.692—0.928), the median precision was 0.814 (interquartile
range 0.657-0.909) and the median F1 score was 0.749 (interquartile range 0.659-0.855.

Finally, we evaluated CalmAn on the same cells and with the same metrics against the general
classifier. From 18 putative pyramidal neurons (Figure 3A), the median recall was 0.535
(interquartile range 0.409-0.737), the median precision was 1 (interquartile range 0.967-1) and
the median F1 score was 0.68 (interquartile range 0.58-0.806). On the 5 interneurons (Figure 3B),
the median recall was 0.446 (interquartile range 0.365-0.532), the median precision was 0.977
(interquartile range 0.968-1) and the median F1 score was 0.535 (interquartile range 0.495-
0.689).

Overall we built a general classifier that was able to infer neuronal activity from calcium imaging
data with better performance than CalmAn. Additionally, we were able to build an interneuron-
specific classifier that was more performant that our general classifier at inferring interneurons

activity. We next asked whether our classifier was able to reach human level. To do so we
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computed the evaluation metrics for each single human expert against the ground truth. We
noticed some variability among the three human experts, as for the 8 putative pyramidal neurons
labeled, the median recall values were 0.945, 0.882 and 0.916; the median precision values were
1, 0.829 and 0.989 and the median F1 scores were 0.958, 0.856, 0.921. On these 8 cells, the
general classifier performance was 0.844, 0.943, 0.909 for recall, precision and F1 score
respectively. This is the first proof of the ability of our classifier to detect cell activation at human

level (Figure 3A).

Since we aimed at predicting as active all the frames included in the full rise time of the calcium
transient (from onset to peak), we looked at the proportion of frames predicted as active in real
transients. Using the general classifier, the median ratio of frames predicted among each real
transient was 88.889 % (interquartile range 75-100) and 85.714% (interquartile range 66.667-
100) for the 18 putative pyramidal cells (Figure S2A) and the 5 putative interneurons (Figure S2B)
respectively. We demonstrated that DeepCINAC allows the detection of cell activation all along

the rise time, giving us both the onset of cell activation and the duration of the rise time.

We tried to evaluate the extent to which our network was far from the ground truth and whether it
was still possible to obtain better predictions. To do so, we plotted the distribution of the prediction
scores for True and False Positive, and True and False Negative transients (see Figure S3). We
observed that the median prediction value was 0.993 (interquartile range 0.961-0.998) and 0.002
(interquartile range 0-0.024) for true positives and true negatives respectively. For false positives,
the median prediction value was 0.818 (interquartile range 0.699-0.935) and for false negatives
0.087 (interquartile range 0.014-0.244). Even though the majority of wrongly predicted transients
is far from the 0.5 threshold, the predictive values are respectively higher and lower than the true
negatives and true positives.

Since it was possible to improve the prediction of the classifier, we decided to correct its wrong
predictions and feed them in the new training data set (see Methods). As a result, we improved
the performance as illustrated by the increase of the F1 score from 0.81 to 0.894 between the first

(v1) and the second version of the classifier (v2) (Figure S1).
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3.2 Specific handling of overlap:

The overlap between cells leading to false transients was pointed out as a specific issue due to
the analysis calcium traces from a demixing*. We asked whether our neural network would be
able to distinguish real transients from increase of fluorescence due to the activity of an
overlapping cell. Based on the visual inspection of imaged fields of view with numerous overlaps,
we chose to specifically test the algorithm on calcium imaging data containing 391 cells
segmented using CalmAn. Among those cells, we detected a total of 333 transients (fluorescence
rise time) from 22 cells that were likely due to overlapping activity from a neighboring cell (see
method for overlap activity detection). Among those transients, 96.40% were correctly classified
as false by the general classifier, 74.47% were correctly classified as false by the interneuron
specific classifier and 90.99% were correctly classified as false by CalmAn. We next asked if our
results could be improved by the use of another segmentation method. To do so, we performed
the same analysis on the exact same field of view using our classifier prediction on the segmented
cells obtained from suite2p'”. Among a total of 479 cells, a total of 2869 transients from 104 cells
were likely due to the activation of an overlapping cell, 98.222% of them were correcily classified

as false by the general classifier.
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Figure 3: Recall (sensitivity), precision and F1 score from the general classifier’s predictions.

Top panel: Each graph represents the performance of three human expert (JD, MP, RD), our

gold standard (Ref, CalmAn), as well as our general classifier CINAC on18 putative pyramidal

cells.

Bottom panel: Each graph represents the performance of our gold standard (CalmAn), as well

as our general classifier CINAC on 5 putative interneurons

A1 and B1: Represent the sensitivity (Recall)

A2 and B2: Represent the precision

A3 and B3: Represent the F1 score

Each circle represents a cell, the number inside indicates the cell id. Each color represents a

recording.
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4, Discussion

Deep learning based method(s) to infer neuronal activity from 2-photon calcium imaging datasets
use cellular fluorescence signals as inputs. Here we propose a method based on the visual

inspection of the recordings. We will discuss the advantages and limitations of our approach.

Using the movie dynamics, we benefited from all the information available in the calcium imaging
movie. This approach allowed us to not rely on a demixing algorithm to produce the neuron’s
traces. Instead, by working directly on the raw calcium imaging, our algorithm has learned to
identify a transient and distinguish overlap activity from a real transient. DeepCINAC achieves
better performance than CalmAn (at inferring neuronal activity in the developing hippocampus)
and more importantly is able to achieve human performance level on some field of view and cells.
We showed the capacity of our classifier to distinguish activity due to overlap. Visual inspection
of the prediction through our GUI suggests that our network is also able to handle fake transients
due to X and Y movements or neuropil activation. By avoiding the use of any threshold to select
transient over fluorescence time-course, the classifier is able to detect: 1- small amplitude
transient, 2- transients occurring during the decay of another one, 3- summations. Moreover, the
absence of threshold to detect transient allows the classifier to deal with changes in fluorescence
baseline, which can be due to photo-bleaching. Importantly, DeepCINAC still performed well
because activity was split into segments of 100 frames (around 10 sec).

Overall, our approach allowed us to create a classifier that generalizes across different
developmental stages and different types of neurons. As shown for interneurons, it is possible to
train a specific classifier with a relatively small dataset containing specific data. This classifier
performs better that our general classifier on interneurons, however it does not generalize well
(with poor performance on pyramidal cells and on distinguishing overlaps). Altogether, we offer a
flexible method that could be used with other indicators (GCaMP6m and 6f, GECO, GCaMP5...),
different cell types, as well as single photon imaging data. Of important note, the performance of
the classifier can be incrementally improved using a similar strategy to the one used for example
by Tesla?6. The strategy consists in training a first classifier based on a limited dataset. Then use
this classifier on new data, manually identify its errors, correct it and use this new labeled data to
feed the next classifier. The quantity of labeled data used to train the classifier is important but

the quality is also an important factor to take into consideration, as many specific situations might
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not be covered on a limited dataset. Using this philosophy, we could initiate a collaborative work
to gather all the corrected errors of the classifiers on all available calcium imaging dataset.

Finally, we explored the range of values of hyperparameters in order to optimize the accuracy of
the classifier. Thus, using our approach is simple. The labeling of data is time-consuming but the
training does not need any parameters tuning. If a classifier has already been trained, then the
prediction is straight forward. Neither tedious manual tuning of parameters is required, nor a GPU
on a local device because we provide a notebook to run predictions on google colab (see
Methods). The predictions are fast, with a run-time of around 13 seconds by cell for 12500 frames,
meaning approximately 3.5 hours for 1000 cells. However, a GPU would be necessary to train

the network on a big dataset.

Our approach is still limited by the need of a ground truth that remains challenging to obtain.
Indeed, our ground truth is based on the visualization of the calcium movie whereas patch-clamp
recordings would be necessary to validate this approach.

Already widely used by many calcium imaging labs®27-29, CalmAn offers a performing and
functional analysis pipeline. Even though the complex fine tuning of CalmAn parameters on our
dataset leads to a suboptimal spike inference from the model, we decided to compare CalmAn
against our benchmarks.

Our benchmarks remain limited to a small number of cells for which we established our ground
truth and may be extended to more cells. Notably, a future approach could be to use more realistic
simulated data such as done in a recent work3°.

In the model we used, each cell was represented by a segment of the field of view, in our case a
25 by 25 pixels (50 pym by 50 ym) window that allows to cover the cell fluorescence and potential
overlapping cells. Consequently, our network is able to generalize its prediction to recordings
acquired with this resolution (2 ym / pixel). However, to be efficient on another calcium imaging
dataset with a different resolution it would be necessary to train a new classifier adjusting the
window size accordingly. Importantly, we trained our model on a selection of cell with valid
segmentations; meaning that a cell is not represented by several contours. The inference
performance of our classifier decreases on cells whose segmentation was not properly achieved.
Since precise spike inference cannot be experimentally assessed on our data, we chose to infer
the activity of the cell defined by the fluorescence rise time instead of inferring the spikes.

However, with a ground truth based on patch-clamp recordings, we could adapt our method to


https://doi.org/10.1101/803726
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/803726; this version posted October 15, 2019. The copyright holder for this preprint (which was not
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under
aCC-BY-NC-ND 4.0 International license.

switch from a binary classification task to a regression task, predicting the firing rate at each

frame.

Conclusion

We built DeepCINAC basing our ground truth on movie visualization and training the classifier
with movie segments. DeepCINAC offers a flexible, fast and easy-to-use toolbox to infer neuronal
activity from any kind of calcium imaging dataset, reaching human level. It provides the tools to
measure its performance based on human evaluation. Currently, DeepCINAC provides two
trained classifiers on CA1 two-photon calcium imaging at early postnatal stages; its performance
can still be improved with more labeled data. In the future, we believe that a variety of classifiers

trained for specific datasets should be available to open access.
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Figure S1: Recall (sensitivity), precision and F1 score from all classifier’s predictions.

Top panel: Each graph represents the performance of three human expert (JD, MP, RD), our
gold standard (Ref, CalmAn), as well as all classifiers (IN: Interneuron specific classifier; V1: First
version of general classifier and V2: Second version of the classifier) on 18 putative pyramidal
cells.

Bottom panel: Each graph represents the performance of our gold standard (CalmAn), as well
as all classifiers (IN: Interneuron specific classifier; V1: First version of general classifier and V2:
Second version of the classifier) on 5 putative interneurons

A1 and B1: Represent the sensitivity (Recall)

A2 and B2: Represent the precision

A3 and B3: Represent the F1 score

Each circle represents a cell, the number inside indicates the cell id. Each color represents a

recording.
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Figure S2: Distribution of the ratio of frames predicted as active among real transients.
S2A: Using the general classifier on 18 putative pyramidal neurons.
S2B: Using the general classifier on 5 putative interneurons.

Each circle represents a transient and each color represents a different recording.
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Figure S3: Distribution of the prediction values from the general classifier for each transient
depending on its classification.

S3A: 18 putative pyramidal cells

S3B: 5 putative interneurons

Each circle represents a transient.

TP: True Positive, TN: True Negative, FP: False Positive, FN: False Negative
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