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ABSTRACT

Recent studies have identified small RNA-binding molecules with potential for therapeutic applica-
tions including novel antibiotics, antivirals, protein synthesis controllers, and CRISPR activators. As
RNA binding data accumulates, machine learning methods are becoming attractive approaches to
accelerate the discovery of RNA-targeting drugs. While atomic level representations of molecular
systems are regarded as a critical step for physics-based and data-driven drug design, the singularity
and hierarchical organization of RNA structures challenges this paradigm. In this work, we present a
machine learning framework for assisting in the discovery of small RNA-binding molecules from
graphical representations of RNA structures. A key feature of our tool is that it does not rely on
manual feature engineering or costly physical simulations. Instead, we extract molecule-binding
information directly from known RNA-ligand complexes by combining graph embedding methods
with machine learning models. Given only the graph representation of an RNA site as input, our
tool is able to reliably predict chemical features, also known as fingerprints, of the observed ligands.
The resulting fingerprints can be used to classify RNA sites according to their binding preferences,
screen databases for promising ligands, or act as constraints for generating novel ligands. We show
consistent performance for across ligand classes in enriching the known binder from a larger ligand
library. As a validation, we applied this method to successfully identify binding residues in unbound
RNA structures for three different riboswitches. These results also suggest that small molecule
binding preferences in RNA can be extracted directly from the nucleotide pairing level.

Code and data are freely available at:
http://jwgitlab.cs.mcgill.ca/cgoliver/rnamigos.
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RNA is a key regulator and information carrier found in all forms of life, and the diversity of known functions it
drives is growing. Furthermore, recent studies identified small molecules as important non-covalent regulators of
RNA function in many cellular pathways [9]. These discoveries contribute to a better understanding of molecular
mechanisms regulating biological systems, but also pose RNA molecules as a large class of promising novel drug
targets. Indeed, we are already witnessing the development of the first drugs targeting RNAs. Among them, Ribocil,
which has recently been uncovered through a phenotypic assay to target the FMN riboswitch is currently undergoing
clinical trials as a novel antibiotic [17]. Various other small-molecule mediated RNA control systems are also being
proposed [46, 40], including some for CRISPR activation regulation [20] and are likely to play an important role
in genetic disorder treatment and synthetic biology. As observed by KD Warner and co-workers [49], only a small
fraction of the genome is translated into protein (1.5%) while the vast majority is transcribed into non-coding RNA
(70%). This dichotomy suggests that new applications are within reach.

In parallel, the protein-binding drug discovery field is experiencing rapid and significant advances from data-driven
artificial intelligence models for tasks such as candidate molecule generation and affinity scoring [14]. As biological
evidence accumulates, similar models could accelerate RNA-binding drug discovery and help identify structural patterns
governing RNA-ligand interactions. Most importantly, data-driven technologies could also offer an efficient solution to
filter the large chemical space of small molecules in a setting where the number of reachable targets is potentially much
larger than what has been seen to date.

0.1 Computational Drug Discovery

The problem of computational drug discovery can be viewed from two perspectives: ligand-based and target-based
(a.k.a. structure-based).

Ligand-based approaches aim to design or identify compounds with certain properties such as drug-likeness, similarity
to known actives, or synthesizability. They are typically used to produce libraries of potential drugs. This field has
greatly benefited from recent advances in deep learning technology [11, 15, 39], combined with the large amounts of
ligand data available [18, 30]. However, with ligand-based methods, ligand-to-target interactions, which ultimately
determine activity, are rarely modelled. In this context, costly upstream and downstream experimental validations are
required.

By contrast, structure-based approaches explicitly model a target structure (protein or RNA) and a set of candidate
ligands for which the strength of the binding (i.e. affinity) is directly computed. Affinity scores are usually computed
using docking techniques [31], using various pose-finding algorithms and scoring schemes have been proposed,
including some specialized for RNA [21, 38, 37, 27]. Although potentially more accurate than ligand-based methods,
structure-based approaches are severely limited by the computational cost of docking and virtual screening. In particular,
the number of candidate ligands largely exceeds the number of molecules that could possibly be processed (10

8 vs 10
24

possible chemical compounds [12]). In addition, the modelling of interactions between RNAs and small molecules still
needs improvement to reach the performance of protein-ligand docking [27, 44].

0.2 RNA structure

RNAs possess multiple levels of structural organization ranging from the secondary structure made, for example, of
Watson-Crick (A-U, C-G) and Wobble (G-U) base pairs found in the structure, to the full tertiary structure modelling the
position of all atoms. In a seminal work, Leontis and Westhof expanded the base-pairing nomenclature by identifying
12 different types of base-pairing interactions according to the relative 3D geometry of the participating nucleotides
[24, 23]. Among them, the canonical pairs (i.e. A-U, C-G) are the most studied class. Notably, they create series of
stable stacks that form a scaffold for the full structure [45]. This feature naturally defines the RNA secondary structure
level. Non-canonical pairs on the other hand are enriched in loops (i.e. regions without canonical pairs) and create more
complex patterns [25, 35]. These interactions fine-tune the specificity of RNA interactions by determining structure at
the 3D level [22]. Interestingly, non-canonical pairs were also found to be involved in ligand binding sites [8, 19], which
corroborates with further findings showing that some secondary structure motifs can specify ligand binding [6, 48].

These observations lead us to hypothesize that studying RNA structures at the extended base-pairing level (i.e. including
non-canonical pairs) holds useful spatial and chemical information about target sites to characterize ligand binding. In
practice, this means that a graph using vertices to represent nucleotides and edges to encode base-pairing interactions
could offer a signature for RNA ligand binding sites (See Fig. 1). This paradigm distinguishes RNA from protein-ligand
interactions where surface cavity topologies drive binding preferences [27]. Indeed, graphical representations of RNA
base pairing networks have been developed in various tools [41, 42, 35, 7] for their ability to capture RNA-specific
interactions in a scalable and interpretable manner.
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0.3 Contribution

We show that base pairing networks can be used to automatically predict the binding of small molecules to RNAs. To
this end, we propose a new prediction task which aims to bridge the gap between ligand and structure-based approaches.
More specifically, we train a machine learning algorithm to use structural patterns in crystal structures of known
RNA-ligand complexes to make predictions which allow us to identify potentially active ligands. In machine learning
terms, the RNA-ligand complex is treated as an input-output pair where the target structure is the input to the model and
the ligand is the output. In order to allow for ligand-based applications, we use molecular fingerprints of ligands as the
outputs of our model. These are vector-based representations of chemicals designed for ligand space similarity searches
and which can be conveniently handled by machine learning models. The prediction thus serves as a ligand-based tool
since it can be used to search for active compounds in the ligand-space. At the same time, we include target information
by training the model to produce fingerprints based on known RNA-ligand complexes. Similar methods have been
proposed in recent preliminary works [29, 1] for protein binding.

We implement this strategy in RNAmigos, a data-driven tool for assisting the RNA-binding drug discovery process.
Leveraging a network representation of RNA structures, RNAmigos learns structural patterns in known RNA-ligand
complexes from crystal structure databases to predict chemical descriptors (i.e. fingerprints) for potential ligands. We
demonstrate that the resulting molecular fingerprints serve as effective ligand search tools across different ligand classes,
and provide evidence of its effectiveness at identifying binding sites in full RNA riboswitch structures.

1 Prediction Pipeline

In this section we outline the major components of RNAmigos. The pipeline begins with the 3D crystal structure of
an RNA site as input, (i.e. from the PDB databank) without any ligand information, and outputs a predicted ligand
fingerprint. We use the term ‘binding site’ to refer to any RNA region, typically of 5 to 20 nucleotides in size, that
has been shown to bind a ligand, or which a user would like to probe for ligand binding. By ligand, we always refer
to a small organic compound with potential to bind an RNA site. The full pipeline is illustrated in Fig. 1 which can
be divided into three major modules: binding site representation (Section 1.1), fingerprint prediction (Section 1.2),
and ligand screening (Section 1.3). The RNA site is stored internally as a graph, which is then turned into a vector
representation (embedding) in the representation phase. In the fingerprint prediction phase, a machine learning model
takes the binding site embedding as input to produce a fingerprint vector. Finally, the resulting fingerprint vector is used
in a similarity search to screen a library of small molecules and identify potential binders. All steps of the pipeline are
fully automated, and the user need only input a target 3D structure or base pairing graph.

1.1 Binding Site Representation

We represent RNA sites as base pairing graphs and ligands as molecular fingerprints. Binding sites are extracted
from a set of all NMR and crystal structures containing a free ligand (excluding metal ions) from the RCSB PDB
databank [3], resulting in 2676 structures. The binding site for a given ligand is defined as the set of RNA nucleotides
located inside a 5 Å cutoff distance from the nearest ligand atom. The distance cutoff is chosen following David-Eden
et al. [8] who studied ribosome antibiotic binding sites. We note that at this point, the ligand is removed from the
structure so that the graph contains only RNA base-pairing information. we build an RNA interaction graph from these
residue selections, which contains nucleotides as nodes with backbone/base pairing interactions as edges. Node and
edge annotations are taken from the CaRNAval database [41] which maintains fully annotated graphs of all PDBs with
Leontis-Westhof and backbone interaction types computed by the software FR3D [43], and the RNA 3D Motif Atlas
[35]. Graphs produced by the distance cutoff method often have chain discontinuities, lack structural context, or contain
uninformative interactions (e.g. metal ions or long helical regions). To address this issue, we treat the initial graphs
with automated post-processing steps and redundancy filters. (see Supplementary Material). We emphasize that all
redundant binding sites are removed such that no two binding sites are identical in structure and bind the same ligand.
After processing the structures, we obtain a total of 611 final binding site graphs with 202 different ligands. The binding
site graphs have an average of 10.14 ±5.52 nodes and 11.44 ±7.23 edges.

In order to make ligand predictions from binding sites graphs with machine learning (ML) models, we build a vector
representation, or feature vector, of the RNA graphs. An ML algorithm can then accept RNA graph feature vectors
to output another vector which describes a predicted ligand (i.e. fingerprint). One simple method for characterizing
non-vector objects (in this case, graphs) as vectors, is to define a features of a graph as distances from itself to a fixed set
of representative (a.k.a. prototype) graphs that we denote as P . Since every subsequent graph is compared against the
same set of representative graphs, we can encode relative differences between all graphs in the dataset as vectors. This
technique is known as graph dissimilarity embedding proposed by Reisen et. al. [4]. To measure distances between
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Figure 1: Outline of the RNAmigos pipeline. The user begins by providing either a 3D structure of an RNA site, or
a base-pairing graph of the site. In this example, the input graph is drawn using the Leontis-Westhof convention for
base-pairing annotation. This example graph contains 4 cis-Watson-Crick● edges which define the secondary structure,
and one cis-Hoogsteen ■ which is a non-canonical base pair. The graph is represented as a real-valued vector of fixed
size in the Graph-Representation stage by applying the Graph Edit Distance (GED) graph comparison algorithm. The
resulting vector is then passed to a machine learning model in the Fingerprint Prediction module which produces a
molecular fingerprint. Finally, the fingerprint is used in a similarity search to identify molecules matching the prediction
as candidate ligands for the input site.

graphs, we use the well-known Graph Edit Distance (GED) which is considered to be the gold standard for comparing
graphs [13]. More formally, each element of the feature vector φ(g) ∈ R∣P∣ is given by GED(g, pi) for pi ∈ P .

A key advantage of this embedding approach is that it does not require manual feature building such as the one proposed
in [2] for RNA-magnesium binding prediction. Instead, a graph can be featurized using only a well-defined distance
function over graphs. Intuitively, the GED of a pair of graphs (g, g′) represents the cost of minimally modifying graph
g until it is isomorphic to g′ through a predefined set of operations with a given cost. This can also be thought of as a
generalization of aligning a pair of sequences, where modifying a node in the graph is equivalent to either deleting it, or
substituting it (matching) for a node in the other graph. The more two graphs differ, the more numerous and costly the
edit operations (e.g. inserting, deleting, or substituting nodes or edges) will be required, this is in turn reflected in a
larger GED value. If two graphs are already identical, then no matching operations are needed and the GED will be
0. Most importantly, we choose this technique because the resulting distances between graphs can be endowed with
domain-specific meaning through the appropriate definition of a cost function [34]. The GED cost function assigns a
numeric penalty to each graph matching operation according to the degree of distortion the particular operation induces.
For example, in our case we may wish to assign a high penalty when matching one edge in g with an edge in g′ if the
two edges have very different base-pairing type (canonical vs. non-canonical) as this would reflect a strong change in
the structure. Our choice of cost function prohibits the matching of backbone edges to base pairing edges which results
in more realistic alignments. Furthermore, we distinguish between substitutions across canonical and non-canonical
base-pairing classes as these are likely to alter the global structure of the binding pocket. For a description of our cost
function, GED implementation, and prototype selection process see Supplemental Material.

1.2 Fingerprint Prediction

The output for our model is a molecular fingerprint predicted from an input binding site. Molecular fingerprints are real
fixed-size vectors representing the structural and chemical features of a small molecule such that similar molecules
will have similar fingerprints. In this work we use a very common fingerprint implementation known as the MACCS
fingerprint [10]. The MACCS fingerprint of a molecule sets the ith bit in a d = 166 length binary vector to 1 if chemical
property i is present in the compound and 0 otherwise. We use the set of 166 predefined chemical properties from the
[33] implementation as a target vector for ML models. We emphasize that the computation of the fingerprint depends
only on the chemical composition of the ligand and not on the RNA binding site to which it is bound. Thus, different
binding sites may be assigned the same fingerprint if they bind the same or similar ligands. For all ligand (fingerprint)
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comparisons, we use the widely accepted Tanimoto similarity coefficient or its distance equivalent, the Jaccard distance
[5] over bit vectors.

1.3 Ligand Screen

Since the fingerprint is a simplified representation of a real ligand, the final stage of the pipeline is to identify a
full ligand. We call this the ‘ligand-screening’ phase since the predicted fingerprints would most likely be used in a
similarity-based ligand search for active ligands. Given a predicted fingerprint ŷ ∈ [0, 1]d for a binding site and a
library of potential ligands L, the goal of the screen is to select a ligand that best matches the true ligand. To this end,
we compute a normalized rank S(y, ŷ) for each ligand in library of candidates based on its Jaccard distance to the
predicted ligand and note the resulting rank of the true ligand.

S(y, ŷ) = 1 −
ρy,ŷ,L

∣L∣ (1)

Where ρy,ŷ,L is the rank of the true ligand y in L relative to the prediction ŷ. A successful predictor will rank the true
ligand closest to its prediction (normalized rank close to 0), while a random predictor will result in an average rank of
0.5.

Considering that the distribution of RNA ligands appears to be limited to specific sub-regions (see Supplementary
Materials), this readout ensures that a classifier does not obtain a good score by simply predicting the average ligand
as it would with a simple distance between y and ŷ. Instead, we ensure that the predictions with high scores are
useful for partitioning the region of ligand space spanned by RNA binding compounds. Since there are currently no
validated datasets of active and inactive binders for a given RNA site (such as DUDE for protein [32]), we use the set
of RNA-binding ligands in the PDB as our ligand library. The target binder y for a given pocket is thus the ligand that
was co-crystallized with the input binding site. This setting will allow us to determine whether binding site structure
contains a discriminating signal for its co-crystallized ligand.

2 Pipeline Performance

We perform a randomized grid search architectures for three ML algorithms: k-nearest neighbour, random forest, and
artificial neural networks to obtain the best fingerprint predictor (see Supplemental Materials for details). As a final
performance measure, we split our data into 20 train and validate subsets. For each fold, we train a model on the binding
sites in training subset and evaluate on the remaining (validation) sites which were not used for training. We then record
the S(y, ŷ) score for each binding site belonging to the validation set. The model with the highest performance was the
neural network which reached an average score of 70% with a median of 80%. In other words, on average, the true
ligand was found to be in the 70th percentile (top 30%) of the dataset when using the predicted fingerprint as a query.

For each architecture, we trained two additional classifiers as baselines. The first baseline was trained on a shuffled
dataset, that is, the binding sites were assigned random ligand from the set of RNA ligands. This process scrambles
specific relationships between binding sites and ligands while keeping the generic distribution of ligands identical.
Comparing our learner to this baseline will indicate whether such relationships indeed exist in the data. Our second
baseline was trained using the size of the binding site (number of nodes in the binding site graph) as its sole input
feature. This acts as a control that ignores binding site structure yet contains some distinguishing information about the
graphs. We plot the distribution of scores for each binding site prediction (Fig. 2) to confirm that our model clearly
outperforms the baselines and demonstrate that the base-pairing networks at binding sites contain useful information for
discriminating between potential ligands.

As expected, the size baseline appears to contain a moderate amount of signal with slight enrichment for a small
subset of pockets appearing near the top of the distribution. The shuffled baseline has an average score of 50%
predicting ligand ranks uniformly at random as expected. However, the score distribution for our best classifier still has
a pronounced tail, indicating that this task remains a challenging one. It is also possible that RNA-drug complexes are
still underrepresented as this field is relatively new compared to the protein binding drug field.

3 Performance by ligand class

Next, we ask whether the promising performance (70%) can be explained by a small set of ligands, or whether it is
able to achieve high scores on a diverse set of ligands. Fig. 2b shows the distribution of scores when the score of all
pockets binding to the same ligand are averaged and suggests that a significant number of different ligands are scored
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(a) Per-binding site predictions. (b) Per-ligand-grouped predictions.

Figure 2: Performance of RNAmigos on the task of ligand searching from predicted fingerprints derived from RNA
binding sites. For each experimental condition (normal, shuffle, random), the distribution of prediction scores is given.
Each point corresponds to the prediction score on a left out example during cross-validation. A score near 1 means that
the predicted ligand ranks the known ligand as highly similar while 0 means the known ligand is the most dissimilar
to the prediction. In Fig. 2a each point is the score on a single binding pocket. In Fig. 2b the scores for all pockets
binding to the same ligand are averaged to produce a single point.

highly. This view treats each ligands as a distinct class, when in reality many ligands will be similar to each other and
form ‘families’ or ‘classes’ of ligands. To get a better view of performance, we plot the same prediction scores over
ligand types (202 non-identical ligands) against a hierarchical clustering dendrogram of each ligand as shown in Fig.
3. Colored-in subtrees indicate groups of ligands that are similar, (i.e., within 0.25 Jaccard distance of each other)
which would indicate strong clustering. In this manner, we are able to assess the performance across ‘classes’ of similar
ligands. We first observe that successful classifications are not restricted to a single class of ligands and instead show
good predictions for diverse ligands. Interestingly, the class that is most consistently predicted accurately corresponds to
the aminoglycosides (highlighted in the pink cluster to the right). Aminoglycosides are a class of antibiotics binding to
bacterial RNA with well-defined binding sites [47], and are quite abundant in the dataset. Nucleic acid-like compounds,
many of which bind riboswitches, also form a large family of binders (green) however results were less consistent
than with aminoglycosides. A possible explanation for strong performance on aminoglycosides, apart for the larger
number of examples obtained, is that these are typically large polysaccharide-like structures with a large number of
interactions with the RNA. On the other hand, riboswitches bind much smaller molecules with a limited number of
interactions. As a result, binding site requirements are much more complex and specific with aminoglycosides and the
large number of interactions can only be fulfilled by a limited number of molecules. Finally, ligands clustered on the
left of the dendrogram show the weakest performance. Since these groups show little branching in the dendrogram, we
can conclude that they represent sparsely populated ligand classes for which we have few examples and thus obtaining
more data in these regions would improve performance.

4 Binding site identification in unbound riboswitches

As our results suggest, RNA small-molecule binding sites contain structural signatures that are characteristic of certain
ligands. In this experiment, we would like to determine whether (i) such signatures can be detected in unbound RNA
(since our tool is trained only on bound RNA) and (ii) whether the signature can distinguish the binding site from
surrounding structures in the same RNA. We focus on the structure of riboswitches which are a family of small molecule
regulated RNA of major therapeutic interest [17], and are the only examples where the same RNA is crystallized in the
bound and unbound state. This setting is distinct from previous experiments where we are given a binding site and
search for a ligand. Instead, we begin with a ligand and would like to identify the binding site within a full unbound
RNA. If a region within the unbound RNA contains structural features characteristic of the riboswitch ligand, we expect
RNAmigos fingerprint predictions in these regions will obtain high scores for the known ligand. Indeed, the results
shown in Fig 4 demonstrate that when scanning the structure and obtaining fingerprints with RNAmigos, predictions
that best match the true ligand tend to fall within the binding site. Of course, until more bound and unbound structures
become available, this remains largely a qualitative experiment. However, these results suggest that the 3D graph
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Figure 3: RNAmigos performance by ligand class. Hierarchical clustering dendrogram of the ligands classifying ligand
families by similarity. Each cell in the horizontal grid is the average score for binding sites containing a given ligand.
Ligand belonging to the same tree are grouped together by the clustering procedure. Colored-in sub-trees denote tight
clusters which contain ligands within 0.25 Jaccard distance.
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Figure 4: Binding side identification with RNAmigos. For each unbound riboswitch, we sample candidate sites from
the full structure and predict a chemical fingerprint using RNAmigos. We score each binding site with its predicted
fingerprint and the known riboswitch ligand. We color each residue with the average score over all candidate sites it
belongs to. Green boxes highlight the known binding sites. Noticeably, high-score residues always fall within this
region. Black residues did not yield any predictions as they were filtered out by our binding site representation step.
To determine the location of the binding site in the unbound structure, we aligned the unbound structure to the bound
structure using Chimera [36].

information of an RNA-ligand binding site holds a signature which distinguishes the binding site from the rest of the
RNA and can persist between bound and unbound states.

5 Conclusion

We have developed a unique computational platform, RNAmigos, to show that extended RNA base pairing networks
contain useful ligand-binding information. This finding has potential implications for assisting medicinal chemists in
their search of drugs binding to RNA. By presenting graph representations of RNA binding sites to machine learning
models, we are able to reliably retrieve the observed ligand from a database search with a good accuracy. Since our
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prediction is a fingerprint vector (chemical descriptor) and not a simple classification of ligands (i.e directly selecting a
single ligand as output), the fingerprint itself can be used as a tool for searching large ligand databases. Next, we showed
that the model shows promise for distinguishing the binding site from surrounding unbound structures. Once more
data is available, this application can be validated for uses such as binding site identification and off-target prediction
(ensuring that a certain compound does not have likely binding sites in undesired targets), where scalability is important
as many targets need to be evaluated. While performance was strong across different ligand classes, it is apparent that
ligand classes for which data is more abundant received more consistently positive predictions. Therefore, as more
examples of RNA-ligand complexes are characterized by experimental and computational techniques, we believe that
the performance of our platform will improve. Additional data will also allow for considerations regarding properties
desired in medical applications such as synthesizability and drug-likeness [26]. Our choice of graphs for binding
site representation reflects this consideration. Graph representations are highly amenable to additional sources of
information and can natively hold additional information such as evolutionary or chemical data in their nodes or edges
without requiring changes to the pipeline.

Although the signal obtained from a graph-based representation of structures is promising, we acknowledge that
it is not the only viable approach. It would be relevant to compare our approach to methods that directly use the
atomic-level representation. Comparable data-driven approaches such as [38] are currently unavailable pending a
code refactoring, and [2] is no longer being distributed. We hope that this work will motivate explorations of other
data-driven methods for RNA-binding molecules with applications in understanding biological control and accelerating
RNA drug development.

6 Supplemental Material

6.1 Data Pre-processing

The initial binding site graph includes all nucleotides (and interactions between them) within a user-defined distance
from the ligand in the 3D structure. We then apply the following processing steps to produce the final graphs to be
trained on:

1. Expand structural context. We add all nodes (along with their incident edges) found within 2 hops using
Breadth-First traversal. This includes greater structural context in the binding site, as well as eliminates small
discontinuities in the chain that resulted from the distance cutoff.

2. Dangle trim Starting from the end of each strand (one contiguous set of nodes connected by the backbone) in
the binding site graph, we remove nodes as long as they only interact with the backbone. These structures are
often known as ‘dangles’.

3. Stem trim For graph comparison efficiency we remove any terminal Watson-Crick edges that stack on another
Watson-Crick edge, and whose participating bases only engage in Watson-Crick interactions. In this manner
we shorten long helices found at the terminal ends of the binding site. In the case of multiple stacking edges,
all but one are removed.

4. Loop collapse Contiguous bases that do not participate in any non-backbone interactions are collapsed into a
single special ‘loop’ node. For example, a large hairpin with no base pairing interactions would be represented
as a single node. This is done to reduce the size of the graphs and speed up the GED phase.

5. Redundant filtering Any two graph-fingerprint pairs (x, y), (x′, y′) such that both GED(x, x′) = 0 and
J(y, y′) = 0 are removed as redundant data pairs. Here GED denotes the graph edit distance and J(., .)
the Jaccard distance on bit vectors (the distance equivalent of the Tanimoto [5] similarity, often used for
comparing fingerprints. In other words, any ligand that occurs more than once is only included if the pocket it
binds to is not identical to others with the same ligand.

6.2 Graph Edit Distance Computation

The Graph Edit Distance (GED) between two graphs G and H is defined as follows:

GED(G,H) = min
(e1,...,ek)∈Υ(G,H)

k

∑
i=1

c(oi). (2)

Where Υ is the set of all edit sequences which transform G into H . Edit operations include: node/edge matching,
deletion, and insertion. c(o) is the cost of performing edit operation o and c is known as the cost function.
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We implement the A* GED algorithm which is guaranteed to return the sequence of edit operations that minimizes the
total cost function. This value corresponds to the distance between G and H . Pseudocode for A*GED can be seen in
Algorithm 1.

Algorithm 1: A* GED
Data: Pair of graphs G, H , cost function c and heuristic h. WLOG let G be the smaller of the two graphs.
Result: Minimum cost distance and alignment between two graphs.

1 OPEN ← priorityQueue()
2 VG ← G.nodes()
3 VH ← H.nodes()
4 v ← first node in G
5 foreach v′ ∈ VH do
6 OPEN.add((v0, v

′), c(v0, v
′) + h(v0, v

′)
7 end
8 while OPEN do
9 vmin ← OPEN.pop()

10 Let Mk ← be partial mapping {(v1, v
′
1), .., (vk, v′k)}

11 if ∣Mk∣ = ∣VG∣ then
12 Mapping complete
13 return Mk

14 end
15 Add nodes at next depth
16 foreach u ∈ VH \ vmin do
17 OPEN.add(vmin ∪ (vk+1, u), c(vk+1, u) + h(vk+1, u))
18 end
19 end

Intuitively, we can think of the process of matching nodes between graphs as forming a path down a tree of all possible
matches. A node in the tree would contain a pairing between two nodes, and a path from root to leaf would be a
mapping M which covers all the nodes in the graphs. The algorithm reduces to a minimum cost path search over
the tree of all possible edit sequences from G to H . In a Dijkstra fashion, the algorithm processes nodes in order of
ascending GED cost (i.e. cost of adding operation ei under current cost function) plus a lower bound estimate of the
cost of processing the remainder of the graph, also known as a heuristic h. The heuristic is used to steer the search
toward more promising paths while still guaranteeing optimality. Once the search arrives at a leaf of the tree, a complete
node assignment has been achieved.

6.3 Local Edge-Breaking Heuristic

After partial mapping is computed, we estimate a lower bound h using a heuristic. This is done to estimate the minimum
amount of editing that is left to be done given the current partial matching. The heuristic thus prioritizes visiting nodes
with lower cost bounds which are more likely to be optimal. For a heuristic to be valid, it must always be less than or
equal to the actual cost of completing the matching. The most widely used heuristic is proposed by [4] and applies a
greedy node assignment on unmapped nodes while ignoring graph structure. In simple terms, for each node, match it to
the lowest cost node (ignoring graph structure and whether it was matched already) and do the same for each edge.
Add to the lower bound estimate, the difference in number of unmatched nodes and edges between the two graphs.
Since repeated substitutions and graph structure are ignored, this is necessarily a lower bound on the true cost. We
call this strategy the global heuristic. However, because the main contribution to mapping cost in our current cost
function comes from edge insertions and deletions, we implement a slightly more detailed heuristic that considers the
arrangement of unmapped edges induced by the current mapping and locally anticipates future edge deletions.

More formally, let Mt be a partial mapping between two graphs at step t in the search. This is a mapping between the
nodes of G and H . If graph G had nodes {1, 2, 3} and H had nodes {α, β, γ}. A partial mapping would could look like
M = {(1, β), (2, α)}. We denote the set of nodes of the mapping belonging to G and H as MG and MH . Finally, let
Mt(n) return the node that n maps to (e.g. Mt(1) → β)

hlocal(Mt) = d ∑
v∈MG

∣deg(v̄) − deg(M(v̄))∣ (3)
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Figure 5: Illustration of local heuristic. We show that the local heuristic operates on a disjoint set of edges compared to
the global heuristic which allows us to sum the contributions from the two heuristics.

Where (v̄) represents a node v with all neighbors that belong to M omitted. Thus, when taking the degree of v̄ we
get the number of unmapped edges incident to v. Hence, if two nodes are mapped to each other, the difference in
number of adjacent unmapped edges weighted by the edge deletion cost d necessarily implies a requuired future edge
insertion/deletion cost. A key challenge in estimating h(M) is to provide a large enough lower bound with the lowest
time complexity (i.e. overhead). Higher lower bounds are closer to the true future cost, yet are usually more expensive
to compute. Since the neighbours of a node can be maintained and accessed in constant time with some pre-processing,
we can very quickly compute h(M) and steer the search away from edge breaking paths. A benchmark on a sample of
our dataset shows that this heuristic provides a modest speed-up in the size region where the majority of our graphs lie
Fig. 6, 7. However, by summing the local heuristic with the established global heuristic discussed above, we achieve a
significant speedup which is especially useful when computing all-to-all graph alignments.

Thus, the new combined heuristic is:

h(Mt) = hlocal(Mt) + hglobal(Mt) (4)

We must still guarantee that the combined heuristic is still a lower bound (i.e. it does not exceed the true remaining
matching cost). To do so, we enforce that hglobal) and hlocal operate on disjoint sets of edges. This guarantees that
we are not double counting some edge. More formally, we consider that each edge is a tuple of nodes (u, v). For all
(u, v) ∉Mt (fully unmapped edges) we apply hglobal. Meanwhile, hlocal is used on nodes such that one of u or v has
been mapped. Nodes with both u and v belonging to Mt are not considered in the heuristic computation since they are
already fully mapped and will not contribute to future cost. Since an edge can only be in one of those three categories,
and each heuristic is a valid lower bound their sum is also valid. We illustrate this in Figure. 5.

We stop GED computation for a pair of pockets after 90 seconds if the search has not terminated. We found that
using this cutoff, 83% of pocket comparisons finished before the timeout. For those that exceeded the timeout we
take the current best score as the GED. An investigation on the potential distances between the pockets that could not
be compared in time showed they were always too different to be of interest for our methods. Computation of the
full pairwise distance matrix was parallelized and run on a 20 core Ubuntu 16.04 server with Intel Xeon 2.90 GHz
processors.

6.4 Cost Function

Let L(.) be a function that returns the edge label for a given edge, B denote the set of backbone edge labels, and W the
set of canonical base pair labels. We define an RNA cost function over edges as follows:
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Figure 6: Benchmarking of local edge-breaking heuristic. Each 3D plot shows the runtime for aligning pairs of graphs
with different sizes for each heuristic strategies. The X-Y plane shows the size of each graph G and H being aligned
and the Z plane is the time in seconds needed to reach a final alignment. We show that by combining the established
‘global’ heuristic with our proposed ‘local’ heuristic we are able to gain significant speedups in the region of ~10 node
graphs. The color highlights the height of the surface. ‘none’ is a run that does not use any heurstic lower bounds.

c(p→ q) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0 L(p) = L(q)
∞ 1L(p)∈B ≠ 1L(q)∈B
s + g(p, q) L(p) ≠ L(q)

g(p→ q) = {z 1L(p)∈W ≠ 1L(q)∈W
0 else

Our choice of cost function prohibits the matching of backbone edges to base-pairing edges which results in more
realistic alignments as well as greatly improves the speed of GED computation. When a substitution results in a
mismatch between base pairing edges, we introduce an additional penalty g(p, q) which penalizes mappings that alter
canonical interactions known to contribute more to stability and overall structure than non-canonical pairs. Any edge
and node deletions incur a cost of d. We use parameters s = 1, d = 4, z = 2 to discourage edge deletions and breaking
canonical interactions. The cost function proposed here is very simple and can eventually incorporate additional features
such as sequence identity, chemical properties, and evolutionary information.

6.5 Prototype Selection

We implement three different strategies for selecting the set of prototype graphs P .

• A random selector simply selects k points at random in the graph space as representatives.

• The k-centers strategy attempts to find k centroid graphs (i.e. those that minimize their distance to a given
subset of the space) in a strategy similar to the well-known k-means clustering algorithm.
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Figure 7: Distribution of number of nodes in binding site graphs

• The spanning strategy attempts to build a prototype set that is as diverse as possible by starting with the
centroid graph and greedily selecting a prototype whose distance to the currently selected partial set is
maximized.

7 Classifier Training

7.1 Hyperparameter Search

Given the combinatorial nature of hyperparameter selection, we tune the fingerprint predictor using a randomized grid
search combined with 20-fold cross-validation. We tested three different classifier algorithms: k-nearest neighbors,
random forests, and artificial neural networks. Apart from classifier-specific hyperparameters, we tune the embedding
method and embedding size which are used to produce the input to the classifiers. We need to take care to not select a
prototype graph that belongs to the validation split since this would introduce a bias at evaluation time. To address this,
for each training split we remove training indices x from the set of binding site graphs D to obtain a prototype set P .
We then embed the training graphs with respect to the current P and perform training. At the next training split we
recompute P with the same procedure. The pseudocode is shown in Algorithm 2. Below are the parameter settings
evaluated in the grid search.

• Embedding size: {10, 30, . . . , 300}
• Prototype selection: k-centers, spanning, random

• MLP
– Hidden layer sizes: {(50, ), (50, 100), (100, 50), (200, )}
– Activation function: tanh, relu

• Random Forest
– Number of trees

• KNN
– Number of neighbors: {1, 3, 5, 7}.
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Algorithm 2: Model training without prototype selection bias.
Data: Set of binding site graphs D
Result: Model accuracy controlled for prototype bias.

20 for x, y in split(D, Y ) do
21 P ← prototypes(D \ {x})
22 X ← embed(Dx,P)
23 train(X, y)
24 end
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Figure 8: Validation performance with different embedding sizes and techniques

7.2 Model Training Results

In Fig. 8 we show that the model is able to achieve ligand screening scores near 0.7 as embedding sizes get close to
100. Of course, we note that very small embeddings do not contain enough information to achieve strong performance.
However, the accuracy gains for much larger embeddings are quite small after embeddings of size 100. Second, we
note that the prototype selection algorithm does not have a discernible effect on the classifier quality. This could be due
to the effect of a small dataset which would render most prototype selections beyond a certain size largely equivalent.
Finally, we show in Fig. 9 that neural networks (MLP) achieved the strongest performance (0.67 mean score), while
k-NNs show slightly reduced scores (0.65 mean score) which may suggest that the hypothesis of ‘similar binding sites
bind similar ligands’ appears to hold for some binding sites [16].

7.3 Ligand Space

We can use fingerprint vectors to inspect the diversity and distribution of RNA ligands within the larger chemical
space of known ligands. We use a t-SNE [28] embedding to visualize the high dimensional fingerprints in a 2D
space while placing similar points close to each other in the reduced representation. Embedding a random sample of
2000 co-crystallized protein ligands and all RNA ligands (Fig. 10) shows that while RNA ligands cover a seemingly
wide portion of the space, it is clear that certain sub-regions are more populated. This distribution suggests that some
chemical properties are preferred for RNA binders. Within these regions we observe clustering of the well-known
aminoglycosides (see HYG, CYY in the plot) and riboswitch binding nucleic acid-like ligands (FMN, TPP, GTP).
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Figure 9: Effect of ML model choice on performance. Each point in the violin is the average performance for each
hyperparameter setting with a given ML model. (MLP: Multi-layer perceptron, KNN: k-nearest neighbours, RF:
Random Forest)

Despite RNA ligands falling to specific sub-regions of the ligand space, these regions are also densely co-inhabited by
protein ligands (blue points) which corroborates similarities reported between protein and RNA binding compounds in
other studies [49]. This would further motivate the use of structure-aware ligand-based techniques to better explore the
known chemical space. In Fig. 11 we use the MACCS fingerprints to show, as expected, that the space of known RNA
ligands more constrained than for protein ligands. Indeed, the average variance over all dimensions of fingerprints for
RNA ligands is 0.34 for protein and 0.28 for RNA and the number of dimensions where RNA fingerprints have higher
variance than protein is only 37 out of 166. This finding motivates the use of an enrichment-based scoring function over
a direct distance between fingerprints, since a predictor that outputs an average RNA ligand can achieve seemingly high
performance in a constrained space.
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Figure 10: Ligand space visualization with t-SNE. We plot the embedding over ligand fingerprints using Jaccard
distance. We sample 2000 ligands found in the RCSB PDB databank (~10% of all ligands in the database) and include
all RNA ligands shown in red. For readability, we add the 3-letter code annotations for a random subset of the RNA
ligands.
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Figure 11: Variance for each fingerprint index over protein and RNA fingerprints. We show in dotted lines the mean
variance over all dimensions.
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