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Summary

Effective processing of information from the environment requires the brain to selectively sample relevant
inputs. The visual perceptual system has been shown to sample information rhythmically, oscillating rapidly
between more and less input-favorable states. Evidence of parallel effects in auditory perception is inconclusive.
Here, we combined a bilateral pitch-identification task with electroencephalography (EEG) to investigate
whether the phase of ongoing EEG predicts auditory discrimination accuracy. We compared prestimulus phase
distributions between correct and incorrect trials. Shortly before stimulus onset, each of these distributions
showed significant phase concentration, but centered at different phase angles. The effects were strongest in
theta and beta frequency bands. The divergence between phase distributions showed a linear relation with
accuracy, accounting for at least 10% of inter-individual variance. Discrimination performance oscillated
rhythmically at a rate predicted by the neural data. These findings indicate that auditory discrimination threshold
oscillates over time along with the phase of ongoing EEG activity. Thus, it appears that auditory perception is
discrete rather than continuous, with the phase of ongoing EEG oscillations shaping auditory perception by
providing a temporal reference frame for information processing.
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Introduction

Fluctuations of excitability in ensembles of neurons (oscillations) provide a key mechanistic element in most of
the brain’s motor, sensory and cognitive operations [1-4]. When sensory input is sampled using overt rhythmic
and quasi-rhythmic motor strategies like saccadic search, entrainment of neuronal oscillations enhances the
processing of visual information within [5] and beyond the visual system [6] likely improving the transfer of
information across a number of brain areas [5,7-12]. Similarly, during covert attentional sampling of rhythmic
sensory input stream, entrainment of oscillations to the input rhythm selectively enhances the representation of
events in that stream [4,13]. Intriguingly, during covert attention, in lieu of any overt motor behavior or rhythmic
sensory cues, visual perceptual threshold appears to fluctuate with the phase of neuronal oscillations [14—20].

While it is clear that these “spontaneous” neuro-behavioral fluctuations depend on a dynamic interplay within
the fronto-parietal network in both human [21] and non-human [22] primates, it is unclear whether they are
domain-specific or domain-general, and occur outside of the visual system. The results to date concerning the
question of parallel effects in auditory processing are inconclusive. Several studies have shown that neuronal
oscillations entrain to rhythmic auditory stimulation and that auditory performance co-varies with entrained
oscillatory phase [19,23-27]. Neuling et al. [26] observed that detection thresholds depend on the phase of
oscillations that were entrained by transcranial stimulation at 10 Hz. In contrast, Ng et al. [27] found that
detection of an auditory target in ongoing background noise depends on power and phase in delta/theta but not
alpha frequency. Rieke et al. [28] found the TACS-augmentation of endogenous 4 Hz sound-brain phase
entrainment accelerates the build-up of auditory streaming. In a gap detection task with an auditory stimulus
modulated at 3 Hz, performance clustered around preferred phases rather than being uniformly distributed across
time [25]. This phase entrainment has been suggested to play a critical role in speech perception aligning high-
excitability auditory phases to speech envelope (for review see [29]). More recently, Ho et al. [30] observed that
modulations in perceptual performance oscillate in the left and right ear at different frequencies and phases
suggesting that the auditory system might indeed show intrinsic periodicity. Kayser [31] found that complex,
temporally extended auditory scenes are sampled rhythmically at the rate of delta frequency range.

A key concern affecting the interpretation of prior studies is that background stimuli often contained energy in
several bands including low frequencies [19], making it difficult to determine whether an observed phase
concentration is an intrinsic property of a periodically sampling system, or rather, reflects phase locking to the
ongoing stimulus rhythm. This concern is further amplified by studies showing a null effect when background
stimuli are eliminated; for example, no effect of low frequency phase on auditory perception was observed in
quiet (i.e., with no background stimulation; see [19,32]). Similarly, Ilhan et al. [33] report lack of lasting
auditory echoes, which was used as evidence for intrinsic perceptual cycling in vision [19]. Consequently, it
remains unknown whether auditory perception is continuous with constant threshold or whether it fluctuates with
the phase of ongoing EEG between more and less input-favorable states.

We depart from previous studies by using auditory phase-resetting cues followed by a quiet interval interrupted
with a monaural target (pitch-discrimination task in quiet) presentation at each subject’s perceptual threshold.
Similar procedures have been shown effective in vision [17,18]. We recorded electroencephalography (EEG) to
determine whether the phase of prestimulus oscillations predicts accuracy of target discrimination (Figure 1
illustrates the experimental procedure). We tested the predictions that: 1) The distributions of phases between
correct and incorrect trials will be centered at different angles as measured with phase bifurcation index (PBI), 2)
There will be an inter-individual positive linear relationship between the strength of phase bifurcation indices
and behavioral accuracy, and 3) behavioral discrimination performance will undergo periodic modulations rather
than showing a uniform distribution across the cue-target time interval. Confirming an effect of pre-stimulus
phase on subsequent auditory discrimination in quiet conditions would indicate that the auditory perception
performance is not constant but undergoes periodic fluctuations even when there is no entraining rhythm in the
sensory stimulus.
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Results
EEG phase influence on auditory pitch discrimination

The “threshold” pitch discrimination task that we used is diagrammed in Figurel. Overall (average across
subjects) auditory pitch discrimination accuracy was 72%. Standard Error of the mean was 0.03. Our goal was to
determine if, in lieu of any overt motor behavior or rhythmic sensory cues, the accuracy of auditory pitch
discrimination fluctuates with the phase of ongoing neuronal oscillations. To this end, we computed: 1) phase
and power consistency for sets of correct and incorrect discrimination trials and 2) a phase bifurcation index (see
Methods). A positive phase bifurcation index (PBI) indicates that distributions of oscillatory phases are centered
at different angles for correct and incorrect trials. A negative PBI means that only one of the behavioral
conditions (correct or incorrect) shows phase concentration while the other condition exhibit random phase
across trials.
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Figure 1. Experimental procedure. Each trail started with a 100 ms long white noise burst followed by a target
tone delivered to the left or right ear at a random time point between 1-2 seconds after the onset of the white
noise (gray shaded area). Subjects were instructed to decide whether the target was low (2kHz) or high
(2.5kHz). Three seconds after the white noise burst, participants were prompted with the response window which
required them to indicate if the target was high or low pitch.

We compared the spectra of power and PBI as averages across all EEG electrodes for each time point between -
500 ms and 500 ms relative to target onset, for frequencies between 1-30 Hz (see Fig. 2). As expected based on
prior work in the visual modality [34,35], we found no significant spectral power differences between correct
and incorrect trials (all p > 0.05, FDR corrected).

We performed a similar analysis for the phase bifurcation index, testing whether each time-frequency PBI point
differed from zero. As shown in Figure 2, we observed four clusters of significantly increased PBI before target
onset - one in theta (3-5 Hz) and three in beta (16-29 Hz) frequencies (signed rank test, p < 0.05; FDR corrected
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for multiple comparisons across all time and frequency points). The strongest effects were observed between -
290 and -150 ms and between -420 to -380 ms for theta and beta frequencies, respectively. Two additional
smaller clusters were identified in the beta frequency range at -100 to — 70 ms before stimulus onset. Increased
positive PBI indicates that pre-stimulus phase concentration was clustered at different phase angles for correct
and incorrect trials; i.e., pre-stimulus phase modifies the likelihood of correctly discriminating between auditory
targets.

To ensure there is no inherent phase bias in our data set and that phases were uniformly distributed across all
trials, we combined all trials (i.e., correct and incorrect) and used Rayleigh test [36] across all time and
frequency points where we observed significant PBI. Importantly, Rayleigh test did not show any departure from
uniformity (all p > 0.05, FDR corrected).
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Figure 2. Target-locked Phase Bifurcation Index. A — time-frequency map of PBI averaged across all channels
and subjects. X-axis indicates time relative to the onset of the target tone. The color indicates the z-value of the
signed-rank test of PBI against 0. Positive values indicate that phase distributions are locked to different phase
angles for correct and incorrect trials, while negative values indicate that only one condition is phase locked.
Significant clusters are marked with black contour lines. B — topographical plots of the pre-stimulus significant
clusters. Times and frequencies of each cluster are indicated in the figure text.

Next, we tested whether the transition between phase angles associated with correct and incorrect responses was
continuous rather than sudden. We pooled the phase values from the time-frequency points of the PBI clusters
into 11 bins (set a priori following the approach of [14]). Next, we calculated the correct to incorrect ratio as a
function of the phase bin. We reasoned that if the transition between optimal and non-optimal phases was
continuous, it should monotonically change from bins with the highest to the lowest accuracy. Since the exact
phase at which performance was highest could vary between subjects, we adjusted each individual’s phase
distributions by aligning it to the zero-phase angle for the phase bin at which performance was best. Thus, a
trivial feature resulting from the alignment is a peak at zero phase bin observed in Figure 3. Another trivial
feature is the difference in accuracy between 0 and +/-pi — we already know from the PBI that correct and
incorrect trials cluster at the opposite phase angles. The important non-trivial feature, however, is the monotonic
decrease in the ratio of correct and incorrect trials as one moves further from the “optimal” phase. This shows
that the phase influence on behavior is continuous - with a small window of sharpest perceptual accuracy
monotonically degrading towards the opposite phase angle. To test this monotonic shift in behavioral
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performance we compared the accuracy values of each phase bin to the adjacent phase bins. We found that most
of the differences between adjacent phase bins are significant (t-test, p < 0.05; FDR corrected), indicating a
gradual shift in behavioral performance from the ‘optimal’ to the ‘non-optimal’ phase. Importantly, the change
in behavioral performance at the shift-point between higher percentage of correct responses to higher percentage
of incorrect responses (indicated by the horizontal dashed line in figure 3) was significant in all cases.
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Figure 3. Monotonic relationship between behavioral performance and oscillatory activity. Each panel shows
the relationship between spectral phase at each significant time-frequency phase cluster and standardized
performance after phases were aligned for each subject such that 0 indicates the optimal phase. Black asterisks
indicate a significant change in behavioral performance between adjacent phase bins. Discrimination
performance decreases monotonically from the “optimal’ phase angles (0 radians) where performance is
highest to “non-optimal™ phase angles (+/-pi) where performance is lowest.
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Oscillations in behavioral accuracy

To evaluate the assumption that the initial white noise cue resets the ongoing neural oscillations to a common
phase angle, we next tested whether accuracy oscillates relative to the cue onset. A target that is presented at
random time points after this cue will coincide with different phases of this oscillation. The specific phase at
which the target occurs will modulate behavioral performance. To this end, we aggregated individual’s accuracy
scores within 20 ms bins relative to the onset of the initial white noise cue. The bin size was selected a priori
based on the highest frequency in which we observed a PBI effect in our neural data (see Methods for more
details; for a similar approach see [18,30]). To test whether accuracy undergoes rhythmic changes rather than
being uniform, we computed the spectrum of the binned behavioral accuracy time course and averaged across
participants (Fig. 4). As expected, based on the bifurcation index, the spectrum of accuracy showed the highest
peak at 3-4Hz and another peak around 20Hz. To determine whether these peaks are significant, we performed a
randomization test in which we shuffled the accuracy bins in time and re-calculated the spectrum of the shuffled
accuracy time course. We repeated this procedure 10000 times and set the significance threshold at the 95th
percentile of the random distribution. The peak at 3-4 Hz exceeded this statistical threshold and was consistently
significant across all tested bin sizes, indicating that behavioral accuracy oscillates at these frequencies.
However, the 20 Hz peak was not consistently significant across different phase bins (see Figure S1).
Interestingly, the peaks in behavioral accuracy correspond with peaks found with the phase bifurcation index,
helping to consolidate our initial observation.
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Figure 4. Oscillations in behavioral performance. A — binned behavioral performance as a function of target
onset time (blue). Red trace shows a sinusoid at 4 Hz for illustration purposes. Shaded area indicates the SEM.
B - spectrum of the binned discrimination accuracy. Black horizontal line indicates the 95th percentile of a
random distribution (corresponding to p = 0.05) created by shuffling the behavioral accuracy across time bins.
Significant peak was detected at 3-4Hz. C — distribution of correlation coefficients between averaged PBI and
behavioral accuracy. The distribution was created by sampling a subset of trials to match the number of trials
between subjects (see Methods). D — example correlation between auditory discrimination accuracy throughout
the experiment and average bifurcation index around the median correlation value in C. Each point represents a
single subject. Subjects that performed better on average also exhibited higher pre-target bifurcation index.

Finally, we tested the inter-individual relation between phase bifurcation index averaged across all significant
pre-target clusters and all levels of accuracy during the experiment. Since subjects with higher accuracy had
fewer incorrect trials that might bias the PBI, we controlled for the number of trials across participants. We
matched the number of trials considered for PBI calculation, by re-sampling a subset of trials for each subject
based on the minimum number of incorrect trials across all subjects. We repeated this procedure 1000 times to
create a distribution of correlation coefficient values controlled for the number of trials (see Figure 4C). The
mean and median of this distribution were ~0.3 and the distribution was significantly greater than a normal
distribution with 0 mean (t-test, p <<.001). Figure 4D shows an example of the correlation between PBI and the
accuracy of each subject. This suggests that participants with greater pre-stimulus PBI reached higher accuracy.

Discussion

A number of studies support the notion of that visual perception is discrete or periodic rather than continuous
[14,16-20,37,38][14,16-20,37,38] in that detection/discrimination threshold oscillates with the phase of ongoing
EEG or that behavioral performance oscillates as a function of cue-target interval. However, similar intrinsic
periodicity has not been demonstrated in the auditory system, despite several attempts to do so. Here, we used an
auditory pitch discrimination task with phase resetting cues and monoaural, near-threshold target presentation to
address this question. We observed: 1) Phase distributions in the pre-target time-frequency intervals that were
centered at different angles for correct and incorrect trials as indexed by positive PBI clusters, 2) Inter-individual
positive linear relation between the PBI and behavioral accuracy, and 3) behavioral discrimination performance
showing periodic fluctuations at 3-4 Hz (and a trend at 20 Hz). Altogether these findings suggest that auditory
perceptual threshold fluctuates with the phase of ongoing neuronal oscillations alternating between optimal and
non-optimal sensitivity periods; that is, they support the notion that auditory perception is discrete/periodic
rather than continuous.

A series of earlier studies attempted to find evidence for periodic sampling in the auditory system, but were
unsuccessful in doing so [19,32,33]. There are two critical changes in the current design that might help
understanding the difference between these studies. First, we used a phase resetting cue (i.e., supra-threshold
broadband noise lasting for 100 ms). The cue was uninformative about the target timing or its spatial location.
Our prediction was that the burst of noise would reset ongoing oscillations to a common phase which we then
probe 1-2 sec later with the threshold target presentation. Second, based on findings from [30] that
discrimination threshold might oscillate at different rates in the left and right ears, we also used monaural target
presentation while previous studies used bilateral targets.

Our findings are consistent with the earlier finding of perceptual fluctuations as a function of prestimulus phase
in the visual system [14-16]. Also consistent with previous studies using visual discrimination tasks [34,35], we
observed no detectable difference in low frequency power between correct and incorrect trials in our auditory
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task. In the visual domain, the relationship between pre-stimulus phase and perception was mainly found in the
alpha and theta frequency bands [14-20,37]. We also observed an effect in theta frequency (i.e., 3-4 Hz).
However, we found additional significant PBI clusters in a higher frequency range (i.e., 16-29 Hz) that were not
observed in visual studies. This might reflect an inherent difference between auditory and visual systems.
Stimulus presentation at about 40 Hz has been suggested as the optimal frequency for auditory steady-state
responses [39,40] compared with lower frequencies observed in the visual system [41].

Previous studies suggest that rhythmic sampling depends on the dynamics of task structure [4,13]. Schroeder and
Lakatos proposed that when rhythmic cues are predictive of potential target occurrence, attention operates in a
“rhythmic” mode. When task structure is rhythmic [13,42,43] or otherwise predictable [44] low frequency
oscillations might be utilized in sensory selection. This “rhythmic” mode entails phase locking to the temporal
structure of an attended stream which aligns high-excitability oscillation phases with events in the stream [4].
Consequently, responses in the attended stream are enhanced. In agreement with prior studies in the visual
system, the current results indicate that attentive auditory processing operates rhythmically even when the task
structure is not rhythmic or predictable. The initial cue in our task alerted the subjects that a target would occur
within the next few seconds but did not predict either the precise timing or spatial location (ear) of target
presentation. We nevertheless observed that the phase of low frequency oscillations modulated auditory
performance.

What might be the source of this periodicity in auditory information processing? Unlike vision or
somatosensation, which rely on rhythmic movements to sample the sensory space (e.g., eye movements), there is
no obvious rhythmic motoric sampling routine used in auditory processing (but see [45]). Nevertheless, auditory
perception is still modulated by top-down inputs from the motor system. Morillon et al. [42] asked their
participants to track a slow reference beat with rhythmic finger pressing. They observed that this overt motor
activity improved sensitivity to detecting target tones presented in phase with the movement (see also [46]). In a
follow up study, Morillon and Baillet [43] used magnetoencephalography to demonstrate that this sensory
benefit is driven by top-down influence from the motor cortex. Interestingly, these effects were driven by bursts
of beta (18-24 Hz) directed toward auditory regions. Similarly, [47] reported that the motor system modulates
the auditory cortex through beta oscillations. Thus, it is possible that the current findings of periodic auditory
sampling, particularly in the beta range, reflect ongoing modulations from motor regions.

In summary, the current results show that prestimulus EEG phase differs between correct and incorrect trials in
an auditory discrimination task in the absence of a rhythmic (entraining) stimulus. Moreover, we found that
discrimination performance oscillates at frequencies similar to those found in concomitant EEG oscillations.
These results indicate that, as in vision, auditory perception typically operates in successive periodic cycles,
alternating between optimal and non-optimal input processing states.
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Methods
RESOURCE AVAILABILITY
Lead contact

Further information and requests for resources/code should be directed to the Lead Contact, Idan Tal
(idantal0O0O@gmail.com).

Data and code availability

Matlab source code and data generated during this study are available from the Lead Contact on request.
EXPERIMENTAL MODEL AND SUBJECT DETAILS

Subjects

Twenty participants volunteered for the experiment after giving written informed consent and received payment
for their participation. All participants had normal or corrected to normal vision and none of them used a hearing
aid. Two of the participants were excluded due to unstable behavioral performance during staircase procedure.
Eighteen subjects remained in the sample (9 females; mean age: 27 and standard deviation of 7 years; all subjects
were right-handed). The experimental procedures were approved by the local IRB at Columbia University.

METHOD DETAILS
Stimuli and procedure

Participants performed an auditory pitch discrimination task between 2 target tones (2kHz and 2.5 kHz) each
lasting 10 ms. Each trial started with a 100 ms burst of white noise that was randomly generated on each trial and
delivered to both ears. The left and right ear white noise stimuli were time-reversed versions of each other. Then,
a target tone was presented monaurally at a random time point between 1-2 seconds following the onset of the
white noise. Three seconds after the onset of the white noise, a question appeared on the screen and the subjects
had to press a button indicating whether the target tone was high or low in pitch (i.e., 2.5 kHz or 2 kHz
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respectively; see Figure 1). Inter-trial interval was jittered between 1 and 2 seconds following the participant’s
button press.

The experimental session started with a staircase procedure to determine each participant’s individual auditory
perceptual threshold. The staircase trial structure was the same as one used in the main experiment. It started
with the burst of white noise followed by a pitch discrimination task (see Figure 1). The only difference was
target intensity which we decreased following a single correct response and increased when three consecutive
incorrect responses were detected (3-down 1-up staircase procedure). This procedure continued until the
participant’s performance reached a stable accuracy between 70-75% for a duration of 20 trials. Once their
performance stabilized at the desired accuracy we stopped the staircase and calculated the average intensity
across the last 20 trials. This individual threshold was then used in the main part of the study. Participants were
instructed not to readjust the headphones (Sennheiser CX 3.00) during the experiment to avoid changes in the
perceived stimulus intensity. The main experiment consisted of 800 trials (random order - 200 x 2kHz, left ear;
200 x 2kHz, right ear; 200 x 2.5kHz, left ear; 200 x 2.5kHz, right ear).

EEG recordings

A Guger Technologies (g.tec) amplifier system was used to record EEG from 62 electrodes mounted in an elastic
cap according to the international 10-20 system. Data were recorded in the frequency range from 0.1 to 300 Hz
with a sampling rate of 1000 Hz and an online notch filter at 60Hz. Electrode impedances were kept at < 5kQ.

QUANTIFICATION AND STATISTICAL ANALYSIS
EEG analysis

Data were down sampled off-line to 500 Hz and epoched from 2 seconds before to 2 seconds after target onsets.
An automatic artifact rejection excluded epochs in which the signal exceeded 10 standard deviations above the
mean of the entire recording period. Eye blinks and eye movements artifacts were removed using ICA as
implemented in the FieldTrip toolbox [48]. The remaining data were screened manually for residual artifacts.

The EEG analysis focused on the comparison of pre-stimulus spectral power and phase between correct and
incorrect trials. Phase and power were computed by wavelet transform of single trial data for the frequency range
of 1-30Hz. The length of the wavelet increased linearly from 3 cycles at 1Hz to 5 cycles at 30Hz to optimize the
temporal resolution and stability at lower and higher frequencies respectively. At each time t and frequency f, the
result of the wavelet transform for trial k is a complex number in which ¢ is the phase. The phase concentration
across trials is calculated by inter-trial phase coherence (ITC; [49]. We used the following formula to calculate
ITC:

n

1 )
ITCq ) = EZ i@k n2m)
k=1

The value of the ITC ranges between 0 and 1, where 0 indicates no synchronization across trials and a value of 1
indicates perfect synchronization. We calculated ITC across correct, incorrect and all trials (correct and incorrect
trials pulled together).

We hypothesize that correct and incorrect responses will exhibit pre-target phase concentration at different phase

angles. To that end, we used a measure of phase bifurcation index (PBI; [14] that in our case was based on the
comparison between ITC for correct and incorrect trials against the ITC calculated across all trials:

PBI(t,f) = (ITCcorrect(t,f) - ITCall(t,f)) X (ITCincorrect(t,f) - ITCall(t,f))
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The PBI can take positive or negative values. Importantly, we could use the value of the PBI to infer about the
underlying distributions of the phase angles across correct and incorrect trials. For example, if both correct and
incorrect conditions have strong ITC centered at the same phase angle — both ITC for correct and incorrect trials
will be high. Because correct and incorrect trials are centered at the same phase angle, the ITC for all trials will
also be high (see formula 1). Thus, PBI in this case will be ~0. For the same reason when both conditions have
weak ITC (i.e., phase distribution is uniform in both correct and incorrect trials), the ITC for all trials will also
show PBI around 0. In turn, when one condition shows high ITC (strong phase concentration at some phase
angle) and the other condition has low ITC (uniform phase angle), the ITC all will be higher than the condition
with uniform phase but lower than the condition with strong ITC. The PBI in this case will be negative (see
formula 2). Finally, when both conditions have strong ITC but centered at distinct phase angles, ITC correct and
ITC incorrect will both be larger than ITC all (ITC all will essentially be close to 0 when we combine two
distributions centered at distinct phases). The PBI in this case will be positive (for graphical illustration see
Figure 1 in [14]). In sum, we could use the value of the PBI to infer about the phase distributions across two
conditions. A positive PBI value indicates that both conditions exhibit strong ITC but they are at opposite
phases. Negative PBI value indicates that one of the conditions has strong ITC and the other weak ITC. PBI
close to 0 indicates one of two cases - both conditions have weak ITC or both conditions have strong ITC at the
same phase angles.

To avoid bias in ITC and PBI calculation due to the different number of trials between correct and incorrect
responses, we matched the number of trials by selecting the correct trials with the fastest reaction time for each
subject assuming that these were more likely to be correct responses as opposed to correct guesses. We
computed the PBI for each time and frequency point from -500 to 500 milliseconds and from 1 to 30 Hz around
the target onset. Statistical analysis was performed using a signed-rank test for each time and frequency point
against 0 and corrected for multiple comparisons using the false discovery rate (FDR) procedure [50].

Behavioral analysis

To test whether behavioral performance fluctuates as a function of the target presentation time, we binned the
behavioral responses within 20 milliseconds bins and calculated the accuracy in each of these bins. Bin size was
determined a priori based on the frequencies of the significant clusters found in the EEG data (20 ms bins
allowed us to resolve frequencies up to 25Hz), however, similar results were obtained with different sized bins
(ranging from 15 to 40 ms in steps of 5 ms). We then calculated the average of these accuracy curves across
subjects and calculated the spectrum of the average curve. Statistical analysis was performed by randomly
shuffling the accuracy values across time bins and calculating the spectrum of the shuffled accuracy time course.
We repeated this procedure 10000 times and set the significance threshold at the 95th percentile of the random
distribution.
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