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Abstract

Much animal learning is slow, with cumulative changes in behavior driven by reward
prediction errors. When the abstract structure of a problem is known, however, both
animals and formal learning models can rapidly attach new items to their roles within this
structure, sometimes in a single trial. Frontal cortex is likely to play a key role in this
process. To examine information seeking and use in a known problem structure, we
trained monkeys in a novel explore/exploit task, requiring the animal first to test objects for
their association with reward, then, once rewarded objects were found, to re-select them on
further trials for further rewards. Many cells in the frontal cortex showed an
explore/exploit preference, changing activity in a signal trial to align with one-shot learning
in the monkeys’ behaviour. In contrast to this binary switch, these cells showed little
evidence of continuous changes linked to expectancy or prediction error. Explore/exploit
preferences were independent for two stages of the trial, object selection and receipt of
feedback. Within an established task structure, frontal activity may control the separate

operations of explore and exploit, switching in one trial between the two.

Significance statement

Much animal learning is slow, with cumulative changes in behavior driven by reward
prediction errors. When the abstract structure a problem is known, however, both animals
and formal learning models can rapidly attach new items to their roles within this structure.
To address transitions in neural activity during one-shot learning, we trained monkeys in
an explore/exploit task using familiar objects and a highly familiar task structure. In
contrast to continuous changes reflecting expectancy or prediction error, frontal neurons
showed a binary, one-shot switch between explore and exploit. Within an established task
structure, frontal activity may control the separate operations of exploring alternative

objects to establish their current role, then exploiting this knowledge for further reward.
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Much animal learning occurs slowly, with prediction errors leading to incremental changes
in the link between actions and their outcomes (1, 2). A similar process of incremental
change in response to experience underlies powerful learning models, from early versions of
backpropagation to modern deep learning systems (3, 4). Animals and formal models are
also capable, however, of rapid, sometimes one-shot learning. When the abstract structure
or schema of a problem is known, new items can rapidly be attached to their roles within
this structure (5). Familiar examples include learning to learn (6), object-location binding
(7) and meta-learning (8). One-shot binding of items to roles is conspicuous throughout
human cognition, endowing thought and behavior with their characteristic speed,

flexibility and compositionality (9).

Frontal cortex is thought to play a central role in binding together the components of a
cognitive operation (10, 11), likely as part of a broader cognitive control network (12, 13).
In the behaving monkey, many aspects of a current task are represented in the firing of
frontal neurons (14), with prominent “mixed selectivity” or conjunctive coding (15, 16) of
different task features. Conjunctive coding is a likely substrate for variable binding,
allowing the components of a cognitive operation to be correctly combined (10, 17).
Frontal neurons are well known to encode trial-specific instructions and working memory
items, indicating how individual decisions should be taken within a well-learned task
structure (18-20). In a block of trials, frontal population activity shows abrupt changes

when new task rules are adopted (21) or object-reward bindings must be reversed (22).

In an important series of studies (23-26), Procyk and colleagues used a spatial selection
task to examine rapid transition from unknown to known rules. In this task, monkeys
selected different screen locations in turn, searching for the one location associated with
reward (“explore” trials). Once reward was found, the same location could be selected on a
series of further trials (“exploit” trials) for further rewards. Monkeys performed this task
close to perfectly, with immediate transition from explore to exploit once the rewarded
location was found. At this transition, spatial selectivity declined in neurons of dorsolateral

frontal cortex ((23); though see (26)), and response to feedback decreased in anterior
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cingulate neurons (24). To extend this investigation of rapid learning, we used a similar
comparison of explore and exploit trials in an object selection task. Reflecting the different
computations required at object selection and receipt of feedback, we examined
explore/exploit preferences at these different task phases. We focus primarily on lateral

prefrontal cortex, with comparison data from inferior parietal cortex.

On each trial (Figure 1A), monkeys selected (by touching) one object from a set of four
presented on a touchscreen, bringing reward or nonreward. In each session, the animal
worked through a series of problems, based on two fixed sets of 4 objects (Figure 1A) which
alternated between problems. The choice display for each trial contained all four objects of
the current set, randomly positioned. For each new problem, either one or two objects
from the current set were targets, bringing reward when touched, while the remainder were
non-targets bringing no reward. Each problem, accordingly, required new object-role
bindings to be learned. On a first cycle of trials (explore), the monkey sampled objects in
turn across a series of trials, searching for the rewarded target or targets. 1-target and 2-
target problems were blocked, so the animal knew in advance how many to discover. Once
targets were found, there followed 3 exploit cycles, in which animals were rewarded for re-
selecting the targets discovered in cycle 1. In 2-target problems, the animal was free to
select the two targets in each cycle in either order. Each target was rewarded just once per
cycle, and all cycles ended as soon as the single target or two targets had been selected.
Optimally, therefore, the explore cycle consisted of a random sequence of object selections,
avoiding re-visits, until the single target (mean expected number of trials = 2.50) or two
targets (mean expected number of trials = 3.33) were discovered. Exploit cycles consisted
optimally of just one (1-target problems) or two (2-target problems) trials. We reasoned
that explore trials called for a process of information seeking guided by long-term
knowledge of task structure — selecting candidate objects from the available set, and based
on reward or nonreward, linking these objects to their roles as target or non-target. Exploit
trials, in contrast, called for use of these newly-learned roles, selecting targets and avoiding

non-targets. We recorded neural activity in lateral prefrontal cortex, within and


https://doi.org/10.1101/2020.11.27.401422
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2020.11.27.401422; this version posted November 27, 2020. The copyright holder for this
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in
perpetuity. It is made available under aCC-BY 4.0 International license.

A one-shot learning signal in monkey prefrontal cortex Achterberg et al.

surrounding the principal sulcus (Figure 1B), searching for sharp changes in activity

between explore and exploit phases.

Human brain imaging suggests that first encounters with a new problem lead to strong
activity in lateral frontal cortex and other cognitive control regions, which rapidly decreases
once the solution is found (27, 28). At the level of single neurons, we report bidirectional
changes, with some cells selectively active during explore, shifting in one trial to others

selectively active during exploit.

Results

Bebhavior

Behavioral data are summarized in Figure 2, separately for 1-target (left column) and 2-
target (right column) problems. Data are averages for the two animals; individual data are
shown in SI Appendix, Figures S1-2. In 1-target problems, the mean number of trials per
cycle was close to optimal (Figure 2A, left; data in red, optimal possible performance in
blue), indicating rapid, generally one-trial learning. In 2-target problems (Figure 2A,
right), performance improved more gradually over cycles. A more detailed breakdown of
response types is shown in Figure 2B. In each cycle, the number of correct target selections
(red) was by definition one (1-target problems) or two (2-target problems). As expected,
novel non-target selections (selection of a non-target not previously sampled in this cycle)
were frequent in cycle 1, occurring in the proportions required by a random search. Rapid
discrimination between targets and non-targets is shown by the substantial decline in non-
target selections between cycles 1 and 2, clearly evident in both 1-target and 2-target
problems. Revisits to an object already sampled in a cycle were infrequent throughout
(non-target revisits — acqua; target revisits — purple, impossible for 1-target problems). A
further analysis of cycle 1 data (Table 1) confirms this strong avoidance of objects already
sampled. For this analysis, cycle 1 trials were broken down according to the number of
objects already sampled, from 0 (first trial of cycle) to 3. The table shows mean percentage

of trials with revisit to a previously sampled object, compared to expected values for a
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random selection (see SI Appendix, Table S1 for individual data). In all cases, revisit
percentage was far below the chance expectation. Together, these data confirm high-speed
learning in the task, with strong avoidance of objects already sampled within a cycle, and
from cycle 2 onwards, excellent discrimination between targets and non-targets, especially

in 1-target problems.

Prefrontal cells show preference for explore or exploit

Across 56 task sessions, we recorded activity from 254 cells, 176 from monkey A and 78
from monkey B, in a region spanning the principal sulcus and adjacent dorsolateral and
ventrolateral frontal convexities. Except where otherwise specified, data were analyzed just

from correct trials, i.e. those on which a current target object was selected.

For our first analysis we asked whether frontal neurons differentiate the processes of explore
— seeking now information to bind into the problem structure — vs exploit — using known
information to guide behavior. To give the strongest measure of explore/exploit
preferences, we focused initially on a comparison of cycles 1 and 4, combining data from
the rapidly-learned 1-target problems and the more slowly learned 2-target problems. As
the structure of the task requires quite different computations at different stages of the trial,
we analyzed data from two trial phases: choice (CH), the period following onset of the
choice display, and feedback (FB), the period following onset of feedback. To ensure
unbiased results, we adopted a cross-validated approach. For each cell, trials were randomly
split into two halves. On the first half of the data, we performed ANOVA with factors
cycle (1, 4) x number of targets (1, 2) x object set x touched location (1-4). These
ANOVAs used data from two 400 ms windows, beginning at onset of CH and FB, with a
separate ANOVA for each window. For each analysis window, cells with a significant (P

< .05) main effect of cycle were classified as “explore” (spike rate cycle 1 > 4) or “exploit”
(spike rate cycle 1 < 4). For each explore or exploit cell, we extracted peri-stimulus time
histograms (PSTHs) from the other half of the data. For a more complete view of the data,

these unbiased PSTHs extended across a longer period (-200 to +500 ms from event onset).
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PSTHs for each cell were normalized and then averaged across cells within each group (see
Materials and Methods). T-tests across cells, again using 0-400 ms windows, were used to

confirm significant cycle preference in the held out data.

For the CH period, the main effect of cycle was significant in 44 cells (17.3% of total), 18
with a preference for cycle 1, 26 for cycle 4. Cross validated mean PSTHs for these cells
are shown in the upper row of Figure 3, with explore (cycle 1 preferring) cells in the left
panel, exploit (cycle 4 preferring) cells on the right. T-tests on the window 0-400 ms from
CH onset confirmed significant cycle preferences in these held out data (for explore cells, T
- 4.58, D < .001; for exploit cells, T = 4.39, P < .001). PSTHs suggest sustained cycle
preferences that began even before CH onset. Notably, however, cells selected for a cycle

preference during CH showed no evidence of a similar preference around FB.

A similar picture is evident for cells with cycle preference at FB (Figure 3, lower row).
ANOVA on the FB period showed a significant main effect of cycle in 52 cells (20.5% of
total), 15 with a preference for cycle 1, 37 for cycle 4. PSTHs suggest sustained cycle
preferences around FB, with T-tests on the held out data confirming significant cycle
preferences in the 0-400 ms window (for explore cells, T = 2.94, P < 0.05; for exploit cells,
T =6.61, P <0.001). Again, however, cells selected for a cycle preference during FB

showed no evidence of a similar preference around CH.

These initial analyses show that substantial fractions of prefrontal cells differentiate the
processes of explore and exploit. Though explore/exploit preferences are seen at both CH
and FB, preferences at these two stages of a trial are unrelated, implying selectivity for the

conjunction of cycle (explore/exploit) and trial stage (CH/FB).

Temporal cross-generalization of cycle preferences

To confirm that cycle preference is stable within a task phase (CH, FB) but not across task
phases we used a temporal cross-generalization analysis. We again split the data for each cell

into two halves, and for each half, subtracted mean activity in cycle 1 from mean activity in
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cycle 4. We de-weighted the means to be unbiased for touched location (1-4) and number
of targets (1, 2). For this analysis we used 100 ms windows, four windows from onset of
CH and four from onset of FB. For each window, this produced 2 vectors of 254 cycle 4-1
differences, one for each half of the data, where 254 is the number of recorded cells.
Correlations between vectors from the two halves of the data are shown in Figure 4. Strong
correlations within CH and FB periods show that, within each period, the preference for
cycle 1 vs 4 was stable; between periods, however, correlations close to zero show unrelated

cycle preferences.

One-shot learning

Having established that patterns of frontal activity differentiate explore and exploit, we
moved on to examine the transition between these patterns with rapid learning. For this
purpose we focused on the one-shot learning seen in most 1-target problems. To mirror
this rapid change in behavior, we searched for a similar one-shot change in the activity of
explore/exploit cells. We focused on the explore and exploit cells identified in our first
analysis, and examined their detailed behavior during the rapid learning of 1-target

problems.

For the main analysis we compared activity across cycles 1 to 4. To focus on successful
rapid learning, for cycles 2 to 4 we excluded the exceptional cases in which the first
response of the cycle was incorrect. Mean PSTHs for the same 4 groups of cells were
calculated as before, using just half the data for cycles 1 and 4 (the half not used in cell
selection), but all data for cycles 2 and 3. Results are shown in the solid lines in Figure 5.
Across the 4 cell groups, the results were clearcut, with activity on cycle 2 immediately
switching from the cycle 1 to the cycle 4 pattern. For cells with an explore (cycle 1) or
exploit (cycle 4) preference at CH (Figure 5, top row), tests on the 400 ms window
following CH onset showed significant differences between cycle 1 and 2 (explore cells, T =
3.91, P = 0.001; exploit cells, T = 4.17, P = 0.001), but no significant differences between

cycles 2 to 4 (explore cells, F = 0.03; exploit cells, F = 1.08). For cells with an explore
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(cycle 1) or exploit (cycle 4) preference at FB (Figure 5, bottom row), similar results were
obtained in the 400 ms window following FB onset. The difference between cycles 1 and 2
approached significance for explore cells, T = 2.06, P = 0.058, and was significant for
exploit cells, T= 7.54, P < 0.001, while differences between cycles 2 to 4 were not

significant (explore cells, F = 2.26; exploit cells, F = 0.25).

In a supplementary analysis, we examined correct trials in cycle 2 that followed at least one
cycle 2 error, a pattern suggesting failed learning on cycle 1 and continued exploration in
cycle 2. For the two groups of explore cells, activity on these failed-learning trials
resembled activity for cycle 1 (Figure 5, dotted green lines). Comparing failed-learning
trials to regular cycle 2 trials, where the first response was correct (Figure 5, solid green
lines), showed significant differences for both groups of cells (CH group, T = 3.66, P < .01;
FB group, T = 3.19, P < .01). For exploit cells, results were less clear, with no significant
difference between failed-learning and regular cycle 2 trials (CH group, T = 1.57; FB
group, T = 0.79), and for FB cells, a significant difference between failed-learning and cycle
1 (T =2.78,P <.01). These data show that, if learning was not complete after cycle 1, the

frontal explore state was partially preserved into cycle 2.

Expectancy and error

Slow, incremental learning is critically driven by reward prediction and prediction error.
We wondered whether activity in our cell sample might be driven in part by prediction and
error, factors that would strongly differentiate explore and exploit cycles. To test for such

effects, we used activity in cycle 1, when the outcome of each selection was uncertain.

First, we asked how the activity of explore and exploit cells changed over the course of cycle
1, as more objects were sampled and eliminated, and the expectancy of reward progressively
increased. For 1-target problems, we sorted correct (rewarded) cycle 1 trials according to
whether the object selected was the first, second, third or fourth different object sampled in
this cycle. For this analysis, it was impossible to use all display locations, because on the

first trial, animals had very strong preferences for one location. To ensure that results were
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not biased by location preferences, we analyzed data just from trials in which the target was
found in this same, favorite location, after sampling 0, 1, 2 or 3 other objects on previous
trials (in any locations; note random repositioning of objects on each trial). Inconsistent
with a progressive increase in reward expectancy, the results (SI Appendix, Figure S3)

showed no significant effects of sampling order.

Second, we compared activity on correct (target selection) and incorrect (non-target
selection) trials, again using cycle 1 data from 1-target problems. To eliminate effects of
serial position in the cycle, we ignored data for revisits, and compared correct and incorrect
trials unweighted for serial position (average of responses separately calculated for the first,
second and third objects sampled in the cycle; incorrect impossible for object sampled
fourth). Again the analysis was conducted just for objects in the animal’s preferred
location. Though no difference between correct and incorrect selections could be expected
at CH, these two sets of trials have very different reward prediction errors at FB. Even at
FB, however, results suggested little difference between correct and incorrect trials (SI
Appendix, Figure S4). Note that, in the cell sample as a whole, there was frequent
discrimination of corrects and errors in the FB period. ANOVA with factors correct/error
x object set x target location showed that, in the whole sample of 254 cells, there were 58
(22.8%) with a main effect of correct/error, 24 preferring correct and 34 preferring error.
Of the 52 explore/exploit cells defined in our main analysis at FB, 16 (30.8%) also showed
a significant difference between corrects and errors. Thus outcome information was

encoded in prefrontal cells, but rather independent of explore/exploit selectivity.

Finally, we compared target-discovery trials in 1-target problems with first and second
targets discovered in 2-target problems. Again, these cases have very different reward
expectancies; for example, in a 1-target problem, the first object selected has only a 0.25
probability of being a target, while for a 2-target problem, this probability is 0.5. Again,
however, results showed very similar responses for these 3 types of cycle 1 target trials (SI

Appendix, Figure S5).

10
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Contrary to incremental changes in reward prediction, these data show that explore/exploit
selectivity was approximately binary, distinguishing simply an explore state, in which new

information was sought, and an exploit state, in which known information was used.

Parietal activity

Finally, parallel analyses were conducted on a population of 170 cells recorded in inferior
parietal cortex (for details see (29)). In this case, cross-validated testing did not identify
significant explore-exploit selectivity, though trends in the data (SI Appendix, Figure S6)

weakly resembled those found in frontal cells.

Discussion

While learning can be slow when being done from scratch, well developed internal task
models may be generalized to a newly encountered situation. In this case, new stimuli can
be quickly bound to their roles within the task model. To use such a task model, different
computations are required during information seeking and information use, and for
different task operations within each learning stage. To examine the transition from
information seeking to information use, we employed a task showing rapid, often one-shot

learning.

First, we observed different patterns of frontal activity for explore and exploit. Such
differences were highly volatile within a trial: matching many reports of mixed selectivity in
prefrontal cells (16, 17), including independent feature preferences in different phases of a
trial (30, 31), we found that preferences for explore vs exploit were independent during CH
and FB. Internal models for these two stages of the task would involve very different
cognitive operations — for explore, hypothesis generation at CH and learning at FB, but for
exploit, retrieval at CH and confirmation at FB. As recent modelling work shows that such
orthogonal coding can support continuous learning of different task operations (32),
Conjunctive coding for combinations of trial phase (CH, FB) and knowledge state

(explore, exploit) may be required to construct and direct the multiple stages of the abstract

11


https://doi.org/10.1101/2020.11.27.401422
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2020.11.27.401422; this version posted November 27, 2020. The copyright holder for this
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in
perpetuity. It is made available under aCC-BY 4.0 International license.

A one-shot learning signal in monkey prefrontal cortex Achterberg et al.

task model, allowing newly-learned information to be bound to correct task operations and

then used to control subsequent behavior.

Second, we examined changes in the pattern of frontal activity associated with one-trial
learning. Matching behavior, the switch from explore to exploit patterns was close to
binary, with little influence of continuous changes in reward prediction or reward
prediction error. When learning was not complete after the first success trial, furthermore,
the data showed substantial though not complete preservation of the frontal explore state.
While reward prediction error is an integral part of many learning processes, additional
processes may be critical in rapid, model-based role learning. Our results are reminiscent of
recent work on deep reinforcement learning, where meta-learning can allow rapid

hypothesis-driven experimentation to replace slow parameter tuning (33).

Evidently, a learned task model must govern the shift in frontal state that accompanies and
may implement the switch from explore to exploit. An important open question is how

this model is created. Modelling studies have examined how progressive learning in neural
networks can shape connectivity to implement required cognitive operations (34, 35), and
one possibility is that this progressive shaping occurs within prefrontal cortex. The present

data, however, show only the final state of the network when a task is well known.

Many studies show closely similar neural properties in lateral prefrontal and inferior parietal
cortex (36-39). In the current task, indeed, lateral prefrontal and inferior parietal neurons
show similar coding of target identity and location (29). Compared to prefrontal cells,
however, inferior parietal cells showed only weak, generally non-significant hints of
explore-exploit preference. Within an abstract task model, prefrontal cortex may play the

most crucial part in switching between learning and use of object-role bindings.

Previous findings from both human imaging (27, 28) and single cell physiology (23, 24)
suggest a reduction in frontal activity with the transition from unknown to known task
rules, or more broadly over the early trials of a new task (40). In contrast to this simple

change, we observe cells with both increased and decreased activity with the switch from

12
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explore to exploit. Both explore and exploit preferences may be important to direct the

different cognitive operations of constructing and using the task model.

In one-shot learning, newly acquired information is bound to its role within a previously-
learned, abstract task model. Building on previous findings (23, 24), our data show a one-
shot switch of firing rate in many prefrontal cells, matching one-shot behavioral learning.
This switch of neural activity occurs independently at different stages of a trial, with their
different required operations. The binary switch in frontal activity may enable one-shot
switch between cognitive operations of information seeking and information use. More
generally, such switches may allow the high-speed adaptability that characterizes much

animal and human behavior.

Materials and Methods

Details of subjects, equipment, recording methods and recording locations have been
described elsewhere (29). In brief, data were recorded from 2 male rhesus monkeys, across
a total of 56 daily sessions. Recordings used a semi-chronic microdrive system (Gray
Matter Research), with one 32-channel array over lateral frontal cortex (Figure 1B), the
primary focus of the current report, and another over parietal cortex. The experiments
were performed in accordance with the Animals (Scientific Procedures) Act 1986 of the
UK; all procedures were licensed by a Home Office Project License obtained after review
by Oxford University’s Animal Care and Ethical Review committee, and were in
compliance with the guidelines of the European Community for the care and use of

laboratory animals (EUVD, European Union directive 86/609/EEC).

Arrangement of each session into problems and cycles is described in the main text (see
Figure 1A). 1-target and 2-target problems were blocked in each session (mean of 69 1-
target and 67 2-target problems per session). Additional cues reinforced the animal’s

knowledge of when each cycle and each problem were completed (see (29)).

13
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Details of events on each trial are illustrated in Figure 1A (bottom). Before the trial began,
the screen showed a central white fixation point (FP) and a surrounding display of 4 black
squares (each square 5.7 x 5.7 deg visual angle, centred 11.4 deg from fixation). To initiate
trial events, the monkey was required to press and hold down the start key, and to acquire
and hold central fixation (window 7.6 x 7.6 deg). At this point the FP turned red, and
there was a wait period of 0.8 to 1.2 s, after which the black squares were replaced by a
display (CH) of 4 choice objects. Following a further delay of 1.2 to 2.0 s, the FP changed
to cyan (GO) to indicate that a response could be made. To indicate his choice, the animal
released the start key and touched one of the objects (touch required within 1.8 s of GO).
After the touch had been held for 0.35 to 0.45s, the selected object was replaced by either a
green (correct target touch) or red (incorrect) square (feedback, FB), which remained for
0.3 s followed by an inter-trial display. If the touch was correct, a drop of soft food was
delivered 0.05 to 0.15 s after FB offset. Once a trial had been initiated, it was aborted
without reward if the monkey released the start key or broke fixation prior to GO. The trial

was also aborted if; after an object had been touched, the touch was not maintained until

FB.

To produce PSTHs (Figures 3, 5) we counted spikes in 100 ms windows, starting at a
window centered around -200 ms from CH or FB and then shifting in +25 ms steps to a
final window centered at +475 ms. Spike counts in each window were divided by an
estimate of the cell’s mean activity, defined as mean activity across all conditions in the CH
and FB ANOVAs used for cell selection. To create the PSTH for each cell, we de-weighted
mean activity in each window for the influence of number of targets (1, 2) x object set (1,

2) x touched location (1-4).

For all analyses, we excluded problems in which animals failed to respond on 6 or more

trials in a single cycle, suggesting poor task focus.
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Table 1 Cycle 1: Percentage of trials with re-selection of a previously sampled object, as a

function of number already sampled.

Already

sampled

Data

I-target problems

0%

4.6%

19.1%

48.1%

21

2-target problems

0%

5.9%

20.7%

49.1%

Expected

0%

25%

50%

75%
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Figures

Figure 1. (A) Object selection task, 2-target version. On each trial, the monkey touched a
single object in a visual display. For each new problem, in the first set of trials (cycle 1),
the monkey selected one object after another, learning which 2 objects (targets) were
associated with reward. Targets are indicated here by green circles (not present on actual
display). In subsequent trials (cycles 2-4), the animal could reselect the same targets for
further rewards. After 4 cycles, targets were redefined for the next problem. Alternate
problems used two different 4-object sets, fixed for each animal (object sets for one animal
in inset). Equivalent 1-target problems had only a single target. (B) Recording areas in

each animal. PS — principal sulcus; AS — arcuate sulcus.
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Figure 2. Behavioral data. (A) Mean number of trials per cycle. (B) Trials per cycle
broken down into correct target selections (T), novel non-target selections (selection of a
non-target not previously sampled in this cycle, NT), repeat non-target selections (selection
of a non-target previously sampled in this cycle, NT repeat), and repeat target selections (T

repeat; only possible for 2-target problems).
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Figure 3. Mean normalized spike rate for explore (spike rate cycle 1 > cycle 4) and exploit
(spike rate cycle 4 > cycle 1) cells, identified at CH and FB periods. Note that data are

cross-validated, with separate trials used to identify selective cells and to construct PSTHs.
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Figure 4. Temporal stability of explore-exploit preference. For each cell, trials were split
into two halves (A and B), and within each half, cycle preference (cycle 4 spike rate minus
cycle 1 spike rate) was calculated in 4 x 100 ms windows following onset of CH and FB.
For each time window, this produced two independent vectors of 254 cycle preferences

(1/cell). Data are correlations between half A and half B vectors.
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Figure 5. 1-target-problems: Mean normalized spike rates in each cycle. Cycle 1 — all
correct trials. Cycles 2 — 4, solid lines: correct trials, excluding cases with preceding error in
this cycle. Cycle 2, dotted line: correct trial preceded by cycle 2 error. Cell selection and

cross-validation (cycles 1 and 4 only) as for Figure 3.
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Supplementary tables

Table S1 Cycle 1, separate data for each animal: Percentage of trials with re-selection of a

previously sampled object, as a function of number already sampled.

Already Animal A Animal B Expected
sampled
1-target 2-target 1-target 2-target
problems problems problems problems
0 0% 0% 0% 0% 0%
1 6.4% 5.7% 2.9% 6.2% 25%
2 26.1% 24.4% 12.1% 17% 50%
3 55.5% 54.2% 40.6% 44% 75%
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Supplementary figures

Figure S1. Behavioral data for animal A. (A) Mean number of trials per cycle. (B) Trials
per cycle broken down into correct target selections (T), novel non-target selections
(selection of a non-target not previously sampled in this cycle, NT), repeat non-target
selections (selection of a non-target previously sampled in this cycle, NT repeat), and repeat

target selections (T repeat; only possible for 2-target problems).
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Figure S2. Behavioral data for animal B. (A) Mean number of trials per cycle. (B) Trials
per cycle broken down into correct target selections (T), novel non-target selections
(selection of a non-target not previously sampled in this cycle, NT), repeat non-target
selections (selection of a non-target previously sampled in this cycle, NT repeat), and repeat

target selections (T repeat; only possible for 2-target problems).
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Figure S3. 1-target-problems, cycle 1: Target first, second, third or fourth object sampled.

Cell selection as Figure 3; data just for targets in animal’s preferred array location. For cells

with an explore (cycle 1) or exploit (cycle 4) preference at CH (top row), ANOVAs on the

400 ms window following CH onset showed no significant differences between trials 1 — 4

(explore cells, F = 2.21; exploit cells, F = 0.88). For cells with an explore (cycle 1) or exploit
(cycle 4) preference at FB (bottom row), similar results were obtained in the 400 ms

window following FB onset (explore cells, F = 0.97; exploit cells, F = 1.70).
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Figure S4. 1-target-problems, cycle 1: Responses on correct (target selected) and incorrect
(non-target selected) trials. Cell selection as Figure 3; data just for targets in animal’s
preferred array location, averaged across first, second or third object sampled in cycle. For
cells with an explore (cycle 1) or exploit (cycle 4) preference at CH (top row), T-tests on
the 400 ms window following CH onset showed no significant differences between target
and non-target trials (explore cells, T = 0.71; exploit cells, T = 0.84). For cells with an
explore (cycle 1) or exploit (cycle 4) preference at FB (bottom row), similar results were

obtained in the 400 ms window following FB onset (explore cells, T = 1.33; exploit cells, T

=0.96).
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Figure S5. Cycle 1: comparison of 1-target problems with first and second targets
discovered in 2-target-problems. Cell selection as Figure 3. For cells with an explore (cycle
1) or exploit (cycle 4) preference at CH (top row), ANOVAs on the 400 ms window
following CH onset showed no significant differences between the three trial types (explore
cells, F = 0.21; exploit cells, F = 2.78). For cells with an explore (cycle 1) or exploit (cycle
4) preference at FB (bottom row), similar results were obtained in the 400 ms window

following FB onset (explore cells, F = 0.37; exploit cells, F = 0.25).
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Figure S6. Data from inferior parietal cortex. Layout as Figure 3. For cells with an

explore (cycle 1) or exploit (cycle 4) preference at CH (top row), T-tests on the 400 ms

window following CH onset showed mixed results for differences between the cycles

(explore cells, T = 0.80; exploit cells, T = 3.54, P < 0.001). For cells with an explore (cycle

1) or exploit (cycle 4) preference at FB (bottom row), similarly mixed results were obtained

in the 400 ms window following FB onset (explore cells, T = 1.15; exploit cells, T = 3.65, P

<0.01).
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