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Abstract

Neuroeconomics with neuroimaging is a novel approach involving economics and neuroscience.
The newsvendor problem (NP) is a prevalent economics concept that may be used to map brain
activations during NP-evoked risky decision making. In this study, we hypothesized that key brain
regions responsible for NP are dorsolateral prefrontal cortex (DLPFC) and orbitofrontal cortex
(OFC). Twenty-seven human subjects participated in the study using 40 NP trials; the participants
were randomly assigned to a group with a low-profit margin (LM) or high-profit margin (HM)
treatment. Cerebral hemodynamic responses were recorded simultaneously during the NP
experiments from all participants with a 77-channel functional Near-infrared Spectroscopy (fNIRS)
system. After data preprocessing, general linear model was applied to generate brain activation
maps, followed by statistical t-tests. The results showed that: (a) DLPFC and OFC were
significantly evoked by NP versus baseline regardless of treatment types; (b) DLPFC and OFC were
activated by HM versus baseline; and (¢) DLPFC was activated during LM versus baseline.
Furthermore, significant deactivation in right DLPFC was shown due to LM with respect to HM.
This study affirms that DLPFC and OFC are two key cortical regions when solving NP. In

particular, right DLPFC was found to be more deactivated under challenging risk decision making.



Introduction

Neuroeconomics is an emerging field integrating economic theories with neuroscience to enhance
the understanding of how humans make decisions under different cost-effective conditions'. The
“behavioral perspective in decision making” is common in business research. For example, studies
in management science have found that psychological factors, particularly attitudes towards risks
and rewards, are main drivers of business decisions. In general, business research usually assesses
cognitive and psychological processes indirectly via survey and/or observations of behavior. The
current, largely behavioral-focused, literature on inventory decision making relies on “guessing” the
underlying cognitive or psychological mechanism from observations, without any direct physical
and/or neurological evidence. On the other hand, functional neuroimaging is a unique tool that
allows researchers to “peek into the black box™ and gather data directly from pertinent regions of
the brain while subjects are engaged in making decision. Advanced neuroimaging technologies,
such as multi-channel electroencephalography (EEG) and functional magnetic resonance imaging
(fMRI), are potentially able to provide clues to the underlying cognitive processes that hitherto were
assumed to be the determinants of human decision-making.

However, neuroeconomics with neuroimaging is still in its infancy because of many
challenges **. For example, the fMRI measurement settings are very different from naturalistic
environments, limiting accurate explanatory power for real-life decision-making processes. Also, it
is uncertain “whether neuroimaging can provide theories for economists or whether economic

»2_ Thus, in this study, we wish to explore a non-

theories can provide frameworks for neuroscience
fMRI neuroimaging approach, namely multi-channel functional near infrared spectroscopy (fNIRS),

that would enable us to pinpoint specific brain regions and activation patterns in response to specific

business decision making. This, in turn, would provide an empirical foundation for future



development of a neuroeconomics model for predicting economic decision making in business
contexts.

Multi-channel fNIRS is a portable and non-invasive imaging technique that measures cortical
hemodynamic activities in the human brain. It quantifies the cerebral concentration changes of
oxygenated hemoglobin (A[HbO]) and deoxygenated hemoglobin (A[Hb]) with high temporal
resolution based on the alteration of optical absorption and scattering of near infrared (NIR) light
propagating through the human brain. The temporal and spatial features of A{lHbO] and A[Hb] are
then used as biomarkers of neuronal activations*’. In the last two decades, fNIRS has gained
popularity and is recognized as a non-invasive tool to functionally image brain activations and/or
diagnose brain diseases ®’. Compared to fMRI, fNIRS is cost-effective, less sensitive to motion
artifacts, and with higher temporal resolution, all of which makes it easier to use in a task-oriented,
more-naturistic experimental environment.

In this study, we utilized the newsvendor problem (NP) for our experimental design. NP is one
of the significant concepts associated with management science?; it refers to an prevalent business
decision-making scenario, where an individual has to balance between potential loss and waste, in
order to achieve maximum expected profit. The typical scenario is that of a store manager deciding
the number of units of products to stock when the number of customers is uncertain’. Too little
stock leads to potential loss sales; too much stock leads to potential waste. Risky decisions are
needed to stock the inventory for profit under arbitrary requirements. In such decision contained
risks, the likelihood of the consequence is known. However, the safe or risky outcome differs in
terms of the reward '°. There is very little empirical research on the brain activities underlying
decisions made under varying conditions of risk. This study aims to fill this void.

Specifically, the purpose of the study was to map and examine brain activities while subjects
were making decisions required of the NP task. Previous neuroeconomics literature reported that
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there are three foremost risk decision-making processes, namely, reward processing, cognitive
control, and social cognition ''. These processes trigger mainly dorsolateral prefrontal cortex
(DLPFC), orbitofrontal cortex (OFC) and angular cingulate cortex (ACC) along with several other
regions in the brain as a network shown in the fMRI studies '*. In this study, we hypothesized that
the NP would stimulate both DLPFC and OFC significantly in the human brain, and that more
challenging NPs would result in deactivation of DLPFC. These two hypotheses were based on prior
findings that DLPFC represents cognitive control and emotion, and OFC is part of the reward
pathway, both of which may be stimulated or activated at the cortical level during decision making
under risks. To test our hypotheses, we designed and incorporated the NP using a computer game-

based platform with simultaneous 77-channel fNIRS data acquisition.

Results

Three statistical analyses were performed to test: (1) whether DLPFC and OFC were significantly
evoked by the NP with respect to baseline regardless of treatment (HM or LM) types; (2) whether
DLPFC and/or OFC were activated by HM or LM versus baseline; and (3) whether a more
challenging NP task created significant difference in brain activation or deactivation in DLPFC or
OFC regions.

First, Fig. 1(a) shows the front view of a topographic beta map (i.e., AlHbO]) evoked by the
40-trial NP from all 27 human subjects regardless of either HM or LM treatment. Since this study
focused on NP-induced hemodynamic changes mainly in the OFC and DLPFC, we formed four
clusters - I, I, III, and I'V - based on several key Brodmann Areas, as shown by the four colored
regions on the left hemisphere in Fig. 1(b). Based on the output of NIRS_SPM!3, specifically,
cluster I covers BAs 6 and 8, cluster II covers BAs 9 and 46 (i.e., DLPFC), cluster III covers BAs

10 and 11 (i.e., OFC), and cluster IV covers BAs 44 and 45 (i.e., Broca’s area). Fig. 1(c) is the
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corresponding t-map after one-sample t-tests, illustrating that the NP strongly activated clusters I,
III, and IV but deactivated cluster I on the left hemisphere. On the other hand, the NP activated
clusters III and IV and deactivated in cluster II on the right hemisphere. For more quantitative
comparison, beta values of four clusters were calculated and plotted in Figs. 1(d) and 1(e) for both
activation and deactivation, respectively. It is very clear that NP decision making significantly

activated OFC on both hemispheres and DLPFC on the left hemisphere.
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Fig. 1 (a) It shows a topographic beta map stimulated by the 40-trial NP from all subjects
(n=27) without considering the treatment level. Four dashed areas mark four BA clusters
on the left hemisphere, as marked (b) clusters I, I, III, IV. Cluster I: BAs 6 and 8; cluster
II: BAs 9 and 46 (i.e., DLPFC); cluster III: BAs 10 and 11 (i.e., OFC); cluster [V: BAs 44
and 45 (i.e., Broca’s area). (¢) The corresponding t-map compared to the zero baseline. NP-

evoked (d) activation and (e) deactivation beta values in respective BAs.

Second, following the same format as Figs. 1(c) to 1(e), Figs. 2(a) — 2(c) show a front-view t-
map with respect to the zero baseline, activated and deactivated beta values of each cluster induced
by LM treatment, respectively. This set of figures demonstrate unambiguously that the NP decision

making with LM did not evoke the OFC (i.e., cluster III), but rather activated strongly the left
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DLPFC and Broca’s area (i.e., clusters Il and 1V) and deactivated the right DLPFC (r-DLPFC,
cluster II). On the other hand, Figs. 2(d) — 2(f) show similar figures of t-map, activated and
deactivated beta values induced by HM treatment, respectively. This set of figures evidently
illustrate that the NP decision making with HM treatment significantly activated OFC (cluster III)

on both hemispheres and left DLPFC (I-DLPEC).
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Fig. 2 Front-view topographic t-maps of A[HbO] evoked by the NP with (a) LM treatment
(n=14) and (d) HM treatment (n=13). One-sample t-tests were performed for these two cases.
(b) and (c) represent the beta values with respect to clusters under LM. (e) and (f) mark the
beta values with respect to clusters under HM. (g) It shows a front-view topographic t-map
comparing activation/deactivation between LM and HM tasks based on two-sample t-tests.

(h) and (i) mark the differential beta values between LM and HM treatment for each cluster.



Third, Fig. 2(g) shows a topographic t-map obtained by two-sample t-tests for comparing NP-
evoked brain activation or deactivation under LM and HM treatment. Accordingly, Figs. 2(h) and
2(1) plot differential beta values between the two treatment cases. Two major observational features
are noted: A more challenging NP with LM created significant deactivation in r-DLPFC and

significant activation in left cluster IV.

Discussion

In a complex and turbulent business environment, managers have to make decisions that are fraught
with risks. Risky decision making is a complex cognitive process, requiring contribution and
integration of actions from multiple regions of the human brain. The scope of this study was to
observe which regions of the human brain are responsible for making risky decisions in a business
context, as represented by the widely studied newsvendor problem (NP). The hypotheses were that
NP stimulates both DLPFC and OFC significantly in the human brain, and that more challenging
NP with LM treatment triggers more deactivation in DLPFC than HM treatment, based on 77-
channel fNIRS measurements from 27 human subjects.

First, our results (Fig. 1) confirmed that both DLPFC and OFC regions, particularly the left
side of DLPFC, played significant and key roles in cognitive processing when subjects had to solve
the NP regardless of difficulty levels. Several previous studies in the literature have reported that
DLPFC is responsible for risky decision making (in non-business context) and cognitive control in
terms of planning and working memory > '%!%15_ Our findings in this paper are consistent with those
reported in these documents. Furthermore, some parts of Broca's area (cluster IV) was also
activated during the tasks. It is known that Broca's area is primarily responsible for language
processing'® and speech, both outer and inner speech!’. In some scenarios, it interacts with the
inferior frontal gyrus to process language information for those who use second languages'®.

Evidence of this interaction was found in our study, possibly because most of our subjects were
8



international students who relied on language processing during the decision making tasks'®.
Furthermore, some studies have shown that Broca’s area along with inferior frontal gyrus is
responsible for self-talk. This scenario has been reported prominent when self-encouragement is
needed to gain success, which are seen in sports literature!>?°, In the case of LM trials, there was a
high probability to lose profits if subjects did not make a careful decision. Once they lose, self-
encouragement may occur for continuing to play the game for profits, leading to strong activation in
Broca’s area.

Second, Left DLPFC is more prominently activated in the high margin case where it is easier
to create a goal-oriented decision with a less risky environment. In a fMRI-based study where the
subjects were given the task of “Tower of London”, a popular protocol based on planning, it was
observed that during the goal hierarchical state the left DLPFC was significantly activated?'.
Another study reported significant DLPFC stimulations when the subjects made decision to execute
a right-hand movement to enter the order quantity on the computer keyboard??. Furthermore, we
observed that OFC was activated during the HM NP task. Since OFC is suggested to be one of the
significant components in the reward pathway??, the activation of OFC explains the anticipation for
gains during the trials.

Third, compared to HM stimulation, several distinct features of brain responses to LM
stimulation are noted: (1) strong activation in left Broca's area, (2) significant deactivation in r-
DLPFC, and (3) no activation/deactivation in OFC. Since this set of tasks were more challenging,
subjects needed to pay more attention to the tasks and to control their emotions during the tasks.
Since BA 45 (i.e., Broca’s area) has a function of modulating emotional response besides language
process, it is reasonable to observe strong activation in this cortical area in response to the LM
tasks. The reason for strong r-DLPFC deactivation may be attributed to intense stress due to more

difficult decision-making challenges®**. Although OFC is expected to have strong response in this



case because it plays a key role in decision making involving reward, the observation in our study
was beyond our expectation. A plausible reason for this finding is that, as the more challenging NP
tasks shifted the subjects’ attention from a less-stress reward phase to a more-stress defying phase,
the brain activations occurred in DLPFC rather than in OFC. It is known that DLPFC promotes
decision-making process, pre-motor cortex, and supplementary motor cortex, which are responsible
for planning execution of movements?S,

Finally, to be more rigorous in testing for significant differences in brain responses to LM and
HM treatment, two-sample t-tests were performed. The results confirmed that LM tasks triggered
(1) significant activation in Broca’s area (i.e., left cluster IV) and (2) significant deactivation in r-
DLPFC. The reason for the former observation was mentioned above, namely, Broca’s area has a
function of modulating emotional response. The latter observation is consistent with results reported
in a few recent publications. For example, an fMRI study involving 27 subjects suggested that
deactivation in r-DLPFC may occur due to acute stress which weakens high-level cognitive
functions such as working memory?’. In addition, a transcranial direct current stimulation (tDCS)
based study with 120 participants showed that tDCS delivered on the r-DLPFC can prevent stress-
induced working memory deficits ?*. In our study, the NP with the LM protocol was rather risky and
a bit lengthy, subjecting the participants to higher levels of stress. Consequently, we observed clear

and significant deactivation in r-DLPEC only during LM tasks.

Summary and future work

In summary, this study showed that NP-based decision-making tasks stimulated key brain areas
such as DLPFC and OFC for high-level cognitive functions based on 77-channel simultaneous
hemodynamic measurements from 27 human control subjects. The study observed that there were

multiple regions activated and deactivated as responses to the tasks. Specifically, DLPFC and OFC
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were significantly evoked by NP tasks versus baseline regardless of treatment types. DLPFC and
OFC were activated by HM versus baseline, while I-DLPFC and Broca’s area were strongly
activated during LM versus baseline. Furthermore, significant deactivation in r-DLPFC was
observed and attributed to challenging stress created by the LM with respect to HM. Overall, this
study proved our hypotheses that DLPFC and OFC are two key cortical regions when performing
NP tasks, revealing that right DLPFC in particular gets more deactivated under challenging risky
decision making.

Since this study consisted of only 27 subjects, separated into two different groups for LM and
HM treatments, the sample size was statistically low. Therefore, it is appropriate for future studies

to corroborate the findings of this study using larger sample sizes.

Material and Methods
Participants

A total of 27 subjects (20 males and 7 females) with a mean of 23 £ 5 years of age participated in
the study. They were randomly assigned into two experimental groups with different (i.e., HM or
LM) treatment (risk) levels. The inclusion criteria included: either sex, any ethnic background, and
in an age range of 18—40 years old. The exclusion criteria included: (1) diagnosed with a psychiatric
disorder, (2) history of a neurological condition, or severe brain injury, or violent behavior, (3) prior
institutionalization or imprisonment, and (4) current intake of any medicine or drug. Specifically,13
of them attended a high-profit margin treatment, while the other 14 attended a low- profit margin
treatment. The study protocol was approved by the institutional review board (IRB) of the
University of Texas at Arlington and complied with all applicable federal guidelines. Informed

consent was obtained from each participant prior to each experiment.
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NP Protocol Design

This study design was based on the Newsvendor Problem®, where a news vendor must decide how
many newspapers to buy each day at the wholesale price and to sell them at the retail price. This
problem has five major characteristics: (1) the demands are uncertain but from a known
distribution; (2) the decision must be taken for every period; (3) there is a cost for ordering too
many items; (4) the number of items ordered at each time is called order quantity, which must be
decided for the inventory by the subject in each trial; (5) each trial is independent. According to the
NP model”??%, under the condition that order quantity is larger than the unknown demand, the final

profit () can be calculated as a function of order quantity and unknown demand by Equation 128

m(q,D) = pmin(q,D) —cq (1)
where ¢ denotes the order quantity, and D represents the unknown demand. c is the cost, and p is
the price to sell.

Based on the theory above, the experimental protocol was designed with two independent
treatments, namely, the high-profit margin (¢ << p) and low-profit margin (c is close to p). Table 1
shows the information of the design for two different treatments. In the high-profit margin (HM)
treatment, the price to sell, p, was designed to be $32 while the cost was only $8, all of which
resulted in lower risk of losing profits. On the other hand, in the low-profit margin (LM) treatment,
while keeping p still $32, the cost was raised to $24, leading to higher risk of losing profits. The
demand was kept unknown until the participant made his or her decision by typing the order
quantity between 0 to 300 per trial. Then, the given demand was randomly generated from a
uniform distribution between 0 to 300. The history of demands from previous trials were visible to
the participant, based on which the participant could decide for the current trial. There were 40 trials
in total in each experiment. The selling price and cost were kept constant and known for each HM

and LM treatment.
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Table 1: NP Protocol Summary

Treatment High-profit Margin (HM) | Low-profit Margin (LM)
Price (p) $32 $32
Cost (¢) $8 $24
Demand Distribution Uniform [0 300] Uniform [0 300]

NP Protocol Implementation

One entire experiment consisted of a 30-s baseline and 40 blocks of NP tasks, as shown in Fig. 3.
The 30-s ‘baseline’ was needed to acquire the baseline of cerebral hemodynamic functions of each
subject. Each block contained one NP trial, and each NP trial had 4 phases: decision, rest, feedback,
and rest. The variable ‘decision’ phase lasted for a maximum of 20 seconds, during which the
subject was asked to make decisions on order quantity given such visible information as price, cost,
and demand distribution range for either HM or LM group. The subject had to enter the quantity in

a text box on the screen within the 20-s maximal time window.

40 Blocks

Time(Seconds)

1400

Fig. 3 The NP experimental protocol consisting of a 30-s initial baseline and 40 blocks.
Each block (marked by the red circle) has 4 phases: up to 20-s NP Decision Task, 5-s Rest,
10-s Feedback, and 5-s Rest again before starting another block. Each block lasts about 30-

40 seconds.
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After this phase, the screen shifted to a 5-s ‘rest’ phase, followed by the 10-s ‘feedback’
phase. Within this 10-s period, the subject was shown a summary table listing the price, cost,
demand distribution, profit/loss and the cumulative profits/losses that were made after every trial.
Then the protocol proceeded to the next trial following another 5-s ‘rest’ period. All the profit/loss

details were stored along with the corresponding time stamps.

fNIRS Experiments

A continuous-wave, multi-channel fNIRS system (LABNIRS, Shimadzu Corp., Kyoto, Japan) was
employed in this study. As reported before %, a customized 77-channel layout incorporating 25
pairs of laser transmitters and 23 light receivers was used to cover from the prefrontal cortex to
sensorimotor cortex. Figure 4 shows the locations of 77 channels on a human brain template; these
channels were connected to the LABNIRS data collection system. The distance between the nearest
source and detector fiber optodes was 3 cm, resulting in a sensitive detection depth of 1.5-2 cm
under the scalp. All the source and detector fibers were firmly and steadily held by the whole-head
helmet on each subject’s head; the data sampling frequency was 12.82 Hz. Spatial co-registration
measurements were taken for each subject after each experiment by a 3D digitizer (FASTRACK,

Polhemus, Colchester, VT, USA).

14



Anterior

Fig. 4 A channel-wise layout of fNIRS optodes on a human brain template, with labels of 77

channels derived from 25 pairs of light sources and 23 detectors.

Data Preprocessing

The raw outputs of the fNIRS system were time-dependent optical intensities at three wavelengths
(i.e. 780 nm, 805 nm, and 830 nm), the alterations of which were affected by the changes of
hemoglobin concentrations. A band-pass filter of 0.01 — 0.2 Hz was applied to remove artifacts
from cardiac pulses (~0.8-1.2 Hz), respiration (~ 0.2 - 0.3 Hz)*°, muscle movements, and systemic
drifts. Next, the modified Beer-Lambert Law was used to convert the recorded optical intensity at
780 nm and 830 nm into relative oxygenated hemoglobin concentration, A{HbO], and relative de-
oxygenated hemoglobin(A[Hb])*3!. Then, each time series of AfHbO] and A[Hb] was baseline
calibrated by subtracting its temporal average to remove any potential drifts during the baseline
recording time. Moreover, to further remove physiological variations due to arterial blood pressure
or Mayer waves coming from the scalp and skull, we subtracted the signal spatially averaged across

all 77 channels to remove the global noise 2%,
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Activation Maps Based on the General Linear Model

For each channel, a preprocessed time series of AlHbO] was used as the input for the general linear
model (GLM) analysis using MATLAB. In the process, the design temporal matrix was generated
using a boxcar function reflecting the NP task blocks convoluted with a canonical hemodynamic
response function (HRF) %3 For each NP experiment (with HM or LM treatment), two regressors
were generated corresponding to the decision phase and feedback phase, while the data analysis was
mainly focused on the decision phase. The activation amplitudes (i.e., beta values) for both
regressors were calculated or fitted through a regression algorithm between calculated A{[HbO] time
series and the design temporal matrix using a weighted least square method *. Such regression
processes were carried out for each channel, giving rise to an array of 77 fitted beta values relative
to their own baselines for each human subject.

Next, statistical analysis using one-sample or two-sample t-tests was performed to test our
hypotheses. Specifically, we wished to know (1) whether DLPFC and/or OFC were significantly
evoked by NP versus baseline regardless of treatment (HM or LM) types, and (2) whether DLPFC
and/or OFC were activated by HM or by LM versus baseline. Furthermore, a key question was
whether a more challenging NP created significant difference in brain activation or deactivation in
DLPFC or OFC regions. For test (1), one-sample t-tests (against the mean of zero baseline) were
performed over beta values of A{[HbO] from all 27 subjects for each of the 77 channels, without
considering any treatment effect. This step allowed us to map/identify significant cerebral
activation/deactivation regions (i.e., channels) while the subjects made risky NP decisions. For test
(2), beta values of A[THbO] were analyzed independently for subjects with either LM or HM
treatment, respectively. Similar one-sample t-tests were performed among 13 participants with HM
treatment and separately among 14 participants with LM, at each channel to examine the statistical

significance versus the mean of zero baseline. For the final test, two-sample t-tests were performed
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at each channel between the two groups (with HM and LM treatments) to determine significant
differences in brain activation/deactivation caused by the NP. Accordingly, topographic t-value

maps were generated using easytopo 2.0 3°.

Beta Value Extraction with respect to Broadman Areas

We identified several key Brodmann areas (BAs): BAs 6, 8, 9, 10, 11, 44, 45, and 46 to mark or co-
register NP-evoked cortical regions sensed/detected by fNIRS channels on each participant’s cortex.
The underlying neuroanatomy of those areas are marked as follows: BA 6 corresponds to the
premotor cortex, BA 8 corresponds to the frontal eye fields, BAs 10, 11, and 47 to OFC, BAs 9 and
46 to DLPFC, and BAs 44 and 45 to Broca’s area. Several steps of BAs-based analysis were taken
to quantify beta values of HbO changes in each respective BA. First, a software package, named
NIRS_SPM'3, was used not only to co-register between the selected BAs and each channel location
(see Fig. 4) but also to quantify activation values of AHbO from each channel and corresponding
percentage of overlap between the optical detection area and respective anatomical regions or BAs,
as demonstrated in Fig. 5. Second, the beta value of each channel determined by the GLM algorithm
was multiplied by the percentage of overlap, as a weighting factor, for each of the corresponding
BAs. Next, the beta value of each key BA on each hemisphere was estimated by summing up
weighted beta values from all channels that covered each of respective BAs. Finally, both

activations and deactivations in each BA were determined and plotted for each of the key BAs.
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