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SUMMARY 
  

During organismal development, differential regulation of the cell cycle is critical to many cell 

biological processes, including cell fate specification and differentiation. While the mechanisms 

of cell cycle regulation are well studied, how control of the cell cycle is linked to differentiated 

cellular behavior remains poorly understood, mostly due to our inability to directly and precisely 

measure cell cycle state. In order to characterize cell cycle state live, we adapted a cyclin- 

dependent kinase (CDK) biosensor for in vivo use in the roundworm nematode, Caenorhabditis 

elegans. The CDK biosensor measures the cytoplasmic-to-nuclear localization of a portion of 

human DNA Helicase B (DHB) fused to a fluorescent protein to assess cell cycle state. The 

dynamic localization of DHB results from phosphorylation of the biosensor by CDKs, thereby 

allowing for quantitative assessment of cell cycle state. We demonstrate here the use of this 

biosensor to quantify lineage-specific differences between cycling cells and to examine the 

proliferation-differentiation decision. Unlike other live cell imaging tools (e.g., FUCCI), we show 

that DHB can be used to distinguish between actively cycling cells in the G1 phase of the cell 

cycle and terminally differentiated cells exited in G0. Thus, we provide here a new resource to 

study the control and timing of the metazoan cell cycle during cell fate specification and 

differentiation. 
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INTRODUCTION 
  

Throughout organismal development, individual cells must integrate intrinsic and extrinsic cues 

to give rise to a correctly patterned body plan. Decades of research in a variety of organisms 

has provided insight into links between cell cycle regulation and developmental events (Bouldin 

et al., 2014; Foe, 1989; Grosshans and Wieschaus, 2000; Matus et al., 2014; Matus et al., 

2015; Murakami et al., 2004; Ogura et al., 2011). In metazoan embryos, the earliest cell 

divisions are characterized by rapid cleavage programs that alternate between DNA synthesis 

(S phase) and mitosis (M phase) (Elinson, 2011; Farrell and O'Farrell, 2014; Jukam et al., 2017; 

Langley et al., 2014; Wong et al., 2016). Later, tight cell cycle regulation is subsequently 

required to pattern germ layers (Elinson, 2011; Farrell and O'Farrell, 2014; Haeckel, 1903; 

Wong et al., 2016), which is often accompanied by morphogenesis (Bouldin and Kimelman, 

2014a; Bouldin et al., 2014; Grosshans and Wieschaus, 2000; Hertzler and Clark, 1992; Kurth, 

2005; Lahl et al., 2003; Matus et al., 2014; Matus et al., 2015; Murakami et al., 2004; Ogura et 

al., 2011). In some cases, the earliest morphogenetic events are intrinsically tied to the onset of 

the gap phases during interphase (G1 and/or G2) (Du et al., 2015; Edgar and McGhee, 1988; 

Foe, 1989; Mac Auley et al., 1993). Finally, cells in discrete lineages undergo terminal 

differentiation, exiting the cell cycle in a G0 arrested state (Buttitta and Edgar, 2007; Buttitta et 

al., 2010; Buttitta et al., 2007; Clayton et al., 2008; Korzelius et al., 2011; Ma et al., 2019; 

Ruijtenberg and van den Heuvel, 2015; Saito et al., 2004; Singh et al., 2013; Singh et al., 2015; 

Soufi and Dalton, 2016).  

 

Underlying these developmental decisions is the appropriate coordination of cell cycle state, as 

control of the timing to proliferate or arrest is pivotal to execute developmental programs 

(Bouldin et al., 2014; Foe, 1989; Grosshans and Wieschaus, 2000; Kurth, 2005; Matus et al., 

2014; Matus et al., 2015; Murakami et al., 2004; Ogura et al., 2011). Conversely, cell cycle 

dysregulation is causally linked to pathogenesis, most notably the development of cancer 

(Hanahan and Weinberg, 2011; Kohrman and Matus, 2017; Yano et al., 2014a). Our 

understanding of the cell cycle dynamics underlying these decisions or how the decision to 

proliferate or differentiate impacts cell behavior has been limited by our ability to visualize cell 

behaviors and cell cycle state at high resolution in vivo. Fortunately, recent advances in both 

live cell imaging (Chen et al., 2014; Gao et al., 2014; Heppert et al., 2016; Liu et al., 2018) and 

the ability to rapidly tag proteins of interest in a variety of organisms (Bosch et al., 2019; 

Dickinson et al., 2015; Dickinson et al., 2013; Paix et al., 2015; Paix et al., 2014; Perry and 
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Henry, 2015) has allowed us to tackle these long-standing issues, moving beyond in vitro 

systems to the complex three-dimensional environments where cells interact with each other 

and the surrounding microenvironment to execute developmental programs. 

 
The transition from mitosis to the first portion of interphase (G1) can be easily visualized with 

standard light microscopy-based techniques (Bao et al., 2008; Inoue, 1953). Traditionally, 

distinguishing cycling cells from non-cycling cells involves the incorporation of uracil (i.e., Edu, 

BrdU, or other analogues) followed by fixation and visualization using secondary antibodies 

(Fox et al., 2011; Kocsisova et al., 2018) or click chemistry (Kuriya et al., 2016; Salic and 

Mitchison, 2008). In their 2008 landmark paper, Sakaue-Sawano and colleagues described a 

fluorescent, ubiquitination-based cell cycle indicator (FUCCI), relying on the degradation of two 

factors associated with DNA licensing, CDT1 and GMNN (Geminin), that have inverse 

expression patterns over the course of the cell cycle (Sakaue-Sawano et al., 2008). Originally 

employed in mammalian cell culture models, FUCCI-based systems were then developed for a 

variety of metazoan model systems, including fly (Zielke et al., 2014), ascidian (Ogura et al., 

2011), zebrafish (Bouldin and Kimelman, 2014b; Fukuhara et al., 2014; Sugiyama et al., 2009), 

chicken (Esteves de Lima et al., 2014), frog (Pai et al., 2015), mouse (Abe et al., 2013; Mort et 

al., 2014) and most recently, Platynereis dumerilii, a marine polychaete (Ozpolat et al., 2017). 

Simultaneously, researchers have utilized FUCCI transgenic labelling to tackle a variety of cell 

biological questions, involving visualization of cell cycle state live during embryonic development 

(Abe et al., 2013; Sugiyama et al., 2009), morphogenesis (Bouldin and Kimelman, 2014b; 

Bouldin et al., 2014; Ogura et al., 2011; Ridenour et al., 2012) and tumor progression (Kagawa 

et al., 2013; Miwa et al., 2015; Yano et al., 2015; Yano et al., 2014a; Yano et al., 2014b), 

providing important insights into these processes. 

 

All FUCCI-based sensors are colorimetric and generally rely on the protein degradation and 

activation of two transgenes, one delineating G1 (CDT1), and the other expressed from S 

through mitosis (GMNN) (Sakaue-Sawano et al., 2008). The cyclic expression and rate of 

degradation of these transgenic products can lead to difficulties in the precise identification of 

cell cycle state boundaries (Koh et al., 2017; Sakaue-Sawano et al., 2017). Moreover, these 

limitations can prove challenging to image in cells with fast cell cycles or low transcriptional 

and/or translational activity. An additional limitation of the original FUCCI-based sensors is an 

inability to precisely distinguish between S and G2. This has been addressed with newer FUCCI 

variants, which utilize additional fluorescently labeled cell cycle genes that are able to 
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distinguish extra cell cycle states (Bajar et al., 2016; Ford et al., 2018; Grant et al., 2018; 

Sakaue-Sawano et al., 2017); however, these variants require spectrally separable fluorophores 

for each discrete cell cycle state to be measured (Zielke and Edgar, 2015). As few labs have the 

equipment necessary to separate more than three or four fluorophores simultaneously, the 

requirement of several fluorophores to visualize cell cycle state can impede the researcher’s 

ability to study additional cell biological behaviors by fluorescence microscopy, limiting the 

scope and complexity of cell cycle studies. Another limitation of existing colorimetric / 

degradation-based cell cycle sensors is the inability to visualize the difference between a cell 

that will cycle again upon completing mitosis, residing in G1, and a cell that is quiescent or 

terminally differentiated, both of which are usually referred to as the G0 phase (Buttitta and 

Edgar, 2007; Buttitta et al., 2010; Ma et al., 2019; Moser et al., 2018; Spencer et al., 2013). 

However, differentiating between these states - proliferation and quiescence - is criticall to 

gaining a mechanistic understanding of cell behavior during normal embryonic development, 

homeostasis and disease states such as cancer (Hanahan and Weinberg, 2011; Kohrman and 

Matus, 2017; Matus et al., 2014; Matus et al., 2015).  

 

A ratiometric biosensor that can read out cell cycle state can overcome the limitations imposed 

by FUCCI-based biosensors. Rather than relying on the degradation of multiple transgenes, 

ratiometric biosensors (Hahn et al., 2009; Kudo et al., 2018; Regot et al., 2014; Ross et al., 

2018; Spencer et al., 2013) generally utilize a phosphorylation-based system where kinase 

activity is measured through its ability to phosphorylate serine residues that flank a strong 

nuclear localization signal (NLS), such that, as these sites are phosphorylated the activity of a 

weaker Nuclear Export Sequence (NES) predominates, shuttling the target substrate from the 

nucleus to the cytoplasm. To measure cell cycle state in a quantitative fashion, a CDK2 

biosensor was developed (Hahn et al., 2009; Spencer et al., 2013) that encompasses a 

fragment of human DNA helicase B (DHB) fused to a fluorescent protein, Venus, providing 

insight into the proliferation-quiescence decision in asynchronous mammalian cell culture 

(Spencer et al., 2013).  

 

Here, taking advantage of the C. elegans invariant cell lineage, we present a tool to visualize 

the proliferation-differentiation decision in a developmental context. Through optimization of 

biosensor construction, we find that selection of promoter and fluorescent protein change the 

dynamic range of the cytoplasmic-to-nuclear ratio. We use quantitative confocal fluorescence 

microscopy to correlate ratiometric quantification of DHB to cell cycle state across several post-
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embryonic lineages. Strikingly, visualization of CDK activity using DHB at mitotic exit allows for 

prediction of future cell behavior with a high degree of confidence and reproducibility, 

distinguishing between cycling cells in G1 that exit with increasing CDK (CDKinc) activity and 

terminally differentiated cells in G0 that exit into a CDK low (CDKlow) state. Accurate in vivo 

identification of cell cycle state will be useful for a broad range of applications for studying 

differentiation and morphogenesis as well as modeling disease. 

 

RESULTS 
 
Generation of a live CDK biosensor in C. elegans 
To visualize cell cycle state dynamically throughout C. elegans development, we first 

synthesized a codon-optimized fragment of human DNA Helicase B (DHB), comprised of amino 

acids 994-1087, fused to GFP (Hahn et al., 2009; Spencer et al., 2013). This region of DHB 

contains four serine phosphorylation sites flanking a strong nuclear localization signal (NLS) and 

is situated next to a weaker nuclear export signal (NES (Spencer et al., 2013) (Figure 1A). To 

simultaneously visualize the nucleus throughout the cell cycle, we generated our DHB 

constructs co-expressing a histone (his-58/H2B) fused to a second, spectrally separable 

fluorescent protein, which is separated from DHB using a P2A self-cleaving viral peptide. At 

G0/G1 onset, when CDK activity is low, the sensor is localized to the nucleus; however, as the 

cell cycle progresses and CDK activity increases, the sensor is phosphorylated, and the fraction 

of the sensor localized to the cytoplasm increases (Figure 1B). With both DHB and H2B co-

expressed, we can utilize a nuclear mask stemming from nuclear H2B localization, which more 

accurately delineates the area of the nucleus compared to differential interference contrast 

(DIC) microscopy, alone. We then perform ratiometric quantification of the sensor by comparing 

the mean fluorescence intensity in the cytosol to that of the nucleus (Figure 1C).  

 

To optimize the CDK biosensor to visualize the dynamics between proliferation and 

differentiation in somatic lineages, we first synthesized a codon-optimized (Redemann et al., 

2011) DHB fragment with a synthetic intron fused to GFP, upstream of P2A::H2B::2x-mKate2. 

Next, we selected the promoter from the 40S ribosomal subunit protein S27 (rps-27), which is 

ubiquitously expressed in all cycling and terminally differentiated somatic cells during C. elegans 

development (Ruijtenberg and van den Heuvel, 2015). Using CRISPR/Cas9-genome 

engineering, we inserted the optimized CDK biosensor into a neutral site on chromosome I (de 

la Cova et al., 2017; Medwig-Kinney et al., 2019). Examination of single copy insertion lines in a 
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wild-type background showed consistent strong DHB::GFP and H2B::2x-mKate2 localization in 

all cells from mid-embryogenesis through adulthood (Figure 1D), with weaker germline 

expression (Figure 1D). 

 

For quantification of the biosensor during development, we examined somatic lineages that 

proliferate and then undergo terminal differentiation primarily in the third and fourth larval stages 

post-embryonically (L3 and L4) (Kimble and Hirsh, 1979; Sulston and Horvitz, 1977). For this 

study, we chose three tissues of interest that proliferate during larval stages, the sex myoblasts 

(SM), the somatic gonad including the spermatheca/sheath precursors (SS), and ventral uterine 

(VU) cells, and the vulval precursor cells (VPCs) (Figure 1E). However, we were also interested 

in whether the biosensor could be used to distinguish cycling cells during embryogenesis. To 

examine this, we imaged cell divisions during embryonic gut formation, approximately 6 hours 

after first cleavage, in the four E16 intestinal cells (E16* cells) that divide again after the twelve 

neighboring E16 cells have finished their embryonic divisions (Rasmussen et al., 2013; Yang 

and Feldman, 2015), thereby generating the 20-celled “E20” intestine. We tracked E16* cell 

division from the E16 to the E20 stage and we observed that DHB::GFP localizes in a cell cycle-

dependent fashion during these divisions, transitioning from nuclear to cytoplasmic localization 

and then re-localizing to the nucleus at the completion of cell division (Figure S1, Movie S1). 

Thus, DHB::GFP can be utilized during embryonic development to track cell cycle progression.  

 

Characterizing the dynamic range of the C. elegans CDK biosensor 
Next, we sought to examine the dynamics of the biosensor during post-embryonic development 

when many lineages undergo terminal differentiation after several rounds of cell division. To 

visualize cell cycle dynamics, we began by collecting spinning disk confocal time-lapse data, 

tracking the second division of the vulval precursor cells during the L3 stage over a complete 

cell cycle (Figure 2). For our initial characterization of the C. elegans version of the DHB 

biosensor, we fused DHB to a copy of codon-optimized GFP and used a 2x-mKate2 fusion to 

H2B as a nuclear mask (Figure 2A). Our observation of DHB::GFP during somatic cell divisions 

driven by the rps-27 promoter revealed localization kinetics as expected, with decreasing 

nuclear localization as the cell cycle progressed (Figure 2A-D, Movie S2). In mammalian cell 

culture, using MCF10A cells, DHB::Venus is strongly nuclear excluded during G2, with mean 

peak ratios of approximately 1.5 (Spencer et al., 2013). However, in our imaging of the rps-

27>DHB::GFP transgenic line, we failed to see strong nuclear exclusion in cells prior to mitosis 
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in G2, with peak values of the cytoplasmic:nuclear ratio near 1.0 (n = 90, 1.084 ± 0.36; Figure 

2C, D). 

 

Two main variables in the design of our version of the CDK biosensor that could contribute to a 

lack of strong nuclear exclusion during G2 were the selection of promoter and/or the selection of 

fluorescent protein fused to DHB. To test these variables, we generated a new transgenic line 

expressing DHB under a different ribosomal promoter, rps-0, which, like rps-27 is ubiquitously 

expressed, though based on quantification of publicly available RNA-seq data, at approximately 

25% (3722-4078 FPKM) that of rps-27 during the L3 and L4 stages (9019-13227 FPKM) 

(Celniker et al., 2009; Harris et al., 2019). Quantification of VPC division time-lapse data 

collected using rps-0>DHB::GFP revealed a higher peak value during G2: 1.37 ± 0.45 (n = 33; 

Figure 2B-D). In support of the hypothesis that absolute levels of DHB::GFP might change the 

dynamic range of the biosensor, we detected a >2-fold difference in mean fluorescence intensity 

in the VPCs between rps-27>DHB::GFP and rps-0>DHB::GFP (543.3 ± 273.8 and 231.2 ± 

83.22; Figure 2E).  

 

The other variable that could influence the dynamic range of a ratiometric biosensor is the 

selection of fluorescent protein. While fluorescent protein brightness as compared to 

background will have a major impact on the effective dynamic range of any ratiometric sensor, 

in localization-based sensors, the mass of the sensor protein should also impact its dynamic 

range. The codon-optimized GFP we used in the generation of DHB::GFP is based on the 

monomeric sequence of a 26.9 kD eGFP. The synthesized codon-optimized DHB, including a 

nine amino acid (3xGAS) flexible linker, is predicted to be 11.2 kD (predicted by ExPASy 

Compute pl/MW (https://web.expasy.org/compute_pi/)) (Artimo et al., 2012), such that the 

DHB::GFP fusion protein is predicted to be 38.2 kD, which is below the threshold that requires 

active nuclear import/export machinery (Cohen-Fix and Askjaer, 2017; Timney et al., 2016). 

This raises the possibility that passive diffusion through nuclear pores could account for the 

lower dynamic range of the highly expressed rps-27>DHB::GFP construct.  

 

To test this, we established a transgenic line under the control of the same ubiquitous promoter, 

rps-27, but fused to two copies of mKate2 including a 10 amino acid (2xGGGGS) flexible linker 

(52.8 kD). Although initially described as a monomer, reports have suggested that mKate2 

behaves more like a weak dimer (Cranfill et al., 2016; Shemiakina et al., 2012). The 2x-mKate2 

version of the biosensor showed strong nuclear exclusion prior to mitosis (Figure 2B). 
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Quantification of VPC divisions expressing DHB::2x-mKate2 showed a peak G2 value of 

approximately 3.4 (n = 16, 3.445 ± 0.721; Figure 2C,D). To determine if differences between 

transgenes were specific to the vulval lineage, we also examined the dynamic range of the three 

transgenic strains during division of the SM and uterine cells (Figure S2). Similar to the VPCs, 

promoter strength had little effect in the SM cells (Figure S2A-C) and only slightly increased the 

dynamic range of the biosensor in the uterine cells (Figure S2D-F). However, the 2x-mKate2 

version of the biosensor substantially increased the dynamic range in both the SM and uterine 

lineages, with peak values of 2.5 and 3.4, respectively (Figure S2A-F). Notably, upon inhibiting 

the nuclear export of DHB::2x-mKate2 through RNAi-induced depletion of xpo-1/Exportin 1 in 

the uterine lineage, there was a statistically significant retention of DHB::2x-mKate2 in the 

nucleus relative to control (n = 45, P ≤ 1x10-7; Figure 2F, G), supporting the notion that this 

version of the biosensor is predominantly exported from the nucleus via active transport 

(Cohen-Fix and Askjaer, 2017; Timney et al., 2016). Together, these data provide strong 

evidence that the mass of the DHB::2x-mKate2 fusion protein decreases or limits the rate of 

diffusion back into the nucleus during the cell cycle, increasing the dynamic range of the 

biosensor. 

 

We next quantified the DHB ratio at mitotic exit. Here, promoter strength had negligible effect in 

the VPCs and the choice of fluorescent protein (GFP vs. mKate2) only had a slight but 

significant effect on cytoplasmic:nuclear ratio following cell division in the VPCs, SM and uterine 

cells (VPCs: P ≤ 1x10-7, SM: P = 3x10-6; SS/VU: P  ≤ 1x10-7; Figure 2C, D and S2). In the 

uterine tissue, we observed a more significant effect based on fluorescent protein choice, with 

the 2x-mKate2 version of the biosensor having a greater mean DHB ratio following cell division 

of roughly 1.2 as compared to the GFP versions of the biosensor (0.51 and 0.78; Figure 2 and 

S2). Finally, we examined the 2x-mKate2 version of the biosensor in the germline (Figure S3A-

C and Movie S3) and embryo (Figure S3E and Movie S4). Similar to the somatic tissues, we 

were able to easily distinguish cells in G2 before mitosis in the germline (Figure S2A-D) and 

embryo (Figure S2E) as well as visualize a gradient of CDK activity across the germline from 

the distal mitotic region to the proximal meiotic regions (Albert Hubbard and Schedl, 2019) 

(Figure S2D). Thus, for ease of visualizing G2, we recommend using the 2x-mKate2 version of 

the biosensor, but for visualization of CDK activity at mitotic exit during time-lapse acquisition, 

we advise using the transgene with the strongest signal and highest photostability, the rps-

27>DHB::GFP strain, to balance fluorescence intensity and photobleaching. For these reasons, 
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we conducted the remaining experiments examining the proliferation-differentiation decision 

using this version of the CDK biosensor.  

 

CDK levels after mitotic exit are predictive of terminal differentiation 
In mammalian cell culture, the cytoplasmic:nuclear ratio of DHB::Venus following cell division 

can be used to predict whether or not a cell will remain quiescent or proliferate (Spencer et al., 

2013). Cells that exit mitosis at a CDK2low state thus have a higher probability of staying in a 

G0/quiescent cellular state than cells that exit cell division at a CDK2inc state (Spencer et al., 

2013). As the DHB sensor in C. elegans appears to function in a cell cycle-dependent manner, 

we next wished to determine whether or not the cytoplasmic:nuclear ratio of the sensor following 

a cell division can be used in vivo to predict if a cell will divide again or terminally differentiate. 

Here, we can take advantage of the invariant lineage of C. elegans to correlate DHB ratios and 

CDK activity following cell divisions.  

 

First, we quantified DHB ratios from time-lapse acquisitions of SM cell divisions. The SM cells 

undergo three rounds of cell division before terminally differentiating into uterine and vulval 

muscle (Sulston and Horvitz, 1977) (Figure 3A, B). Quantification of the first and second division 

of the SM cells (Figure 3C, D) revealed that these cells exit at a CDK increasing (CDKinc) state 

(n ≥ 10 per time point; Figure 3F). These ratios were significantly different than the DHB ratio 

following the third and terminal division of the SM cells (Figure 3E), where they exit at a CDKlow 

state (n ≥ 10 per time point, P = 4.30x10-6; Figure 3F and S4). In support of these results, 

statistical simulations (see Methods) showed significant differences in DHB ratios between pre-

terminal and terminal divisions (P ≤ 1x10-7) , but no significant differences in DHB ratios in pre-

terminal divisions (n ≥ 10 per time point, P = 0.0591; Figure S4A-C). 

 

Next, we quantified DHB ratios during the division of two somatic gonad lineages, the VU and 

SS cells, as they both undergo several rounds of division during the third larval stage and 

terminally differentiate in the early L4 stage (Sulston and Horvitz, 1977) (Figure 4A). Here, we 

quantified two rounds of cell divisions, including the division that leads to terminal differentiation 

(Figure 4C and S5A, B). Similar to the SM lineage, both somatic gonad lineages exit the round 

of cell division prior to their final division at a CDKinc state (n = 35) and then exit CDKlow following 

their terminal differentiation (n = 13; Figure 4B, C). Similar to the SM cells, we detected a 

significant difference between the DHB ratios in pre- versus post-terminal divisions in the 

developing uterus (P = 0.00006; Figure S5C). 
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We next examined the divisions of the VPC lineage. The C. elegans vulva is derived from three 

cells (P5.p-P7.p), which, like the SM cells, undergo three rounds of cell division during the L3 

and early L4 stages (Katz et al., 1995; Sternberg and Horvitz, 1986; Sulston and Horvitz, 1977) 

(Figure 5A-B, Figure S6). Rather than giving rise to 24 cells, the two D cells, the innermost 

granddaughters of P5.p and P7.p, terminally differentiate one round of cell division early, 

resulting in a total of 22 cells which compose the adult vulva (Katz et al., 1995; Matus et al., 

2014; Sulston and Horvitz, 1977). Quantification of DHB ratios during VPC divisions yielded the 

expected pattern. The daughters of P5.p-P7.p all exited their first division at a CDKinc state (n ≥ 

9 per cell type; Figure 5C, D and S6A, B). At the next division, the 12 granddaughters of P5.p-

P7.p (named A-F symmetrically) are born, including the terminally differentiated D cell (Katz et 

al., 1995; Sulston and Horvitz, 1977) (Figure 5D). Strikingly, at this division, both by visualization 

from imaging and quantification of the DHB ratio, it was easy to distinguish the D cell from the 

remaining VPCs (Figure 5D and S6C), as the D cell exited and remained in a CDKlow state (n = 

10), while the remaining VPCs exited at a CDKinc state (n ≥ 9 per cell type) and continued to 

cycle (Figure 5C and S6C). All remaining VPCs exited into a CDKlow state (n ≥ 9 per cell type; 

Figure 5C, D and S6D) at their final terminal division. 

 

Again, results from statistical simulations (See methods, Figure S7) failed to detect significant 

differences between DHB ratios of pre-differentiated VPCs (For all comparisons, P > 0.05, 

Figure S7D-G), with the exception of the birth of the C and D cells from the CD mother cell (P = 

0.002208, Figure S7E). Here, the D cell exited CDKlow, while the C cell exited at a CDK state 

that lies between the other VPCs (A/B/E/F) and the terminally differentiated D cell (n ≥ 9 per cell 

type; Figure S7), statistically distinct from both its sister D Cell’s CDKlow state (P = 0.002208) 

and from its cousin A, B E and F cells (P = 0.008287). However, within 30 minutes following the 

birth of the C cell, we could detect a significant difference between the C and D cells (P = 

0.020), and by 90 minutes there was no significant difference between the C cell and cousin 

A/B/E/F cells (P > 0.05; Figure S7G). Despite this subtle difference between the C cell and its 

cousins, the DHB biosensor can accurately predict future cell behavior. Thus, for all three 

somatic lineages, we can visually and statistically distinguish the difference between a cell that 

completes mitosis and exits a cell division in G1 and will continue to cycle versus a cell that exits 

mitosis into a terminally differentiated G0 state. 
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As our data from the DHB biosensor correlated precisely with the invariant lineages we 

examined during C. elegans post-embryonic development, we next sought to test whether the 

biosensor could be used to quantitatively readout cell cycle perturbation. To accomplish this, we 

generated a transgenic line with BFP-tagged CKI-1 (p21/p27 homolog) under an inducible heat 

shock promoter (hsp>CKI-1::2xTagBFP2) paired with an mKate2 version of the DHB biosensor 

(rps-0>DHB::mKate2). Induced expression of a cyclin-dependent kinase inhibitor (CKI) in any 

lineage should result in a temporary G0 arrest (Hong et al., 1998; Matus et al., 2014; van der 

Horst et al., 2019). Indeed, in both the SM and VPC lineages, induced expression of CKI-1 

resulted in cells entering a CDKlow/G0 state, with mean DHB ratios of 0.1 ± 0.05 and 0.11 ± 0.05, 

respectively, (n ≥ 36 cells per treatment; Figure 6A, B and S8) as compared to control animals 

that lacked heat shock-induced expression (VPC ratio = 0.46 ± 0.87; SM ratio = 0.99 ± 0.82) or 

lacked the inducible transgene (VPC ratio = 0.47 ± 0.42; SM ratio = 0.96 ± 0.77; Figure 6A, B). 

Thus, induced G0 arrest by overexpression of CKI-1 is functionally equivalent, by CDK activity 

state, to G0 arrest that occurs following mitotic exit in a terminally differentiated cell. 

 

In mammalian cell culture, CDK2 activity is predictive of future cell behavior (Moser et al., 2018; 

Overton et al., 2014; Spencer et al., 2013), suggesting a bifurcation at mitotic exit based on 

DHB ratiometric quantification. To test if this is also the case in vivo during C. elegans 

development, we plotted all DHB trace data quantified from time-lapse data, irrespective of 

lineage, aligned to anaphase (Figure 6C). We found that cells that exited cell division at a 

CDKlow state were primarily from traces of terminally differentiated cells (n = 154), while cells 

that exited mitosis at a CDKinc state represented trace data from pre-terminal divisions (n = 127, 

P ≤ 1x10-7). Thus, these results are consistent with mammalian cell culture, supporting a model 

that during C. elegans development, cycling cells must cross a bifurcation point following mitosis 

based on CDK activity, where they either immediately increase CDK activity and are poised to 

cycle or exit into a CDKlow state and undergo terminal differentiation. 
 

DISCUSSION  

 

In this report we present the generation and characterization of a CDK ratiometric biosensor 

based on the CDK2 phosphorylation domain of human DNA Helicase B (DHB) (Hahn et al., 

2009; Spencer et al., 2013) capable of distinguishing all interphase cell cycle states throughout 

the life cycle of C. elegans, including the G0 phase of the cell cycle. In mammalian cell culture, 

DHB as a CDK2 biosensor has been a useful tool to visualize the difference between 
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proliferative and quiescent cells in asynchronous cell populations (Arora et al., 2017; Cappell et 

al., 2016; Gast et al., 2018; Gookin et al., 2017; Miller et al., 2018; Moser et al., 2018; Overton 

et al., 2014; Spencer et al., 2013; Yang et al., 2015). This has prompted researchers to define a 

new cell cycle restriction point as a bifurcation point immediately following mitotic exit based on 

CDK2 activity, with proliferative cells exiting at a CDK2 increasing (CDK2inc) state and quiescent 

cells exiting at a CDK2 low (CDK2low) state (Spencer et al., 2013). Recent studies using primary 

fibroblasts and serum removal argues for a more traditional threshold-based model and raises 

the possibility that DHB reads out both CDK1 and CDK2 activity (Schwarz et al., 2018). 

Regardless, both models posit that single CDK biosensor-based measurements can be used to 

accurately predict cell behavior and the proliferation-quiescence decision in vitro. While these 

conflicting models have been developed in similar tissue culture paradigms, whether cells in 

vivo respond to CDK activity in a threshold-dependent manner or not is poorly understood. 

Here, by quantifying the cytoplasmic-to-nuclear ratio of the DHB biosensor in time-lapse 

recordings of cell divisions in C. elegans somatic lineages we can distinguish two populations of 

cells in G0/G1; the first being terminally differentiated cells in a CDKlow state (G0), and the second 

being actively cycling cells in a CDKinc state (G1). Combined with the invariant lineage of C. 

elegans, this will be a powerful tool for dissecting cell cycle regulation of cell behaviors during 

development and homeostasis.  

 

In the generation of a ratiometric biosensor that can be used to quantify cell cycle state 

dynamically throughout C. elegans development, we have carefully explored the interplay 

between promoter strength and choice of fluorescent protein. Our work extends previous 

studies using DHB in tissue culture (Spencer et al., 2013) and C. elegans (van Rijnberk et al., 

2017). A previous transgenic strain of DHB::GFP generated in C. elegans using the mcm-4 

promoter (van Rijnberk et al., 2017) was also shown to localize in a cell cycle-dependent 

fashion, reading out CDK activity and was recently used to examine an S-phase dependent cell 

extrusion event during embryogenesis (Dwivedi et al., 2019). As the mcm-4 promoter does not 

maintain expression in differentiated cells we selected ribosomal subunit promoters (rps-27 and 

rps-0) to drive the ubiquitous expression of DHB at all life history stages, in order to examine the 

proliferation-differentiation decision. We show here that specific molecular features of our 

biosensor, such as overall sensor mass and choice of fluorophore, are important in terms of 

tuning the expression levels and dynamic range of the sensor. When generating cytoplasmic-to-

nuclear localization-based sensors, the diffusion kinetics and mechanics of nuclear 

transportation of the probe should be considered to optimize the dynamic range of the sensor. 
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Additionally, levels of expression should be tuned by both adjusting promoter strength and the 

stability of RNAs to drive optimal expression in C. elegans (Redemann et al., 2011). Together, 

our data show that rational design of ratiometric biosensors can optimize utility for live cell 

imaging. 

 

 

Cell cycle state sensors have been used for the last decade in tissue culture and in vivo to 

provide new insights into underlying cell biology. Various cell cycle sensors have been 

developed, starting with FUCCI in 2008 (Sakaue-Sawano et al., 2008), each optimized for 

different research paradigms (Abe et al., 2013; Bouldin and Kimelman, 2014b; Fukuhara et al., 

2014; Ogura et al., 2011; Pineda et al., 2016; Ridenour et al., 2012; Sakaue-Sawano et al., 

2017; Sugiyama et al., 2009; Zielke et al., 2016). While FUCCI-style biosensors have been 

developed to better assess G0/G1 in zebrafish using inactivated p27 (Oki et al., 2014), and in 

tissue culture by assessing the primary cilium cycle (Ford et al., 2018), they require multiple 

transgenes to readout cell cycle states accurately. As DHB responds to CDK levels, it is likely to 

function broadly across a wide range of organisms. This broad functionality will allow for new 

discoveries that address major scientific questions, such as the interplay between cell cycle 

state and tissue regeneration and reprogramming, the cell cycle regulation of morphogenetic 

behaviors, and new insights into the mechanisms of diseases arising from cell cycle defects.  
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EXTENDED EXPERIMENTAL PROCEDURES 
 
C. elegans Culture Conditions, Handling and Strains 
C. elegans strains were cultured in standard conditions at 15-25°C on NGM plates with 

Escherichia coli (E. coli) strain OP50, as previously described (Brenner, 1974). Wild-type C. 

elegans animals were strain Bristol N2. In the text and figures, we designate linkage to a 

promoter with a greater than symbol (>) and use a double colon (::) for linkages that fuse open 

reading frames (Ziel et al., 2009). Animals were synchronized for experiments via hypochlorite 

treatment and fed on bacterial lawns of E. coli (strain OP50). The following alleles and 

transgenes were used: LGI bmd86[LoxP::rps-27>DHB::GFP::P2A::H2B::mKate2], 

bmd129[LoxP::hsp-16-41>CKI-1::2xBFP], bmd147[rps-27>DHB::2x-mKate2::P2A::H2B::GFP], 

bmd162[rps-0>DHB::GFP::P2A::H2B::2x-mKate2]; LGII bmd118[LoxP::rps-0>DHB::mKate2]. 

 

C. elegans Transgenic Strain Generation 
Transgene insertion was performed via CRISPR/Cas9 genome engineering to generate single 

copy knock-ins to a known neutral locus on either chromosome I or II using a self-excising 

cassette (SEC)-based method, as described previously (de la Cova et al., 2017; Dickinson et 

al., 2015). Homologous repair templates and guide plasmids were graciously provided by Bob 

Goldstein and target the mosSCI integration sites ttTi4348 and ttTTi5605 on chromosome I and 

II, respectively. All CRISPR microinjection products were prepared using a Purelink HQ DNA 

Purification Kit (Thermo-Fisher/Invitrogen #K210001) with the inclusion of an additional wash 

step prior to the final ethanol wash of the column, using 650 µL of 60% 4M guanidine 

hydrochloride (Fisher: #BP178-500) (pH 6.5 / 40% isopropanol). All purified microinjection 

products were stored at 4˚C. Injection mixes were made fresh before each round of injection 

and contain: Cas9-sgRNA plasmids (50 ng/µL), homologous repair templates (50 ng/µL), and a 

co-injection marker (pCFJ90, 2.5 ng/µL). Injection mixes were injected into the gonads of young 

adult C. elegans N2 animals, and successful integrants were identified in the F3 offspring of 

injected animals following the protocol established in (Dickinson et al., 2015). Briefly, injected 

young adult hermaphrodites of the relevant parent strain were each individually transferred to a 

fresh OP50 plate, and allowed to lay eggs for 3 days at 25˚C. On Day 3, 400 µL of hygromycin 

B (EMD Millipore #400052) from a 5 mg/mL stock was added to the plates to a final 

concentration of 0.25 mg/mL. After five days of hygromycin B exposure, surviving dominant sqt-

1 roller (Rol) worms were singled out onto fresh OP50 plates, checked for expression of the 

desired transgene/genomic edit and/or the presence of extrachromosomal array markers on a 
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fluorescence dissecting microscope (Frame and Automation: Axiozoom.V16(Zeiss), Light 

source: Sola Light Engine (Lumencor)). The Rol phenotype was assessed for Mendelian 

inheritance, and if possible, the genomic edit was homozygosed. Once homozygosed, 

selectable markers (hygromycin B resistance and dominant sqt-1 Rol phenotype) were removed 

from the genome using heat shock inducible Cre-Lox recombination via an overnight (8 – 18 

hour) heat shock of large numbers of L1 and L2 stage animals at 30˚C in an air incubator (VWR 

#89611-416). After two days, wildtype worms were singled out one to a plate. Additional strains 

were provided by the CGC. A list of all C. elegans strains reported, their genotypes and method 

of generation can be found in the Key Resource Table. 

 
Molecular Biology  
Synthetic DNAs were ordered as either gBlocks from IDT or gene fragments from Twist 

Bioscience (see Key Resources Table for details). The nucleotide sequence of DHB (index 1.0) 

was codon optimized for somatic expression and the P2A (index 0.2) sequence de-optimized to 

increase the efficiency of ribosome stalling in rps-27>DHB::2x-mKate2::P2A::H2B::GFP) using 

https://worm.mpi-cbg.de/codons/cgi-bin/optimize.py (Redemann et al., 2011). The C. elegans 

rps-0 and rps-27 promoters were amplified from N2 genomic DNA. Sequences of all primers 

and synthetic DNAs are provided in the relevant appendix. Synthetic gene fragments and 

amplified DNAs were cloned via Gibson Assembly (Barnes, 1994; Gibson et al., 2010; Gibson et 

al., 2009) or NEBuilder HiFi (NEB) into target plasmids (see Key Resources Table for details).  

 

Microscopes 
Microinjections for C. elegans transgenesis were performed on an injection setup combining a 

Zeiss Axio Observer A1 inverted compound frame, EC Plan-Neofluar 40x/0.75 NA DIC objective 

and floating stage, with a Narashige manual micromanipulator and a picoliter injection system 

from Warner for fine control of delivered volume. Microinjection needles were pulled on a Sutter 

P-97 reconditioned and calibrated by Sutter.  
 

All C. elegans imaging, excluding the animals presented in Figures 1, S1 and S3, was 

performed on a custom-assembled spinning disk confocal microscope consisting of a Zeiss 

Imager A.2 frame, a Borealis modified Yokogawa CSU-10 spinning disc, ASI 150uM piezo stage 

controlled by an MS2000, and ASI filter wheel, and a Hamamatsu ImageEM x2 EMCCD camera 

(Hamamatsu C9100-23B). The imaging objective used for all C. elegans experiments was a 

Plan-APOCHROMAT 100x /1.4 NA DIC objective (Carl Zeiss). Laser illumination was provided 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted December 19, 2019. ; https://doi.org/10.1101/2019.12.18.881888doi: bioRxiv preprint 

https://doi.org/10.1101/2019.12.18.881888
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

 17 

via a 405/442/488/514/561/640 nm Vortran laser merge driven by a custom Measurement 

Computing Microcontroller integrated by Nobska Imaging. This microscope was controlled with 

Metamorph microscope control software (V7.10.2.240 Molecular Devices), and laser power 

levels were set in Vortran’s Stradus VersaLase 8 software. 

 

The animals presented in Figure 1 were imaged on a custom assembled spinning disk confocal 

microscope consisting of an automated Zeiss frame, a Yokogawa CSU-10 spinning disc, a Ludl 

stage controlled by a Ludl MAC6000 and an ASI filter turret mated to a Photometrics Prime 95B 

camera. Imaging for all C. elegans experiments on this microscope used a Plan-

APOCHROMAT 63x/ 1.4NA DIC objective (Carl Zeiss). Laser illumination was provided by a six 

line, 405/442/488/514/561/640 nm Vortran laser merge driven by a by a custom Measurement 

Computing Microcontroller integrated by Nobska Imaging. This microscope was also controlled 

with Metamorph microscope control software (V7.10.2.240 Molecular Devices), and laser power 

levels were set in Vortran’s Stradus VersaLase 8 software. Custom integration and maintenance 

for both systems performed by Nobska Imaging. Zeiss components were installed and serviced 

by MicroOptics.  

 

For the data presented in Figure S1, live C. elegans embryo imaging was performed on a Nikon 

Ti-E inverted microscope (Nikon Instruments, Melville, NY) using a 60xOil Plan Apochromat (NA 

= 1.4) objective and controlled by NIS Elements software (Nikon). Images were acquired with an 

Andor Ixon Ultra back thinned EMCCD camera using 488 nm or 561 nm imaging lasers and a 

Yokogawa X1 confocal spinning disk head equipped with a 1.5Å magnifying lens. 

 
For time-lapse of the germline and embryos in Figure S3 and Movies S3, 4) images were 

acquired using a Yokogawa CSU-W1 SoRa spinning disk confocal in SoRa disk mode with 1.0x 

relay lens, a 60x/1.27 NA water immersion objective, and a Prime 95B sCMOS camera 

mounted on a Nikon Ti-2 stand. Nikon Elements AR software was used for image acquisition, 

and images were processed for figures using FIJI (version: 2.0.0-rc-69/1.52p). 

 
C. elegans Imaging Conditions 

For all experiments, static, single time point, imaging was performed on C. elegans anesthetized 

via mounting on an agar pad containing sodium azide (#S8032) (Matus et al., 2015). Time-lapse 

imaging of C. elegans was performed using a protocol modified from (Kelley et al., 2017), 

substituting a 22 mm square coverslip #1.5 (Fisher Scientific #12-541-B), and dividing the 
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imaging agar pad into two, asymmetric, smaller portions (each 2-3 mm square) and filling the 

void space under the coverslip with additional M9 buffer. These modifications allowed for much 

longer imaging durations and substantially reduced sample Z-drift over the course of the 

imaging session on both upright and inverted microscope systems. For some experiments a 

0.1% tricaine (Sigma #E10521) / 0.01% levamisole ((−)-Tetramisole hydrochloride (Sigma 

#L9756) anesthetic (Kirby et al., 1990; Maddox and Maddox, 2012; Wong et al., 2011) was 

substituted for 5mM levamisole in M9 buffer. In order to maintain animals in an anesthetic state 

for long-duration time-lapse imaging, imaging chambers were flooded with 5 mM levamisole in 

M9 instead of M9.  

 

Embryos for imaging (Figure S1, S3 and Movies S1, S4) were collected by dissection from 

gravid hermaphrodites and incubated for 4 - 4.5 hours in M9 at room temperature (Figure S1 

and Movie S1) or imaged immediately (Figure S3 and Movie S4). For live imaging, images were 

taken at a sampling rate of 0.5 µm. For time-lapse, Z-stacks were collected every four (Figure 

S1 and Movie S1) or three minutes (Figure S3 and Movie S4). 

 

For time-lapse of the germline (Figure S3 and Movie S3) young adult animals were lightly 

immobilized using 0.1 mM levamisole in M9 buffer and mounted on 5% agarose pads.  

 

C. elegans RNAi Perturbations 
RNAi was delivered by feeding E. coli feeding strain HT115(DE3) expressing double-stranded 

RNA (dsRNA) (Fire et al., 1998) to synchronized L1 stage strains containing the following 

transgenes: LGI bmd162[rps-0>DHB::GFP::P2A::H2B::2x-mKate2]. Transcription of dsRNA was 

induced with 1mM Isopropyl b-D-1-thiogalactopyranoside (IPTG) in bacterial cultures, which 

were plated on NGM plates induced with 5 µl each of 30 mg/mL carbenicillin and 1M IPTG 

(Kelley et al. 2019). The RNAi vector targeting xpo-1 was graciously provided for use in this 

study by L. Lapierre, and originally obtained from the C. elegans ORF-RNAi library (Source 

BioScience) (Rual et al., 2004). The empty vector L4440 was used as a negative control. All 

RNAi vectors were verified by Sanger sequencing. 

 

Computational resources  
For data analysis and statistical simulation two workstation computers were used. The first 

system consists of an I9-9900X processor (Intel), an Nvidia GeForce GTX1070 Ti GPU (Nvidia), 

128 GB of DDR4 RAM (Corsair), and data being used for computation was stored on a 4 TB 
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RAID0 array consisting of two 2 TB drives (Samsung). Both systems boot into Windows 10 

(Microsoft) off a 1 TB M.2 drive (Samsung 970 EVO Plus). The second system has an I9-9900K 

processor (Intel), EVGA GEFORCE RTX 2070 GPU (Nvidia) and 64 GB of DDR4 RAM (G.Skill 

Ripjaw). Data were stored on a 2 TB RAID0 array consisting of two 1 TB Drives (Samsung). 

System integration, support and maintenance performed by Nobska Imaging.   

 

Image Collection Software 
As described in the previous section, Metamorph (Molecular Devices) or Nikon Elements 

(Nikon) microscope control software was used to collect all data. Initial data review was 

performed in FIJI (Schindelin et al., 2012).  

 

Image Processing and Analysis  
Hand quantification of images was performed in FIJI. Due to the high level of amplifier noise in 

EMCCD images, and to remove any remaining out-of-focus fluorescence in these confocal 

micrographs, a rolling ball background subtraction was used, with a size of 50 (Sternberg and 

Corporation, 1983). After a recording was qualified for inclusion, ratiometric measurements were 

obtained.  

 
First, the Z plane containing the center of the cell of interest was located. Using the freehand 

tool, a conservative toroid was drawn around the nucleus and excluding the nucleolus if present. 

The fluorescent histone and corresponding DIC and DHB images were used to assess the 

accuracy of this toroid. A measurement of mean grey value was obtained. Then, a region of 

perinuclear cytoplasm was chosen so as not to include pixels which might belong to the 

cytoplasm of neighboring cells. The mean grey value of the cytoplasmic patch was then 

measured. These values were recorded, and a cytoplasmic/nuclear ratio was calculated. If there 

were multiple cells of interest in the image, the procedure was repeated for each cell. For time-

lapse recordings this procedure was then repeated at each time point. 

 

Data Organization and Storage 
Data from hand quantification were organized and stored in Excel spreadsheets (Microsoft), or, 

for ease of collaboration, in Google Sheets spreadsheets (Google). Time series data were 

organized by cell type and treatment.  
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Figure Generation  
Data for figures were plotted in Graph Pad Prism (version: 8.1.2). Micrographs in all figures 

were reviewed and selected in FIJI. Figure micrographs were contrast and brightness adjusted 

for ease of display, in Adobe Photoshop CC (version: 20.0.6) or FIJI. Figures were assembled in 

Adobe Illustrator CC (version: 23.0.26).  

 

Generation of Supplemental Movies 

Supplemental movies were selected in FIJI and clipped to the desired length. The plane of 

interest was selected in FIJI and a time-lapse montage of channels was created. Time-lapse 

movies were rotated to standard orientation, cropped to the relevant region and timestamps and 

scale bars annotations were added in FIJI. For ease of viewing brightness and contrast were 

adjusted. Movies showing more than one channel were assembled using the multi-stack 

montage plugin 

 

Statistical Tests 

Statistical Simulations were performed in Matlab R2019A. The code used for statistical 

simulations is available upon request. Custom code for this manuscript may not be compatible 

with Matlab releases older than R2019A.  

 

Statistical Simulations 

When single timepoint samples did not exhibit normal distributions, empirical statistics were 

calculated. For single timepoint experiments, a bootstrapped distribution of the difference 

between mean groups was calculated for each comparison. 108 statistical simulations were 

performed by random sampling without replacement in Matlab. P value was calculated by 

determining the proportion of simulated differences with values greater than the true difference.  

 

For comparisons of time course data, a different technique was utilized. For each comparison, 

traces for the cell types to be compared were collected, and a mean trend line was calculated 

for each. The area under each trendline was calculated, for the desired time window, and the 

difference calculated (∫ 𝑓(𝑡) −	∫ 𝑔(𝑡))*
)+

)*
),

). Then, statistical simulations were performed by 

random partitioning of the data without replacement into two groups with the same sizes as the 

original groups. Mean trendlines were then calculated for these randomly assigned groups, and 

1x107 simulated replicates were performed to estimate the sampling distribution of the 
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difference statistic. P value was calculated by determining the proportion of simulations with 

more extreme statistical values (see Figure S9 for detailed schematic). 

 

Reporting of Statistical Results 

Exact P values and n (number of cells) are reported throughout the study unless otherwise 

specified. P values for comparisons are reported in figure legends and relevant body of the 

manuscript. For statistical comparisons performed using empirical distributions, plots of 

distribution for each comparison are available upon request.  

 

In the course of data collection for this manuscript, many animals were recorded that were not 

included in this manuscript. In order to be considered for analysis recordings, they had to satisfy 

the following criteria: (1) A cell of interest had to have been present in the recording. (2) The cell 

of interest must have exhibited at least one anaphase during the recording. (3) The animal must 

have appeared physiologically normal at the beginning and end of the recording. Additional 

criteria for exclusion were the presence of a stalled metaphase plate at any point in the movie or 

unexpected developmental arrest.  
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Figure 1. Generation of a CDK biosensor for live cell cycle visualization in C. elegans. (A) 

The CDK biosensor is comprised of a fragment (AA 994-1087) of human DNA Helicase B (DHB) 

fused to a fluorescent protein (FP) and a nuclear mask (H2B::FP) separated by a self-cleaving 

peptide (P2A). DHB contains a nuclear-localization signal (NLS) flanked by four serine 

phosphorylation sites and a nuclear export signal (NES). (B) In CDKlow states, the NLS 

predominates and the biosensor is nuclear-localized. As CDK activity increases during cell cycle 

progression and DHB is phosphorylated, the NLS becomes occluded and the NES prevails, 

displacing the biosensor to the cytoplasm. (C) Cell cycle state is quantified by measuring the 

ratio of mean fluorescent intensity in the cytoplasm to that in the nucleus. (D) The DHB 

biosensor (rps-27>DHB::GFP::P2A::H2B::mKate2) is expressed robustly throughout C. elegans 
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development. Images shown as inverted for display purposes. Scale bar = 100 μm. (E) 

Visualization of DHB expression in sex myoblasts (SM), ventral uterine and spermatheca/sheath 

precursor cells (VU/SS), and vulval precursor cells (VPCs). The nuclei (H2B) of each lineage 

are highlighted in magenta. Scale bar = 5 μm. 
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Figure 2. Ratiometric biosensor dynamic range varies with promoter and fluorescent 
protein. (A) Schematic of DHB biosensors engineered using different combinations of 

ubiquitous promoters (rps-27 or rps-0) and fluorescent proteins (GFP or 2x-mKate2). (B) 

Representative images of biosensor expression and localization in G2 phase within the P6.p 

lineage at the 2-cell and 4-cell stage. (C) Dot plot depicting dynamic ranges of the three DHB 

biosensor variants, measured by the cytoplasmic:nuclear ratio of DHB mean fluorescent 

intensity, at G2/M and G1 phases (n ≥ 16, G2 : rps-27>DHB::GFP vs rps-0>DHB::GFP *P = 
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0.0002200;  rps-27>DHB::GFP vs rps-27>DHB::2xmK2  *P ≤ 1x10-7  ; rps-0>DHB::GFP vs rps-

27>DHB::2xmK2 *P ≤1x10-7; G1: rps-27>DHB::GFP vs rps-0>DHB::GFP *P = 0.009664;  rps-

27>DHB::GFP vs rps-27>DHB::2xmK2  *P  ≤ 1x10-7 ; rps-0>DHB::GFP vs rps-27>DHB::2xmK2 

*P = 0.000331;). (D) Time series of DHB localization in cycling cells over time, measured every 

5 minutes (n ≥ 21 per strain). (E) Dot plot comparing overall intensity and dynamic range of rps-

27 and rps-0 driven constructs (n ≥ 388, *P ≤ 1x10-7). (F, G) Representative images (F) and 

quantification (G) of DHB biosensor localization with and without perturbations to nuclear export 

activity via xpo-1 RNAi treatment (n = 45 per treatment, *P ≤ 1x10-7). Scale bar = 5 μm. Dotted 

line indicates time of anaphase. Error bars and shaded error bands depict mean ± standard 

deviation.  
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Figure 3. Sex myoblasts exit terminal divisions into a CDKlow state. (A) Simplified 

schematic of the cell lineage that gives rise to the sex myoblast (SM) cells. (B) The SM cells 

undergo three rounds of cell division before terminally differentiating. (C-E) Still micrographs of 

a time-lapse movie showing SM cells dividing from 1 cell to 2 cells (C), 2 cells to 4 cells (D), and 

finally 4 cells to 8 terminally differentiated cells (E). (F) Time series of DHB biosensor 

localization in SM cells over time, as measured every 5 minutes. Scale bar = 10 μm (n ≥ 10). 

(G) Representative images of DHB biosensor localization in pre-terminal/G1 and terminal/G0 

stage SM cells. Dotted line indicates time of anaphase. Shaded error bands depict mean ± 

standard deviation. 
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Figure 4. Uterine cells exit terminal divisions into a CDKlow state. (A) Simplified schematic 

of the cell lineage that gives rise to the spermatheca/sheath precursors (SS) and ventral uterine 

(VU) cells. (B) Time series of DHB biosensor localization in SS and VU cells over time, as 

measured every 5 minutes (n ≥ 13). (C) Localization of the DHB biosensor in SS cells in a pre-

terminal/G1 state compared to those in a terminal/G0 state, indicated by time post-anaphase 

(ana). Scale bar = 10 μm. Dotted line indicates time of anaphase. Shaded error bands depict 

mean ± standard deviation. 
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Figure 5. Vulval precursor cells exit terminal divisions into a CDKlow state. (A) Schematic 

of primary (1°) and secondary (2°) fated vulval precursor cells (VPCs). (B) All of the VPCs, with 

the exception of the D cells, divide to facilitate vulval morphogenesis. (C) Time series of DHB 

biosensor localization in the 1° and 2° VPCs over time, as measured every 5 minutes. Note that 

the terminally differentiated D cells are born into a CDKlow state (n ≥ 9). (D) Representative 

images of DHB biosensor localization in the VPCs from the P6.p 2-cell stage to 8-cell stage. 

Nuclei (H2B) are highlighted in magenta for non-D cell 1° and 2° VPCs and green for the D 

cells. Scale bar = 10 μm. Dotted line indicates time of anaphase. Shaded error bands depict 

mean ± standard deviation. 
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Figure 6. Induced G0 arrest and terminal differentiation are both characterized by a 
CDKlow state. (A-B) Quantification of DHB biosensor localization in sex myoblast (SM) cells (A; 

ns P =  0.41085,  *P ≤ 1x10-7) and vulval precursor cells (VPCs, B; ns P = 0.47997, *P ≤ 1x10-7) 

following ectopic expression of CKI-1 (hsp>CKI-1::2x-BFP) compared to non-heat shock 

controls and heat-shock animals without the transgene (n ≥ 36 per treatment). (C) Time series 

of DHB biosensor localization in SM, VPCs, and SS/VU cells, comparing cycling cells (green) to 

terminally differentiated cells (magenta) (n ≥ 109; *P ≤ 1x10-7). Error bars and shaded error 

bands depict mean ± standard deviation.   
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