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Abstract.

The serotonin 2 receptor (SHT2R) agonist psilocybin displays rapid and persistent therapeutic efficacy across neuropsy-
chiatric disorders characterized by cognitive inflexibility. However, the impact of psilocybin on patterns of neural activity
underlying sustained changes in behavioral flexibility has not been characterized. To test the hypothesis that psilocybin
enhances behavioral flexibility by altering activity in cortical neural ensembles, we performed longitudinal single-cell cal-
cium imaging in the retrosplenial cortex across a five-day trace fear learning and extinction assay. A single dose of psilo-
cybin induced ensemble turnover between fear learning and extinction days while oppositely modulating activity in fear-
and extinction- active neurons. The acute suppression of fear-active neurons and delayed recruitment of extinction-active
neurons were predictive of psilocybin-enhanced fear extinction. A computational model revealed that acute inhibition of
fear-active neurons by psilocybin is sufficient to explain its neural and behavioral effects days later. These results align
with our hypothesis and introduce a new mechanism involving the suppression of fear-active populations in the retrosple-
nial cortex.
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Introduction.

Neuropsychiatric disorders characterized by inflexible asso-
ciative learning, such as depression, anxiety, substance use-dis-
orders, and post-traumatic stress disorder, affect over 350 million
people worldwide!. Serotonergic psychedelics, including psilo-
cybin, demonstrate remarkable transdiagnostic potential across
these disorders?. After only a single dose, many patients report
long-lasting improvements in depression and SUDs, as well as
overall well-being for up to a year—atime-span implicating the in-
volvement of cortically mediated long-term memory?®. Thera-
peutic-like effects also have been observed in rodent models in
many behavioral studies’!°, enabling the study of the neural
mechanisms of psilocybin-enhanced mental health outcomes in
mice.

Psilocybin is a naturally occurring compound found in hun-
dreds of species of mushroom. Upon first pass metabolism, psilo-
cybin is dephosphorylated into its active metabolite psilocin - a
potent serotonin receptor agonist'®”. While psilocybin’s subjec-
tive effects tend to be accompanied by feelings of extreme “bliss”,
“unity”, and “meaningfulness”218 in a subset of patients, psilocy-
bin can induce anxiogenic and even traumatic experiences, in
some cases associated with long-term psychosis and suicidal
ideation!®-24, To develop safe therapies with minimal adverse
side-effects, it is critical to identify the relevant neural subpopula-
tions differentially modulated by psilocybin to produce long-last-
ing therapeutic effects.

Clinical researchers found that therapeutic effects of sero-
tonergic psychedelics in humans are mediated by increased cog-
nitive flexibility following drug experience, a finding recapitulated
in rodent models?%-28, Evidence from human, rodent, and molecu-
lar research converges on the hypothesis that psilocybin gener-
ates highly plastic brain states conducive to modifying circuits
that underlie inflexible, maladaptive behaviors via 5SHT2R and
TrkB activation217:236_ Acute activation of cortical neurons by
psychedelics induces synaptic AMPA receptor insertion, BDNF
signaling, and consequent dendritic growth323%37:% |t ijs unknown
how these molecular actions of psilocybin impact information
processing in neural ensembles associated with aversive memo-
ries and maladaptive behavioral patterns.

The retrosplenial cortex (RSC) is one region where psilocybin
may alter information processing in a manner sustaining en-
hanced behavioral flexibility. The RSC implements a variety of ab-
stract functions®, including encoding and retrieval of episodic
memory“°-5t; imagination of the future®®; value and context encod-
ing*4-48; egocentric navigation and reasoning*®2-%4 and ego dis-
solution under psychedelics®. Chemogenetically inhibiting RSC
during reversal learning impairs performance after a rule switch,
suggesting RSC activity is crucial for behavioral flexibility*®. Re-
play of neural activation in the RSC is also involved in the produc-
tion, consolidation, and generalization of fear engrams®?. In an-
other study, Wang et al., 2019 identified a previously silent en-
semble recruited in RSC during contextual fear extinction, another
form of behavioral flexibility®®. When the authors optogenetically
reactivated this ensemble after re-conditioning, extinction was
reinstated, suggesting that excitatory plasticity in the RSC drives
fear extinction. The increase in c-FOS-expressing neurons after
extinction observed by Wang et al. was recently replicated and
shown to be sex-independent®®>7.

Several lines of evidence suggests that psilocybin's effects
could in part be mediated by changes in RSC activity. Psilocybin

increases c-FOS expression throughout the cortex but idiosyn-
cratically alters neural oscillations specifically in the RSC%8%,
While 5HT2ARs are distributed throughout cortical L5 pyramidal
neurons, the RSC is the only cortical region that also contains
5HT2CRs on pyramidal neurons®®!. In humans with depression,
functional connectivity between the dorsal raphe nuclei and pos-
terior cingulate regions homologous to rodent RSC is impaired®2.
Subsequentimprovementsinfunctional connectivity between the
posterior cingulate and prefrontal cortex predict psilocybin-in-
duced enhancements in cognitive flexibility?°. Importantly, the
RSC is involved in the retrieval of remote fear memories, position-
ing it as a potential substrate for psilocybin’s longer-lasting ef-
fects®2-e,

To investigate the role of the RSC in the post-acute effects of
psilocybin on behavioral flexibility, extinction of trace fear condi-
tioning (TFC) was employed as the appropriate primary behav-
ioral paradigm. TFC is a model of complex fear learning in rodents,
in which a conditioned stimulus (CS) is followed by a trace period
of 20-seconds preceding the shock. The trace period in TFC ren-
ders conditioning and extinction cortex-dependent, requiring
protracted attention to associate temporally distant stimuli®®-
. When the shock is omitted during extinction, animals must
learn that it is now safe to reduce their freezing response or extin-
guish. In mice, Kwapis et al. found that TFC extinction depends on
excitatory activity in the RSC®8. Others have shown that optical,
electrolytic, and pharmacological interventions in the RSC impact
various kinds and stages of FC#549505883-71 |n g one-day paradigm,
psilocybin administered 24 hours prior facilitated TFC extinction
at low doses’2. However, this study did not investigate the effect
of psilocybin on long-term, consolidated fear memory, which is of
translational interest.

To evaluate the hypothesis that psilocybin promotes behav-
ioral flexibility by rapidly and persistently altering RSC ensembles
associated with aversive memories, we investigated the effects
of a single dose of psilocybin in a multi-day TFC extinction para-
digm. We repeated this experiment in GCaMP8m-expressing,
miniature microendoscope-implanted mice to measure single-
cell calcium activity throughout the task. Using tensor component
analysis (TCA)’3, we identified ensembles driving RSC activity
during different cognitive phases of the task - acquisition, early
extinction/fear recall, and late extinction. We confirmed our hy-
pothesis that psilocybin accelerates and enhances the recruit-
ment of an extinction-associated ensemble, particularly in drug-
responsive animals. To our surprise, we found that fear extinction
was also associated with an acute, robust suppression of fear-as-
sociated neurons during psilocybin administration. These effects
on neural activity predicted extinction, and a computational
model revealed that this inhibition is in fact sufficient to explain en-
hanced recruitment in extinction-associated neurons as well as
behavioral variability. Taken together, these results support two
mechanisms of psilocybin-enhanced fear extinction in the RSC,
based on opposing forms of plasticity, which act in concert to re-
duce behavioral inflexibility.

Results.

Psilocybin enhances Trace Fear Extinction (TFC) extinc-
tionin aresponsive subpopulation of mice.

Mice underwent a five-day TFC paradigm, with one Habitua-
tion, one Acquisition, and three Extinction Sessions (Fig. 1a).
Freezing was measured in ezTrack’™ as percent of time immobile
during the trace period. Mice were administered psilocybin (1.0
mg/kg, i.p.) or saline 30 min before Extinction 1. This time-point
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was chosen as psilocybin-induced head twitches, the behavior
taken as a proxy for the subjective effects in animals, peak around
15 min and last for up to 150 min“2. Both groups froze significantly
more during the first trace period of Extinction 1 than baseline, in-
dicating successful TFC acquisition (Supplementary Fig. 1e,
Supplementary Table 1). Psilocybin did not affect recall during
Extinction 1, defined as freezing in the first half of the session (Fig
1b, Supplementary Table 1). Nonetheless, psilocybin mice re-
duced freezing more quickly during Extinction 1, indicating that
psilocybin acutely accelerated fear extinction. (Supplementary
Fig 1a, Supplementary Table 1) Psilocybin significantly reduced
freezing during early Extinction 2, indicating enhanced extinction
recall. By Extinction 3 there was no significant difference between
groups, nor at a one-month follow-up (Fig. 1b, Supplementary
Fig. 1a,f, Supplementary Table 1). Overall, there was no differ-
ence between males and females in either condition (Supple-
mentary Fig. 1b,c, Supplementary Table 1).

The extinction rate was calculated as the percent difference
between freezing in late Acquisition and late Extinction 3. We
chose this definition to circumvent the confounding variable of
drug-induced changes in mobility during Extinction 1. Notably,
there was a trend towards psilocybin-enhanced extinction rate,

with a skewed distribution of extinction rates in psilocybin and sa-
line groups (Fig. 1c, Supplementary Table 1). As extinction rate
was one of our primary outcomes, mice that had extinguished >50%
of their late Acquisition freezing by late Extinction 3 were classi-
fied as rapidly extinguishing and all others as slowly extinguishing.

Intriguingly, psilocybin-administered rapidly extinguishing
mice reduced freezing more quickly than all other groups (Fig. 1d,
Supplementary Table 1). This effect was greatest during early
Extinction 2, suggesting psilocybin particularly enhanced recall of
extinction memory. In contrast, freezing in slowly extinguishing
mice was unaffected by treatment (Fig. 1d, Supplementary Table
1). There was the same proportion of rapid and slow extinguishing
mice in each group (Fig. 1e).

To determine whether there was subpopulation of psilo-
cybin non-responsive mice or whether it is always the case that
mice that freeze more during recall extinguish slowly, we asked if
freezing during the psilocybin’s acute effects in Extinction 1 would
predict extinction class. (Fig. 1f,g left, Supplementary Table 1)
Interestingly, the percent freezing during late Extinction 1 pre-
dicted classification as either rapidly or slowly extinguishing only
if mice were administered psilocybin (auROC = 0.9176, p =
0.0054), but not saline (auROC = 0.6488, p = 0.2225). Indeed,
freezing in psilocybin rapid-extinguishers was significantly lower
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Figure 1 | Psilocybin enhances TFC extinction in a responsive subpopulation of mice.

a. Diagram of five-day TFC experiment. Right-hand panels depict conditioned and unconditioned one parameters. b. Average % time freezing during
trace period in the first and last 3 trials of each day (“Early,” “Late” respectively) in saline and psilocybin-administered mice (black and purple respec-
tively, n=25 each). Dots are individual animals. Two-Way ANOVA with Sidak multiple comparisons correction (Supp. Table 1, rows 1-5) ¢. Extinction rate
calculated as the difference between freezing during late Acquisition and late Extinction 3 divided by freezing during late Acquisition. Red line indicates
-50% threshold distinguishing rapidly- from slowly-extinguishing mice. Unpaired t-test. (Supp. Table 1, rows 6) d. Same as B; treatment groups subdi-
vided into rapid- and slow-extinguishing mice (light colors, rapid; dark colors, slow). Two-Way ANOVA with Sidak multiple comparisons correction.
(Supp. Table 1, rows 7-11) e. Pie charts describing breakdown of rapid- and slow-extinguishing mice within treatment groups. f. Left: Logistic regression
predicting extinction rate based on % time freezing during early Extinction 1 during acute drug treatment in saline-administered mice. Right: Direct com-
parison of % freezing over time between saline rapid- and slow-extinguishing mice. 2-Way ANOVA. (Supp. Table 1, rows 12-13) g. Same as F for psilo-
cybin-administered mice. (Supp. Table 1, rows 14-15) Data are mean + SEM. * p < 0.05, **p < 0.01, ***p < 0.001, *** p < 0.0001.
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than slow-extinguishers during acute psilocybin administration
and consistently throughout the subsequent days. On the other
hand, saline rapid- and slow-extinguishers are only differentiated
at the timepoints used to define the classes, suggesting there
were no pre-existing distinctions between the groups. Thus, we
identified two classes of psilocybin-responsive versus non-re-
sponsive mice, hereon referred to as “responders” and “non-re-
sponders” respectively.

Miniscope-implanted mice acquire and extinguish TFC.

To explore the neurophysiological correlates of psilocybin-
enhanced TFC extinction, single cell calcium activity was rec-
orded inthe RSC of saline and psilocybin mice. Mice were injected
with AAV9-hSyn-GCaMP8m in the RSC and two weeks later im-
planted with a 1.0 mm diameter, gradient refractive index (GRIN)
lens over the injection site (Fig. 2a B). After 2-5 weeks, mice were
trained in the same TFC task (Fig. 2¢). Calcium traces were ex-
tracted using CNMF-E in the Inscopix Data Processing Software
API and post-processed (Fig. 2d). Across the entire TFC imaging
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Figure 2 | RSC neurons are modulated over TFC extinction in psilocybin- and saline-administered mice.

a. Representative image of AAV8-syn-GCaMP8m-WPRE expression (green) and nuclei (grey) in RSC under GRIN lens tract. b. Cell masks of imaged
neurons during one session from same mouse. ¢. Image of behavioral set-up during an extinction session. Example frame of freezing mouse. d. Ex-
ample traces of neurons recorded during behavior in dF/F in same mouse. e. Left: Representative image from Ca?*-imaging video in the same mouse.
Right: Cell masks of each recorded neuron in each session, overlayed with masks of longitudinally registered cells. f. Left: Percent of time freezing
during each trial in responders (n=7 mice), non-responders (n=7 mice), and saline mice (n=7 mice). Two-Way ANOVA. (Supp. Table 1, rows 16-20)
Right: Extinction rate. Unpaired t-test. (Supp. Table 1, row 21). g. Average activity in each neuron over all trials from each session, normalized to base-
line before one onset and aligned to shock. Top: Responders (n=460 neurons), Top middle: Non-responders (n=357 neurons), Bottom middle: rapid
saline (n=241 neurons), Bottom: slow saline (n=116 neurons). h. Top: Number of unique cells accepted over all sessions in each animals. Bottom:
Number of longitudinally registered neurons in each animal. i. Example traces of tone-, trace-, shock, and tone+trace-responsive neurons (top to
bottom). Vertical scale bar = 2dF/F, horizontal scale bar = 5 sec. j. Fraction of tone-responsive cells in each group over each day. Two-Way RM
ANOVA. (Supp. Table 1, row 22) k. Fraction of trace-responsive cells in each group over each day. Two-Way RM ANOVA. (Supp. Table 1, row 23) L.
Fraction of shock/omission-responsive cells in each group over each day. Two-Way RM ANOVA. (Supp. Table 1, row 24) m. Fraction of one-respon-
sive neurons that are also trace-responsive cells in each group over each day. Two-Way RM ANOVA. (Supp. Table 1, row 25) n. Fraction of one-
responsive cells that are one-responsive for 1-5 days in each animal. Two-Way RM ANOVA. (Supp. Table 1, row 26) o. Fraction of trace-responsive
cells that are trace-responsive for 1-5 days in each animal. Two-Way RM ANOVA. (Supp. Table 1, row 27) p. Average freezing encoding of neurons in
each group over each day (auROC, Two-Way ANOVA). (Supp. Table 1, row 28) q. Representative traces of freezing-encoding neurons in 1 animal
sorted from greatest to least (bottom to top) auROC. Data are represented as mean + SEM. *p < 0.05, ** p < 0.01, ***p < 0.001, **** p < 0.0001.

4 | Rogers, Heller, and Corder. bioRxiv. 2024


https://doi.org/10.1101/2024.02.04.578811
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2024.02.04.578811; this version posted May 15, 2024. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

protocol, 11-160 RSC neurons per animal (median = 46) were lon-
gitudinally registered across all days (Psilocybin responders =
460 total neurons; Psilocybin non-responders = 350 total neurons;
Saline rapidly-extinguishing mice = 241 total neurons; Saline
slowly-extinguishing mice = 116 neurons total; Fig. 2e,g;h).
Miniscope placements were validated in all mice (Supplemen-
tary Fig. 2).

All miniscope mice successfully acquired TFC and were sub-
sequently split into psilocybin (1.0 mg/kg; i.p.; n=14 mice) and sa-
line (n=7 mice; Fig. 2f left, Supplementary Table 1). Miniscope
implanted mice extinguished less robustly than surgically naive
mice, indicating an impact either of head trauma or chronic stress
post-implantation on TFC extinction (Fig. 2f right, Supplemen-
tary Table 1). Nonetheless, by Extinction 3, a subset of psilocybin
responders emerged. Seven of fourteen psilocybin-treated mice
andthree of seven saline-treated mice extinguished their freezing
by over 50% (Fig. 2f, Supplementary Table 1).

RSC neurons are modulated over TFC training.

To determine changes in the task-relevant response proper-
ties of RSC neurons, fractions of tone-, trace, shock-, and
tone+trace-responsive neurons were measured each day (Fig.
2i). Fractions of tone- or trace period-upregulated neurons were

not significantly affected over time in any treatment group and in
general varied between 10-30% of neurons (Fig. 2j,k, Supple-
mentary Table 1). ~40% of recorded RSC neurons were shock-
responsive neurons (Fig. 21, Supplementary Table 1). On aver-
age, ~50% of tone-responsive neurons on a given day were also
trace-responsive on the same day, suggesting a high degree of
overlap of activated neurons between different periods in a trial
(Fig. 2m, Supplementary Table 1). There was a large rate of turn-
over in tone- and trace-responsive neurons between days, with
~75% of tone- and ~60% trace-responsive neurons maintaining
their responsiveness for only 1 day and about ~25% and ~30% re-
spectively for 2 days across groups (Fig. 2n,0, Supplementary
Table 1).

Similar proportions of all neurons recorded were responsive
to various stimuli on each day, indicating that the longitudinally
registered neurons subsequently used for analysis comprise a
sufficiently representative sample of all recorded neurons. (Sup-
plementary Fig. 2c-j, Supplementary Table 1). Within days, the
proportion of total shock- and stable tone-and-trace responsive
neurons during Extinction 1 positively correlated with freezing in
early Extinction 3 in psilocybin mice, and suppressed shock-re-
sponsive neurons during Extinction 1 correlated with freezing in
early Extinction 3 in saline mice, suggesting that neural response
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Figure 3 | Psilocybin alters dynamics and encoding of freezing behavior.
a. Total number of freezing bouts per session. (Left to right, Black = Habituation, Red = Acquisition, Yellow = Extinction 1, Green = Extinction 2, Blue =
Extinction 3). Two-way ANOVA. (Supp. Table 1, rows 29-33). b. Median bout length per session in frames. Two-way ANOVA. (Supp. Table 1, rows
34-38). ¢. Representative average trajectories of motion-to-freezing (blue line, bout start) and freezing-to-motion (red line, bout end) transitions in
the first two PCs, from two seconds before to two seconds after transition. (Black point = time of transition, red points = starting and ending points in
motion, blue points = starting and ending points in freezing) A dashed line is drawn between the two transition points. d. Average Euclidean distance
in PC space between each pair of points in motion-to-freezing and freezing-to-motion trajectories in the first three PCs on each day. Dashed line
indicates time of behavioral transition. Shaded areas are SEM. e. Mean distance in PC space between bout start and bout end over the four-second
time window between trajectories. Two-way ANOVA. (Supp. Table 1, rows 39-43). f. Median absolute value of d-prime between motion and freezing
in all recorded neurons on each day. Two-way ANOVA. (Supp. Table 1, rows 44-48). g. Linear regression of distance in PC space between trajecto-
ries (Fig. E, right) and % trace period freezing in late Extinction 3 in psilocybin (top) and saline mice (bottom). (Supp. Table 1, rows 49-50). Data are

mean = SEM.*p £ 0.05,* p <0.01, ** p <0.001, ****p < 0.0001.
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properties during Extinction 1 may be related to behavioral ex-
tinction across groups.

Psilocybin alters dynamics and encoding of freezing be-
havior.

The RSC was host to many neurons encoding freezing behav-
ior in every session (Supplementary Fig. 2b, Supplementary Ta-

In non-longitudinally registered neurons, transitions from
freezing to motion and vice versa were robustly encoded in the
first 3 PCs of RSC activity (Fig. 3c). Average Euclidean distance
from freezing-to-motion and motion-to-freezing trajectories
tended to be stable within this time window. However, distance
greater during Extinction 1 in rapidly compared to slowly extin-
guishing saline mice, a difference occluded by psilocybin (Fig. 3d,
Supplementary Table 1). Accordingly, single cell discriminability

ble 1). Interestingly, the average freezing encoding of individual
neurons increased during Acquisition, suggesting that RSC neu-
rons preferentially encode acute fear-related freezing (Fig. 2p,q,
Supplementary Table 1). Behaviorally, psilocybin significantly
reduced bout number and increased bout length acutely during
Extinction 1 without affecting total freezing time, indicating an ef-
fect of psilocybin treatment on the ability to maintain sustained
freezing (Fig. 3a,b, Supp Fig. 3, Supplementary Table 1). This
could be due to an interruption of attention to or recall of fear cues.

between freezing and motion, in terms of the population’s median
magnitude of d-prime, was suppressed by psilocybin (Fig. 3e,
Supplementary Table 1). Interestingly, population freezing was
subsequently enhanced in responders during Extinction 3 and
predicted freezing levels in psilocybin but not saline mice (Fig.
3d,f, Supplementary Table 1). Thus, while RSC discriminability
between motion and freezing during Extinction 1 is enhanced in
rapidly extinguishing mice, psilocybin acutely suppresses this
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Figure 4 | Tensor Component Analysis (TCA) captures evolution of RSC through different task-relevant states over learning.
a. Representative rank-5 TCA model of neural activity over RSC in one mouse. Rows correspond to unique components of neural activity and col-
umns correspond to temporal, neuron, and trial factors. Values in each panel correspond to the factor loadings, or weights, of each component at
each time, cell, and trial in the given component. Pink dashed line over temporal factors indicates time of conditioned one delivery, and lightning bolt
indicates time of shock-delivery. Gradients over the trial factor indicate session of trials (Black = Habituation, Red = Acquisition, Yellow = Extinction
1, Green = Extinction 2, Blue = Extinction 3). Trial weights are color coded according to the animals % time freezing in each trial (dark blue = 0%,
bright yellow = 100%). b. Normalized trial factor weights for each component, averaged within groups. Two-Way RM ANOVA. (Supp. Table 1, rows
51-55). ¢. Validation of choice of rank-5 model. Left: Four TCA models at each of ranks 1-10 were generated on neurons pooled from all psilocybin
administered animals and their reconstruction error (pink) and model similarity (blue) plotted against each other. Rank-5 was chosen by minimizing
reconstruction error while maximizing model similarity (black dashed line). (Supp. Table 1, row 56) Right: Reconstruction error (solid colors) and
similarity (checkered colors) in individual animals. (Supp. Table 1, row 57) Ordinary One-Way ANOVA with Tukey multiple comparisons correction.
d. Trial weights of dominant factor during a given session divided by those of each other factor, summed over sessions, calculated over 100 itera-
tions of TCA on real data from each group and TCA models generated on 100 shuffles of the data. Data was shuffled over cells at each individual
timepoint to preserve all temporal and trial dynamics of activity that could lead to session discriminability. Multiple unpaired t-tests. P<0.0001 for all
comparisons. (Supp. Table 1, row 58) e. Linear regression trial factor value of each of 5 components and trial-by-trial freezing across all 5 days (R?).
Significant values are filled and non-significant values are hollow. One-sample t-test. (Supp. Table 1, rows 59-60) f. Linear regression of relative
strength of each component during each session and extinction rate in all mice (R?). Numbers are linear coefficients. Stars indicate where slope is
significantly non-zero. (Supp. Table 1, row 61-65) g. Data in D for the Extinction 3-dominant component during Extinction 3. (Supp. Table 1, rows 66)
*P £0.05,* p<0.01,**p < 0.001, **p < 0.0001
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neural discriminability preceding its rebound 48 hours later in re-
sponders. Psilocybin therefore interrupts freezing behavior and
encoding in mice.

Tensor component analysis reveals evolution of RSC
through different states over fear and extinction learning.

We hypothesized that psilocybin induces the rapid recruit-
ment of a novel Extinction associated ensemble in the RSC during
Extinction 1 that persistently drives RSC activity during future ex-
tinction sessions. Enhanced extinction could also arise from psil-
ocybin-mediated suppression of specific ensembles associated
with the fear learning and memory. To identify ensembles associ-
ated with TFC acquisition and extinction, we employed an unsu-
pervised dimensionality reduction technique developed by Wil-
liams et al., 2018 called Tensor Component Analysis (TCA) that
can be used to group neurons into functional ensembles defined
by their within- and across-trial dynamics ”® (Fig. 4a).

To determine the appropriate model rank for analysis, TCA
was run on cells pooled from all animals in each treatment group
to calculate model reconstruction error and similarity as a func-
tion of increasing model rank. The elbow method revealed that
models of rank 5 were most appropriate for subsequent analysis,
and such models were generated for individual animals (Fig. 4c)
Across animals, rank 5 models did not identify within-trial tem-
poral dynamics beyond shock-responsiveness (Supplementary

Fig. 3a-e, Supplementary Table 1). They did, however, cluster tri-
als from the same session, identifying RSC dynamics driving dis-
tinct phases of TFC acquisition and extinction (Fig. 4a,b).

To eliminate the possibility that trial clustering was due to
changes in recording quality between days or cell misalignment,
100 iterations of TCA on the real data from each group were com-
pared to TCA models of 100 shuffles of the neural activity. Neural
activity was shuffled by cells at each timepoint, such that the av-
erage activity over time and trials was preserved. This way, differ-
ences in between- and within-trial temporal dynamics of the en-
tire population would be entirely conserved, but the ensembles
driving those differences would be abolished.

To calculate the session discriminability of the real and shuf-
fled TCA models, we exploited the clustering of trial factor weights
within a given session, yielding a dominant component for each
session. In a model of rank R, for component rin session s with
mean trial weights w, the relative strength of each component.
The model's subsequent session discriminability index were cal-
culated as:

Strength, ; =
1 Wr,s

N
Session discriminability = Z max (Strengthy)
1
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Figure 5 | Turnover in the dominant neural ensembles driving RSC dynamics predicts fear extinction.

a. Choosing Acq-, Ext1-, and Ext3-dominant neurons (red, yellow, and blue, respectively). Left: The fraction of neurons included in the ensemble at
various thresholds across animals (mean, SEM) and the neuron factor weights of each neuron in each component in a representative animal. Neu-
rons crossing the chosen threshold of w=1 are indicated by enhanced opacity. Middle: Schematic of the overlaps between these neurons, yielding
Acq-Only, Acg/Ext1, Ext1-Only, Ext1/Ext3, Ext3-Only, Acq/Ext3, and Acg/Ext1/Ext3. Ensembles are denoted by the corresponding ROYGBIV color
code throughout the figure. Right: Example traces. b. Pie charts describing the average overlap of the Acq-, Extl, and Ext3-dominant ensembles
(top, middle, bottom) in rapidly and slowly extinguishing saline-administered mice. Numbers are mean + SEM. Stars indicate comparisons between
each psilocybin group and saline. Chi-square test. (Supp. Table 1, rows 67-69). c. Linear regression of the fraction of Acq/Ext1/Ext3 neurons and
extinction rate in saline mice. (Supp. Table 1, row 70). d. Top: z-score activity in individual Ext3-only neurons in each ensemble from Acquisition.
Wilcoxon rank-sum to test if change is different from zero. Bottom: Same data displayed as mean + SEM. Two-way RM ANOVA to compare changes
over time and between groups. (Supp. Table 1, rows 71-72). e,f. Same as D for Acq/Ext1 and Acq/Ext1/Ext3. (Supp Table 1, rows 73-76).* p < 0.05,

**p<0.01,**p<0.001,*™* p<0.0001.

7 | Rogers, Heller, and Corder. bioRxiv. 2024


https://doi.org/10.1101/2024.02.04.578811
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2024.02.04.578811; this version posted May 15, 2024. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

When cells were shuffled to preserve the within- and across-
trial structure of the data, session discriminability was signifi-
cantly diminished in every group, rejecting the hypothesis that
same-session trial clustering was due to recording or registration
artifacts (Fig. 4d, Supplementary Table 1). In non-shock control
mice, who did not undergo any associative learning beyond neu-
tral sensory integration and context familiarization (i.e., no electric
shocks during Day 2 Acquisition), session discriminability was re-
duced, suggesting TCA identified task-relevant components of
RSC activity (Supplementary Fig. 5a-d, Supplementary Table 1).

In conditioned mice, the relative strength of each component
strongly also predicted freezing across and within their own ses-
sion with R2> 0.1 (Fig. 4e,f, Supplementary Table 1). The strength
of the Acquisition-dominant component during Acquisition and
Extinction 3 oppositely predicted freezing, while the Extinction 3-
dominant component during Extinction 3strongly predicted ex-
tinction rate across groups, suggesting the identification of fear
extinction related neural dynamics in the RSC by TCA (Fig. 49,

1.0 mg/kg psilocybin

Supplementary Table 1). These results confirm that the evolution
through unique dynamics across days is a learning-related pro-
cess in the RSC.

Turnover in the dominant neural ensembles driving RSC
dynamics predicts fear extinction.

The neuron factor weights returned by TCA were used to
identify ensembles driving the Acquisition-, Extinction 1-, and Ex-
tinction 3-dominant components of RSC activity in each mouse.
When simulated tensors for each animal populated with identi-
cally behaving neurons, the mean and median weights were w =
1.0694 and 1.0709 respectively, suggesting that, if all neurons
contributed equally, each neuron would be assigned w ~1 (Sup-
plementary Fig. 6d-g). Thus, w=1 was considered a reasonable
null hypothesis for the strength of a neuron’s participation in each
component, such that if a neuron’s weight was greater than 1,
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Figure 6 | Psilocybin bidirectionally modulates neural ensembles driving RSC dynamics during TFC in responders.

a. Pie charts describing the average overlap of the Acqg-, Ext1, and Ext3-dominant ensembles (top, middle, bottom) in responders, non-responders
and rapidly extinguishing saline-administered mice. Numbers are mean + SEM. Stars indicate comparisons between each psilocybin group and
saline. Chi-square test. (Supp. Table 1, rows 77-79) b. Accuracies of 100 Fisher decoders trained to predict responder status (left cloud, purple),
responders from rapidly extinguishing saline-administered mice (middle cloud, blue around grey), and non-responders from saline administered
mice (right cloud, red around grey). Grey clouds are the same decoders tested on shuffled class labels. Decoders were trained on activity during
Extinction 1 (top) and Extinction 3 (bottom). Right-hand panels accuracies of decoders trained on all seven ensembles as predictors. ¢. Top: z-score
activity in individual Acg-Only neurons in each ensemble from Acquisition. Wilcoxon rank-sum to test if change is different from zero. Bottom: Same
data displayed as mean + SEM. Two-way RM ANOVA to compare changes over time and between groups. (Supp. Table 1, rows 80-81) d-i. Same as
C for Ext1-Only, Ext3-Only, Acq/Ext1, Ext1/Ext3, Acg/Ext3, and Acq/Ext1/Ext3, respectively. (Supp. Table 1, rows 82-93) *p < 0.05, ** p < 0.01, ** p <

0.001, ****p < 0.0001
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then it was included in the ensemble. 40% of neurons met this cri-
terion for each ensemble, resulting in considerable ensemble
overlap (Fig. 5a,b, 6a, Supplementary Fig. 4a-c, Supplementary
Table 1). Ensemble overlaps are of interest as cells driving RSC
dynamics on both Acquisition and Extinction 1, for instance, might
in part comprise a neural substrate for a fear memory®:.

Intriguingly, although every combination of these ensembles
(Acq-Only, Ext1-Only, Ext3-Only, Acq/Ext1, Acq/EXt3, Ext1/Ext3,
and Acq/Ext1/Ext3) were represented rapid saline mice, slow sa-
line mice failed to recruit any new dominant neurons in Extinction
1, resulting in a large Acq/Ext1/Ext3 ensemble and smaller
Acq/Ext1 and Ext3-only ensembles (Fig. 5b, Supplementary Ta-
ble 1). Rapidly extinguishing mice recruited a new Extinction 1-
dominant ensemble and suppressed a portion of the Acquisition
dominant ensemble (19%, Acg-only neurons). However, slowly
extinguishing mice did neither until Extinction 3, where only 25%
of neurons were recruited compared to 55% in rapidly extinguish-
ing mice. The proportion of Acg/Ext1/Ext3 neurons strongly pre-
dicted extinction rate in saline mice, confirming the interpretation
that ensemble turnover is associated with effective fear extinc-
tion (Fig. 5¢, Supplementary Table 1).

Tracking the change in activity in these ensembles from Ac-
quisition revealed that slowly extinguishing mice display blunted
plasticity in the Ext3-only and Acq/Ext1 neurons compared to
rapidly extinguishing mice (Fig. 5d,e, Supplementary Table 1).
While Acq/Ext1/Ext3 neurons are significantly more activated
during Extinction 1 and Extinction 3, rapid mice display a strong
enhancement of Acg/Ext1 and Ext3-only activity during Extinc-
tion 1 and 3 respectively, while Acg/Ext1 neurons are maintained,
and Ext3-only neurons weakly enhanced in slowly extinguishing
mice. Instead, an enhancement Acq/Ext1/Ext3activity appearsto
be the defining feature of RSC activity in slow-extinguishing mice
(Fig. 5f, Supplementary Table 1). Thus, both in terms of neuronal
identity and activation, plasticity in dominant RSC ensembles ap-
pears to be a feature of effective TFC extinction.

Psilocybin enhances extinction-associated ensemble
turnover.

Both responders and non-responders exhibited high ensem-
ble turnover, in contrast to slowly extinguishing saline mice. To
investigate the effect of psilocybin on plasticity of RSC ensem-
bles, responders and non-responders are compared only to
rapid saline mice, due to the nonexistence of these ensembles in
slowly extinguishing mice. Ensemble overlaps significantly dif-
fered between psilocybin and rapid saline mice in most cases, but
not between responders and non-responders (Fig. 6a top, Sup-
plementary Table 1). The overlap between Acq-and Ext1-domi-
nant neurons was similar across all groups. Non-responders ex-
hibited the greatest proportion of Acq/Ext1/Ext3 neurons, while
rapid saline mice exhibited the greatest proportions of Acq/Ext1
and Acq/Ext3 neurons. Responders displayed the greatest pro-
portion of Acg-only neurons, the only ensemble defined by its
persistent suppression during both Extinction 1 and Extinction 3.
Though only a greater proportion of the Ext1-dominant ensemble
is defined by newly recruited neurons in psilocybin mice than in
rapid saline mice, (Fig. 6a middle). Psilocybin mice recruited dou-
ble proportion of Ext1/Ext3 neurons. Finally, while more neurons
were newly recruited in the Ext3-dominant ensemble in rapid sa-
line mice, similar proportions of neurons had been recruited after
Acquisition (Fig. 6a bottom, Supplementary Table 1). The pro-
portion of Ext1/Ext3 neurons comprising the Extinction 3-domi-
nant ensemble was triple that of saline mice in psilocybin mice.
Thus, psilocybin acutely accelerates a rapid turnover from fear

Acquisition-dominating neurons to a stable Extinction-dominant
population. This result is highly consistent with the hypothesis
that psilocybin both establishes and stabilizes novel neural en-
sembles. In non-shock controls, the proportion of Acq/Ext1 and
Acq/Ext1/Ext3 neurons was much smaller than in saline mice,
while there were more Ext1/Ext3 neurons. (Supplementary Fig.
5e-g, Supplementary Table 1). These result supports the hypoth-
esis that preferential overlaps of Acq/Ext1- and Ext1/Ext3-domi-
nant ensembles, in saline and psilocybin mice respectively, indi-
cate enhanced stability of fear acquisition- and extinction-related
ensembles over time.
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Figure 6 | Psilocybin induces long-term suppression of Acq-
dominant neurons and strong post-acute recruitment of Ext3-
dominant neurons in responders.

a. Example traces of Acg-dominant (top) and Ext3-dominant (bottom)
neurons during Extinction 1, and Extinction 3 in each group. b. Top: z-
score with respect to Acquisition of individual Acq-dominant neurons in
each ensemble during Extinction 1 and 3. Wilcoxon rank-sum to test if
median = 0. Bottom: Same data displayed as mean + SEM. Two-way RM
ANOVA to compare changes over time and between groups. Data are
represented as mean + SEM. (Supp. Table 1, rows 94-95) ¢. Same as B)
for Ext1-dominant neurons. (Supp. Table 1, rows 96-97). d. Same as B) for
Ext3-dominant neurons. (Supp. Table 1, rows 98-99) e. Multiple regres-
sion of z-score % freezing in late Extinction 3 on z-score from Acquisition
of activity of Acg-dominant neurons in Extinction 1 and Ext3-dominant
neurons in Extinction 3 in psilocybin (left) and saline mice (right). (Supp.
Table 1, rows 100-1) f. Mean * 95% confidence intervals of regression
coefficients. (Supp. Table 1, row 102) * p < 0.05, ** p < 0.01, *** p < 0.001,
*% 0 <0.0001
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Activity in neural ensembles predicts treatment and re-
sponder status.

Fisher linear decoders were trained to distinguish between
psilocybin responders, non-responders, or saline mice based on
the average activities of each identified ensemble during either
Extinction 1 or Extinction 3 (Fig. 6b, Supplementary Fig. 4d-e).
Decoders were trained to classify two groups ata time - respond-
ers vs. non-responders, responders vs. saline, non-responders
vs. saline to determine which ensembles varied with treatment,
extinction class, or both.

During Extinction 1, when psilocybin mice were under acute
influence of the drug, the Ext3-Only and Ext1/Ext3 ensembles
specifically distinguished both groups of psilocybin mice from sa-
line mice, suggesting that psilocybin affected activity in these en-
sembles in a behavior-nonspecific fashion (Fig. 6b top). The
Acq/Extl and Acq/Ext3 ensembles discriminated between all
groups, suggesting that psilocybin’s acute effects on these neu-
rons can predict future behavioral change. The Acq/Ext1/Ext3en-
semble only dis criminated between responders and the other
two groups, suggesting that, while this ensemble is not determi-
nately affected by psilocybin, altered activity in this ensemble dur-
ing psilocybin administration may enhance future behavioral
change. The Acg-Only ensemble significantly distinguished non-
responders from the other two groups, suggesting that altered
activity in this ensemble under psilocybin may block future behav-
ioral change. During Extinction 3, the Ext3-Only ensemble came
to distinguish all three groups (Fig. 6b bottom). These results sug-
gest that psilocybin acutely alters dynamics in these neurons
acutely and post-acutely in a manner predicting behavior.

When models were trained on all seven ensembles as predic-
tors, they predicted treatment and responder status with > 95%
accuracy on all 100 iterations for each pair (Fig. 6b right). Classi-
fication between all three groups verified these results (Supple-
mentary Fig. 4e-f). The ability of many ensembles to distinguish
responder status during Extinction 1 suggests that neural activity
in the RSC during psilocybin exposure may be a crucial determi-
nant of therapeutic-like response 48 hours later.

Acute suppression of Acg-dominant neurons and de-
layed recruitment of Ext3-dominant neurons predict
psilocybin-enhanced extinction.

To explore the development of the distinctive predictive char-
acteristics of each ensemble, we calculated how the activity of
each neuron in these ensembles changed from the Acquisition
session. Acq-Only neurons were suppressed during Extinction 1
and Extinction 3 in all groups, but significantly less so in non-re-
sponders, suggesting that the suppression of this ensemble dur-
ing early extinction may affect the pace of fear extinction in mice
(Fig. 6c, Supplementary Table 1). Ext1-Only neurons were po-
tentiated in all groups during Extinction 1, but only remained sig-
nificantly greater than zero during Extinction 3 in responders (Fig.
6d, Supplementary Table 1).

However, this ensemble had limited predictive abilities re-
garding both responsiveness and treatment, weakening the
claim that this difference is crucial for psilocybin’s effects on TFC
extinction. Ext3-Only neurons were strongly recruited in all
groups in Extinction 3, but significantly more greatly in responders,
suggesting that this enhanced activation of Ext3-Only neurons 48
hours after drug administration may drive enhanced TFC extinc-
tion in responders (Fig. 6e, Supplementary Table 1).

Acq/Ext1 neurons were significantly suppressed during Ex-
tinction 1 in responders, unchanged in non-responders, and en-
hanced in rapidly extinguishing mice, underlying this ensembles’
ability to distinguish between all three groups (Fig. 6f, Supple-
mentary Table 1). This result suggests that, although psilocybin
results in the suppression of Acg/Ext1l neurons 48 hours after
drug administration in both responders and non-responders, it
may only ultimately enhance extinction when Acq/Ext1-dominant
neurons are suppressed during acute drug effects. The Acgq/Ext3-
dominant ensemble was significantly suppressed in Extinction 1
in allanimals, and subsequently strongly potentiated with respect
to Acquisition levels in Extinction 3 in responders and rapid saline
mice, suggesting that these neurons were suppressed during
acute drug effects and subsequently re-recruited in responders
(Fig. 6g, Supplementary Table 1). Likewise, the Ext1/Ext3-domi-
nant ensemble was potentiated across days with respect to Ac-
quisition in all groups, but most greatly in rapid saline mice, poten-
tially compensating for its reduced numbers in saline mice (Fig.
6h, Supplementary Table 1). Finally, the Acq/Ext1/Ext3ensemble
driving activity in all three sessions was suppressed during Ex-
tinction 1 in responders but potentiated in non-responders and
saline mice (Fig. 6i, Supplementary Table 1). This result suggests
that acute suppression of this ensemble during psilocybin admin-
istration may enhance the likelihood of enhanced TFC extinction.

For a holistic picture of these results, one can consider the en-
tire Acg-, Ext1-,and Ext3-dominant ensembles. In saline mice, the
Acg-dominant ensemble is persistently active at Acquisition-like
levels throughout Extinction, regardless of extinction rate (Fig. 7b,
Supplementary Table 1). This result is specific to TFC-trained
mice, as opposed to non-shock mice, indicating the persistence
of a potential substrate for fear memory throughout extinction in
saline mice (Supplementary Fig. 5h, Supplementary Table 1). In
contrast, psilocybin persistently suppresses the Acg-dominant
ensemble, strongly in responders and weakly in non-responders
(Fig. 7b, Supplementary Table 1). The Ext1-dominant ensemble
is potentiated throughout extinction in all groups, though most in
rapid mice due to the lack of inhibition of overlapping Acq-domi-
nant neurons, unlike psilocybin mice, and the presence of newly
recruited neurons, unlike slowly extinguishing mice (Fig. 7¢, Sup-
plementary Table 1). Finally, recruitment of the Ext3-dominant
ensemble more greatly in saline mice than non-shock controls,
suggesting that heightened activity in novel RSC ensembles is a
feature of TFC extinction (Fig. 7d, Supplementary Table 1). How-
ever, the Ext3-dominant ensemble is most greatly recruited in
both responders and rapidly extinguishing saline mice, suggest-
ing that this recruitment is a fixed feature of effective fear extinc-
tion in the RSC, regardless of treatment. However, its recruitment
was enhanced in psilocybin responders compared to rapid saline
mice. Critically, these results were robust to varying the factor
loading thresholds determining a neuron’s ensemble member-
ship (Supplementary Fig. 6a-c, h).

To determine the relationship between changes in neural ac-
tivity and behavior, we regressed percent time freezing in the last
half of Extinction 3 on the change in neural activity of the Acq-
dominant ensemble during Extinction 1 and the Ext3-dominant
ensemble of Extinction 3. (Fig. 7e,f) We found that these variables
both significantly and oppositely predicted freezing in psilocybin
mice but not saline mice. Thus, psilocybin may enhance TFC ex-
tinction in animals by bidirectionally modulating ensembles un-
derlying distinct phases of TFC.
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A computational model of a two-ensemble RSC microcir-
cuit explains psilocybin’s effects.

Acg-dominantneurons are largely shock-responsive (Fig. 8a).
Ideally, to test their causal influence on psilocybin-enhanced ex-
tinction, we would capture and manipulate this functional ensem-
ble, with methods such as TRAP or scFlare paired with opto- or
chemogenetics. These approaches require that the targeted

Response properties of Acg-Dominant neurons during Acg:

Response properties of Ext3-Dominant neurons throughout Extinction:

neurons have largely homogenous and stable response proper-
ties, distinct from the general population, across trials. However,
we found that most neurons significantly respond to the shock on
only 1-3 of the total 8 trials (Supplementary Fig. 7a,d). Importantly,
on each trial, the set of shock-responsive neurons only overlaps
by 30-40% with any other trial (Supplementary Fig. 7b), while a
similar proportion of the general population are also shock re-
sponsive (Supplementary Fig. 7c). Thus, this functional popula-
tion does not meet the criteria necessary for these techniques, as
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Mean inhibition of Acg-dominant neurons
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TRAP or scFlare tagging would be nonspecific and insensitive to
Acg-dominant neurons with trial-varying response properties.

Therefore, to determine whether inhibition of the Acq-domi-
nant ensemble by psilocybin could be sufficient to explain either
enhanced recruitment of the Ext3-dominant ensemble and/or be-
havioral variability in extinction, we built a linear-nonlinear firing
rate model of a hypothesized RSC microcircuit. Each of the two
ensembles was modeled with ten recurrently connected units un-
dergoing Hebbian plasticity, with heterogeneous response prop-
erties mimicking the real data. These included eight shock re-
sponsive units in the Acg-dominant ensemble and five shock
omission-responsive units in the Ext3-dominant ensemble (Fig.
8a,b). Crucially, each ensemble inhibited the other. Psilocybin
was simulated as varying amounts of direct synaptic inhibition
ranging between 0 and 1.

The average activity of the Acg-dominant units spiked during
each shock-delivery and increased over Acquisition (Fig. 8c). Un-
der no and low amounts of psilocybin inhibition, Acg-dominant
units also spiked during the first trial of Extinction 1 before gradu-
ally reducing their activity over time, demonstrating successful
modeling of fear conditioning (Fig. 8c, panels 1 & 2). Subse-
quently, the shock-omission-sensitive Ext3-dominant ensemble
elevated its activity over Extinction. This result demonstrates that
the recruitment of Ext3-dominant neurons over extinction is a fea-
ture of this mutually inhibitory circuit, as our data suggest.

At the highest dose of inhibition and in the positive control
case of entirely ablating inputs to the Acg-dominant ensemble,
the conditioned response of the Acg-dominant ensemble during
Extinction 1 is eliminated and activity of the Ext3-dominant en-
semble is enhanced in Extinction 3 (Fig. 8c, panels 3 & 4). There-
fore, inhibition of Acq-dominant ensembles is sufficient to explain
enhanced recruitment of Ext3-dominant neurons.

To determine whether the assumptions in this model are nec-
essary for its validity, we assessed the activity changes of the en-
semble while systematically varying underlying assumptions
about the circuit's architecture (Fig. 8d). Importantly, for the
model to be valid, the case of no inhibition must account for saline
mice who undergo recruitment of Ext3-dominant ensemble with-
out inhibition of the Acg-dominant. This criterion rules out every
case otherthan ourfullmodel, where Acg- and Ext3-dominanten-
sembles are defined as excitatory populations that mutually in-
hibit one another.

To determine how well our full model explains our results, we
plotted the activity of the Ext3-dominant ensemble during Extinc-
tion 3 as a function of that of the Acqg-dominant ensemble during
Extinction 1 alongside the average values of each mouse (Fig. 8e).
The model predicts that there is a nonlinear relationship between

inhibition of Acq-dominant neurons and recruitment of Ext3-dom-
inant neurons, comprised of a shallow quasi-linear part ranging
over lower inhibition and a steep quasi-linear part ranging over
greater inhibition. To determine which partfits psilocybin or saline
data, we calculated the slopes of these lines and the mean
squared error (MSE) to our real data (Fig. 8f) We found that while
both parts strongly fit the psilocybin data, they more weakly fit the
saline data, as expected. Compellingly, while the high inhibition
partfit the psilocybin data best (MSEhigh inhibition = 1.5127, MSEiowinhi-
bition = 1.8298), the low inhibition part fit the saline mice better
(MSEhighinhibition = 5.2465, MSEiowinnibiton = 2.9801). These results are
consistent with our observations that 1) inhibition of Acg-domi-
nant ensembles is only partially present in rapid mice, while itis a
consistent phenomenon in psilocybin mice (Fig. 6c-i) and 2) de-
gree of inhibition of Acqg-dominant neurons is only related to de-
gree of subsequent recruitment of Ext3-dominant neurons in psil-
ocybin mice (Fig. 7b-d).

Finally, to determine whether the model explains the distribu-
tion of behavioral variability of freezing in late Extinction 3, we cal-
culated the simulated z-score % freezing using the multiple re-
gression model from Fig. 7e,f (Fig. 8g). Indeed, we found that the
steep, high inhibition part of the model explains the reduction of
freezing in responders as a function of mean inhibition of the Acg-
dominant ensemble and the failure do so in non-responders, with
the predicted freezing lying within a standard deviation of the
mean values for each group.

Discussion.

In this study, we combined in-vivo single cell calcium imaging
of cortical ensembles with behavioral pharmacology to elucidate
the neural correlates of psilocybin-enhanced extinction. The ex-
istence psilocybin-responsive and non-responsive subpopula-
tions of humans and rats has been the subject of recentinvestiga-
tion?87%, Here, we report for the first time that mice are divided into
psilocybin responsive and non-responsive groups with respectto
post-acute enhancement of TFC extinction. In drug-responsive
animals, psilocybin enhances expression of extinction 24 and 48
hours later. In non-responsive animals, psilocybin has no effect
on behavior compared to extinction rate-matched saline animals.
Acutely, psilocybin increased freezing bouts while decreasing
freezing length, suggesting an acute disruption of attention or re-
call processes. In miniscope-implanted mice, these behavioral
changes were accompanied by a reduction of single cell and pop-
ulation-level discriminability between freezing and motion, rais-
ing the intriguing possibility that psilocybin could acutely impair
the perception of self-motion. Freezing-encoding then recovered

Figure 8 continued | A computational model of a two-ensemble RSC microcircuit explains psilocybin’s effects.

a. Fractions of tone, trace, and shock responsive neurons in the Acqg-dominant ensemble during Acquisition (top) and Ext3-dominant neurons over
all extinction sessions. b. Diagram of computational model of Acq- and Ext3-dominant ensembles and learning function. ¢. Average activity of en-
sembles over each simulation of the full model with no simulated psilocybin (first panel), low psilocybin simulated as direct synaptic inhibition to
Acg-dominant units (second panel) during Extinction 1, high psilocybin during Extinction 1 (third panel), and with all synaptic input to the Acg-dom-
inant units ablated during during Extinction 1 (last panel). d. Z-score with respect to Acquisition of Acq-dominant neurons during Extinction 1 (left)
and of Ext3-dominant neurons during Extinction 3 (right) over multiple conditions: the full model (black), without shock-omission sensitive neurons
(yellow), without inhibition of Acq-dominant units by Ext3-dominant units (deep blue), without inhibition of Ext3-dominant units by Acqg-dominant
units (deep red), without mutual inhibition (purple), if Acg-dominant units were inhibitory interneurons (pink), if Ext3-dominant units were inhibitory
interneurons (green), if all units were inhibitory interneurons (brown). Mean values of real data are plotted to the right of each plot. e. Real and
simulated z-score with respect to Acquisition of Ext3-dominant neurons during Extinction 3 plotted as a function of Acg-dominant neurons during
Extinction 1. Simulated data (purple), responders (blue), non-responders (red), rapid mice (gray), and slow mice (black). f. Mean squared error (MSE)
of the real data (rows) from the simulated data (columns) in E. g. Simulated z-score freezing late Ext3 in model as a function of amount of synaptic
inhibition (purple). Average freezing and average inhibition of Acg-dominant neurons in responders (blue) and non-responders (red). Error bars and

clouds are SD.
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in Extinction 3 and predicted freezing in psilocybin mice, suggest-
ing that recovery of freezing encoding is a biomarker of effective
psilocybin-modulated fear extinction.

We used TCA to identify trial-varying components of neural
activity associated with fear extinction and putative task-relevant
ensembles’. Consistent with the hypothesis that the RSC prefer-
entially encodes the cognitive or behavioral context associated
as opposed to explicit sensory events, the trial factor weights of
these components tended to cluster trials from the same session
without clear organization of the temporal factor weights across
animals, a characteristic significantly reduced in non-shock con-
trols. As the RSC is also involved in contextual fear conditioning
and may therefore exhibit similar neural correlates in both paired
and unpaired conditioning protocols, non-shock controls isolate
fear acquisition- and extinction-related signals from those asso-
ciated with neutral contextual novelty, exploration, and integra-
tion3-71,

The RSC generates, hosts, and updates engrams for consoli-
dated fear and extinction memory. For instance, freezing can be
evoked in a novel context by optogenetically reactivating RSC-
tagged neurons that were initially active during fear learning in
another context (i.e., akin to the Acquisition session responsive
cells)®1%8. In the present study, candidate neurons for engrams re-
lated to fear recall and extinction should be comprised of overlaps
between the Acqg-, Exti-, and Ext3-dominant ensembles, such
that a subset of Acq/Ext1 and Acq/Ext1/Ext3 ensembles partici-
pates in a fear engram, while a subset of Ext1/Ext3 or Ext3-only
neurons comprise an extinction engram. The behavioral rele-
vance of these ensembles is demonstrated by accurate decoding
between responders, non-responders, and rapid saline-treated
mice based on each ensemble’s activity.

Consistent with previous findings and as the RSC is necessary
for TFC, we found a high proportion of overlapping Acg/Ext1 and
Acq/Ext1/Ext3 neurons in saline mice®!. Intriguingly, psilocybin
reduced this proportion, while the dominant ensembles in slow
saline mice were solely comprised of these neurons. The pre-
dominance of these ensembles at the expense of Acq-only, Ext1-
only, and Ext1/Ext3 neurons in slowly extinguishing saline mice,
and the predictive power of the proportion of Acq/Ext1/Ext3 neu-
rons over extinction rate in saline mice, support the interpretation
that the maintenance of fear experience-dominating neurons
maintains fear-related behavior. The reduction in putative “fear
memory” neurons in psilocybin mice resulted in a doubling of
Acg-Only neurons, suggesting that psilocybin induced a robust
turnover in the composition of the ensembles driving RSC activity
in the Extinction 1 session. Finally, a greater proportion of
Ext1/Ext3 neurons were observed in psilocybin than saline mice,
suggesting that the ensembles recruited under psilocybin were
more stable in the days to come. This observation agrees with
dendritic and synaptic plasticity studies that demonstrate psilo-
cybin rapidly induces the formation and subsequent long-term
stabilization of behaviorally relevant neural pathways. However,
the lack of association between size of these ensembles with ex-
tinction rate ruled out the possibility that ensemble turnover alone
influences psilocybin responsiveness.

Previous work showed that that novel ensembles are re-
cruited in the RSC during fear extinction®. Indeed, we observed a
substantial recruitment of neurons unique to the Ext3-dominant
ensemble in all groups, with significantly lesser activation in non-
shock mice. These neurons were significantly more strongly ac-
tivated during Extinction 3 in psilocybin responders than in any
other group. However, this recruitment was preceded by the
acute and robustinhibition of Acg-dominant neurons in psilocybin

responders that was strikingly absent in saline mice. We found
that both the overall inhibition of the Acq-dominantensemble dur-
ing psilocybin administration and the subsequent recruitment of
Ext3-dominant neurons during Extinction 3 strongly predicted
freezing in late Extinction 3 in psilocybin mice, but not saline mice.
Furthermore, by modeling these ensembles as mutually inhibitory
populations comprised of excitatory neurons, we not only repli-
cated the neural dynamics observed in saline mice but demon-
strated that varying the acute inhibition of Acq-dominant neurons
during Extinction 1 is sufficient for enhanced recruitment of the
Ext3-ensemble and extinction in principle.

All other versions of the model where the underlying assump-
tions of circuit architecture were altered failed to explain the re-
cruitment of Ext3-dominant neurons in the absence of Acg-domi-
nant inhibition observed in saline mice. Therefore, we can con-
clude that 1) Acq- and Ext3-dominant ensembles are likely poly-
synaptically, mutually inhibitory excitatory populations in the RSC
and 2) the inhibition of Acq-dominant neurons is sufficient to ex-
plain neural and behavioral variability in our task in response to
psilocybin. Given all mice received the same dose of psilocybin,
these results raise the exciting possibility that individual differ-
ences in receptor availability or circuit anatomy in the RSC facili-
tate psilocybin-enhanced fear extinction.

These results complicate the prevailing hypotheses in the
field that psilocybin’s effects on behavioral flexibility are down-
stream of excitatory activity and plasticity enacted via 5SHT2ARs®.
To the contrary, we observed no increased activity under acute
psilocybin. As the RSC is rich in 5SHT2CRs and 5HT1Ars, both in-
hibitory with high binding affinity to psilocin, it is plausible that
psilocin directly inhibits neurons in this region?®°6.76 Alterna-
tively, psilocin could excite inhibitory neurons upstream of Acg-
dominant neurons to exert its effects. Therefore, it is possible that
behavioral variability under psilocybin in this task could be due to
variability in receptor expression and availability or in anatomical
connectivity.

Identifying these neurons will be key to establishing their
causal influence on fear extinction with or without psilocybin and
potentially developing targeted therapeutics. One possibility is
that these neurons are salience or valence-sensitive. Notably, a
single-dose of psilocin reduces neural activities to aversive
airpuffs in the central amygdala days later, hinting that weakened
neural activities within negative valence-encoding circuits may
partially contribute to this observation”. In the RSC, our data and
model suggest that Acq- and Ext3-dominant ensembles contain
neurons responsive to shock or shock omission, stimuli of oppo-
site valence. Furthermore, our observations echo the finding that
inhibitory plasticity in hippocampus fear memory engrams is nec-
essary for the development memory selectivity, measured by the
reduction of freezing in neutral contexts over time’®. As RSC neu-
rons can encode changes in reward values*’“8 ensembles in this
study could constitute a valence- or salience-sensitive ensem-
bles in the RSC, a feature that can enable their genetic and ana-
tomical identification. =~ Taken together, these results suggest
that psilocybin both enhances endogenous mechanisms of fear
extinction - the potentiation of newly recruited RSC neurons - and,
or possibly because, it engages non-typical mechanisms as well
- the suppression of fear acquisition-dominating neurons in drug
responders. These results support a current field hypothesis that
the neurophysiological effects of psychedelics underlying behav-
ioral flexibility involve altering task-relevant activity in neural en-
sembles over subsequent days’®. However, rather than simply
accelerating or enhancing endogenous mechanisms of behav-
ioral flexibility (i.e., increasing activity in new ensembles), psilocy-
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bin also engages an inhibitory mechanism of fear extinction. In-
deed, the acute, response-predicting effects of psilocybin ob-
served in this study are entirely comprised of inhibition of fear ac-
quisition-associated neurons. Psilocybin’'s enhancement of ex-
tinction-like activity is not observed until the days following treat-
ment and can be explained by prior suppression of fear memory-
associated activity. Future research will explore how the neuro-
plastic effects of psilocybin on a cellular and circuit level evoke
these distinct effects on neural dynamics and establish a causal
relationship between the ensemble-specific changes in activity
observed here with behavior.

Methods.

Experimental Methods.

Animals: Animals used in all studies were C57BL/6J mice Animals:

Animals used in all studies were C57BL/6J mice from Jackson La-
boratories (RRID: IMSR_JAX:000664). Mice were kept on a re-
verse 12-hour light/dark cycle. Behavior was performed at least 1
hour and no more than 4 hours following lights-off. Group-housed
males (n=34) and females (n=16) between 8-12 weeks of age
were used in the behavioral pharmacology experiment in Fig. 1.
For the Miniscope study, males of 8-10 weeks of age underwent
viral injection surgeries, followed by implantation of 4.0 (length) x
1.0mm (diameter) GRIN lens at 10-12 weeks, and behavior at 12-
16 weeks (minimum 2-week recovery time from last surgery).
Mice were singly housed following implant surgery.

TFC Conditioning and Extinction: One week prior to behavioral
testing, Miniscope mice were habituated to the Miniscope for 2
daysin 10 min sessions in the home cage. All mice underwent be-
havioral training and testing in Med Associates fear conditioning
boxes for five days. In Context A, Med Associates chambers were
equipped with smooth white floor inserts and cleaned with etha-
nol to provide a unique olfactory, tactile, and visual context. In
Context B, the shock grid floor was exposed, mouse bedding was
placed in a tray under the floor, and chambers were cleaned with
Clidox. The five days of behavioral testing consisted of Habitua-
tion (Hab), Acquisition (Acq), and Extinction 1-3 (Ext1-3). Hab and
Ext1-3took place in Context A, and Acquisitiontook place in Con-
text B. The CS consisted of a 4kHz, 75dB tone delivered in 25,
200ms pips at 1Hz. During Acquisition, the CS was followed by a
20sec trace period preceding a 1mA, 2sec shock. On all other
days, the shock was omitted. Habituation and Acquisition con-
sisted of 8 trials, with jittered ITIs of 60+ 10sec. During Extinction
1-3,there were 6 trials per session. 30 minutes prior to Extinction
1, mice were injected with 1mg/kg psilocybin, contributed by the
Elizabeth Heller Laboratory at the University of Pennsylvania, or
saline. Mice were excluded from the study if they froze <20% of
the time during Acquisition or <10% of the time during the first half
of Extinction 1 (n=23 mice, Supplementary Fig. 1D). Two mice
were excluded due to excessive barbering in the home-cage dur-
ing the days of the experiment.

For Miniscope studies, a 2"-diameter hole was drilled in the
top of a Med Associates box to feed the cables through. During the
sessions, recordings were remotely controlled and streamedto a
laptop for live monitoring. Recordings were made at LED power
(0.7-1.5mW), gain (1.0-3.0), and focus (0-300um) settings
deemed appropriate for each mouse and kept as consistent be-
tween recording days as possible.

For the non-shock control condition, Miniscope-implanted
mice underwent an identical protocol, except for the total omis-
sion of the shock.

Surgery:For Miniscope studies, all mice were unilaterally injected
with 800nL of AAV9-syn-GCaMP8m-WPRE at a titer of 1.2e12
(Addgene virus #162375) in the RSC. RSC coordinates were cho-
sen from past studies: -2.25 AP, +0.3ML,-0.8 DV. Mice were anes-
thetized with isoflurane. Hair was removed with Nair, and the skin
sterilized with Betadine and ethanol. An incision was made with
scissors along the scalp. Tissue was cleared from the skull sur-
face using an air blast. The skull was leveled such that the
Bregma-Lambda and ML DV difference was within £0.1mm. A
craniotomy was made at the chosen coordinates with a dental
drill. A needle was lowered to the target coordinates through the
craniotomy and virus infused at 100nL/min. The needle was leftin
the brain 10mins after infusion before being slowly withdrawn.
The incision was sutured, and the animal was administered
Meloxicam before being placed under a heat lamp for recovery.

Miniscope implantation surgeries subsequently followed the
same protocol until the craniotomy step. A 1mm craniotomy was
made by slowly widening the craniotomy with the dental drill.
Dura was peeled back using microscissors, sharp forceps, and
curved forceps. The craniotomy was regularly flushed with saline,
and gel foam was applied to absorb blood. An Inscopix Pro-View
Integrated GRIN lens and baseplate system was attached to the
Miniscope and a stereotax. Using the Inscopix stereotax attach-
ment, the lens was slowly lowered into a position over the injec-
tion site. The final DV coordinate was determined by assessing
the view through the Miniscope stream. If tissue architecture
could be observed in full focus with light fluctuations associated
with RSC slow oscillatory activity under anesthesia, the lens was
implanted at that coordinate (-0.6 to -0.3DV). The GRIN lens +
baseplate system was secured to the skull with Metabond and
then dental cement. After surgery, mice were singly housed and
injected with Meloxicam for three consecutive days during recov-
ery.

Miniscope validation: Before admission to the experiment, the
miniscope was magnetically attached to each animal’s implant
for habituation and streamed using the Inscopix Data Acquisition
Software. If many cells could be observed during spontaneous
behavior in the home cage, the mouse was admitted. If only a few
cells were visible, the session was recorded and analyzed in the
Inscopix Data Processing Software (IDPS) to determine the num-
ber of observable cells. If an animal had >20 identifiable cells, they
were admitted into the study. Others were euthanized.

Histology: Animals were perfused with 10% formalin and brains
dissected. Brains were stored in formalin solution for 24 hours be-
fore being transferred to 30% sucrose. Brains were sectioned at
50um on a cryostat and stored in PBS. RSC sections were stained
with DAPI and sections from -2.18AP to -2.88AP were mounted on
slides. The section with the deepest and widest GRIN lens track
was designated as the coordinate of implant.

Analysis Methods.

Behavioral: Behavior was recorded by Basler cameras into Pylon
Viewer at 15Hz. Videos were then processed in the open source
ezTrack Jupyter Notebook. The algorithm was calibrated to the
standard light fluctuations in the empty chambers and the empty
chambers with the Miniscope wire dangling in them for each re-
spective study. A freezing threshold was determined in terms of
number of pixels changed/frame by visually validating portions of
videos classified as “Freezing” or “Moving” by the algorithm. In
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general, a freezing threshold of 50-200pixels/frame was used in
non-Miniscope studies, whereas a threshold of 300pixels/frame
was used in all Miniscope animals, necessitated by movements of
the Miniscope wire. An animal was only classified as “Freezing” if
the pixels/frame remained below threshold for atleast 1sec, or 15
frames. Freezing status per frame was exported in a CSV file and

post-processed in Matlab to calculate % freezing windows of time.

Freezing plotted here is % freezing during the trace period, as this
is the interval of time invoking the RSC for fear and extinction en-
coding and retrieval. Freezing videos were aligned to trial times
by beginning analysis at the first frame of the red light in the Med
Associates boxes switching on, indicating session start. Although
tone delivery times were pseudo-random with respect to the ani-
mals, they were hard-coded by the experimenter, so analysis
alignment to session start was sufficient to align video to tone.

Calcium imaging pre-processing: Videos were downloaded from
the Inscopix Data Acquisition Box and uploaded to the Inscopix
Data Processing Software (IDPS). Videos were spatially
downsampled by a factor of 4 and spatial bandpass filtered be-
tween 0.005 and 0.500. Videos were then motion corrected with
respect to their mean frame. Cells were identified and extracted
using CNFM-E (default parameters in the Inscopix implementa-
tion of CNMF-E, except the minimum in-line pixel correlation = 0.7
and minimum signal to noise ratio = 7.0) and second-order decon-
volved using SCS. Videos across 5 days of behavioral training
were longitudinally registered in IDPS (minimum normalized
cross-correlation = 0.1). Only cells registered on all 5 days were
considered for further analysis.

Calcium imaging post-processing: Most subsequent analysis
was performed in custom Matlab scripts, available in the associ-
ated GitHub. Deconvolved calcium traces of cells from each ses-
sion were aligned according to their global cell index determined
in longitudinal registration. As the window considered for each
trial included a 10sec baseline period, a 25sec stim period, a 20
sec trace period, a 2 sec shock/omission period, and 3 sec after,
each trial was 60sec. Neural activity was therefore summed
within 1 sec time windows. Miniscope recordings were started
exactly 30.00sec before behavioral session start, and this infor-
mation was used to align data to behavior and neural data. To de-
termine whether a cell was stimuli-, trace-, and/or shock-respon-
sive, their baseline period activity was compared to their activity
during the period of interest by permutation testin 1000 iterations.
The proportion of stim/trace/shock-responsive cells compared to
all longitudinally registered cells recorded within an animal was
calculated for each session and compared between groups and
over time with a Two-Way RM ANOVA. When all recorded cells
were considered, proportions of these cells compared to the total
population were compared within session across groups with a
Two-Way ANOVA. A cell was considered stable if it was respon-
sive in both the firstand last two trials of a given session; recruited
if it was not responsive in the first two but responsive in the last
two; and suppressed if the opposite was true. Pearson’s rho was
usedto calculate the correlations between the proportion of these
cells and total % freezing in a session. To calculate the change of
activity in groups of neurons between sessions, activity was z-
scored to traces recorded in Acquisition and compared between
groups and over time with a Two-Way RM ANOVA. To calculate
overlaps between ensembles of neurons, ensembles were iden-
tified by TCA (described below) in each animal. Whether these
overlaps were small or large was determined by a Wilcoxon rank-
sum test comparing the median of each overlap in each group
with a 50% threshold. If an ensemble shared significantly <50% of

neurons with another, this was considered a small overlap. All
statistics were calculated in Prism.

Freezing encoding: To calculate freezing encoding in single lon-
gitudinally registered neurons, neural traces were downsampled
from 20 to 15Hz and aligned to a 15Hz binary freezing trace. A bi-
nomial GLM was trained on half of the data from each session and
evaluated on the other half to generate auROCs. The mean au-
ROC of all neurons in a mouse in each session was reported in the
main text. To determine the population encoding of freezing in the
RSC, 15Hz activity of each recorded cell was normalized to its
maximum. 15Hz PSTHs from 2 seconds before to 2 seconds
freezing onset or freezing offset of all cells from each day were av-
eraged over trials and projected into the same principal compo-
nent space, unique to each animal. The Euclidean distance was
calculated between these trajectories at each timepoint and av-
eraged across groups for Fig. 3D and then averaged over time for
Fig. 3E. To determine whether changes in freezing encoding in PC
space were observable at the single cell level, d-prime was cal-
culated for each neuron over the same motion and freezing time
windows used to produce the trajectories. Where a = activity:

’_ Afreezing — Amotion

d =

afreezmg + Amotion

Single cell freezing discrimination for each animal was re-
ported as the median of the absolute values of d-prime. These
outcomes were compared within sessions between treatment
and extinction rate groups with a Two-Way ANOVA.

TCA:To perform TCA, post-processed calcium imaging data was
arranged into tensors tsec X Ceelis X Trials iN Size for each animal, ex-
ported as a Matlab structure, and imported into Spyder where we
employed the TensorTools package developed by Williams et al.,
2018. To determine the appropriate model rank empirically, TCA
was first run on the pooled and aligned tensors from all mice in
each treatment group, and model reconstruction error and simi-
larity were plotted as a function of increasing model rank. The el-
bow method revealed that models of rank 5 were most appropri-
ate for subsequent analysis (Reconstruction error = 0.615; Model
similarity between four iterations = 1). Models of rank 5 were then
generated for each animal.

To measure the dominance of each of the 5 components dur-
ing a given trial, the relative strength of a given component was
measured as the fraction of the total trial weights at that time as-
signed to that given component. This measure functions to as-
sess how dominant this component is over others at a certain
time. Linear regression was used to determine the relationship
between component-dominance and behavior over time.

To determine total extent of session discriminability of TCA-
identified components, pooled TCA models were generated 100
times for each group and compared to models generated on 100
shuffled datasets from the same groups using unpaired t-tests.
Neurons were randomly shuffled at each timepoint to preserve
the within- and across-trial temporal structure of the data, con-
trolling for changes in recording quality across days. To compare
across groups, neurons were randomly subsampled in each iter-
ation of TCA to control for effects of the number of cells on session
discriminability.

As TCA also assigns weights to each neuron in each compo-
nent, we found we could use this information to identify ensem-
bles of neurons driving each component.

Identifying neural ensembles: TCA returns neuron factor loadings
signifying the relative weight of each neuron in each component.
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However, the absolute values of these weights are influenced by
the size of the data tensor across all three dimensions. To deter-
mine the neuron factor loading or weight above which a neuron
would be contributing to a component greater than by chance,
simulated data tensors were generated for each animal popu-
lated with identically behaving neurons. For animal a with ¢ longi-
tudinally recorded neurons, given a constant experimental struc-
ture of T = 34 total trials with t = 60 sec per trial, a tensor of 60 sec
X CaX 34 trials was generated and TCA iterated 100x. We chose a
threshold of w=1.0 as the median and mean of the null distribution
of the factor loading threshold were greater than 1.0 and less than
1.1. Primary outcomes (See Fig. 5B-D, Supplementary Fig. 6)
were re-calculated using various factor thresholds to verify that
results with a threshold w=1.0 are robust to threshold choice.
Thus, Acg-dominant ensemble, for instance, was therefore com-
prised of neurons with w>1 in the Acq-dominant component de-
termined by the strength metric described above.

Multiple regression: To determine the predictive power of the ob-
served changes in neural ensemble activity over freezing in late
Extinction 3, mean % trace period freezing, mean change in activ-
ity from Acquisition of the Acq-dominant ensemble during Extinc-
tion 1 and of the Ext3-dominant ensemble during Extinction 3
were all respectively z-scored within treatment condition to nor-
malize the distributions and regressed. Adjusted R?, p values, co-
efficients, and their 95% confidence intervals are reported.

Fisher linear discriminant analysis: A Fisher decoder was trained
in Matlab on one of seven predictors: the mean activity of the Acq-
Only, Ext1-Only, Ext3-Only, Acq/Extl, Acq/Ext3, Ext1/Ext3, or
Acq/Ext1/Ext3 ensembles over all timepoints in each session.
Class labels were “Responders,” “Non-responders,” or “Rapid”
mice. Fisher decoders were trained to distinguish between data
from two of the class labels to determine how similar or different
the ensembles between pairs of groups behaved. Fisher decod-
ers were trained on arandomly selected 50% of the data and eval-
uated on the other 50% over 100 iterations. As a control, class la-
bels were randomly shuffled, and model performance was evalu-
ated on the shuffled data. If the accuracies of the decoders gen-
erated by a given ensemble’s activity overlapped with the distri-
bution of accuracies when evaluated on shuffled data, it was clas-
sified as failing to predict responder status or treatment. If not,
then this ensemble was classified as predictive with respect to
the given distinction. To validate the ability to distinguish all three
classes based on these ensembles was verified with three-way
Fisher decoders in Supplementary Fig. 4.

Computational model: A linear non-linear firing rate model was
composed of a hypothesized RSC microcircuit comprised of Acq-
and Ext3-dominant neurons obeying the following system of
equations based on the cortical circuit model proposed by Park
and Geffen, 2022%. To evaluate the activity at time t in neuron |,
take the following quantities as time t-1:

%= Wi Aj—wio-Ag+ wis S—1) *tau
0 if di<o
F;(dI) rxdl if 0<di<1
1 if dl>1/r
dA
i (F; — A)) xtau

Where [is the synaptic input to neuron i, wi; is the weight of input
from neuron jin the same ensemble, wiqis the weight of input from
neuron ointhe opposing ensemble, A is the presynaptic neuron’s

activity, wis is the neuron’s selectivity matrix for the stimulus, Sis
the stimulus matrix for tone, trace, and shock/omission inputs,
and tau is the time constant (1ms where dtis 1s). Fis the function
describing the nonlinear part of neural activation, such that sub-
threshold inputs are scaled by afactor r= 3. The transformed syn-
aptic input F is then added to the neuron’s activity A.

Each ensemble was modeled with 10 recurrently connected
units with either selective or mixed-selective response properties
mimicking the real data that mutually inhibit neurons of the oppo-
site ensemble. (Acq-dominant ensemble: 80% shock-responsive,
20% tone responsive, 20% trace responsive; Ext3-dominant en-
semble: 50% shock-responsive, 30% tone responsive, 40% trace
responsive). Intra-ensemble weights underwent excitatory plas-
ticity according to a Hebbian learning rule of where the learning
rate alpha = 0.1. Psilocybin was simulated only as 100 increasing
amounts of direct synaptic inhibition ranging between 0 and 1.

The model was trained on anidentical TFC acquisition and ex-
tinction task as the mice, with tone and trace delivery simulated
as of 0.1 to their responsive units. Shock or shock omission were
modeled as inputs to shock or omission responsive neurons as an
input of 1 or -1 respectively, and omission-responsive Ext3-dom-
inant neurons weighted this input with w=-1 to flip the sign. The
difference in magnitude between shock and tone or trace inputs
is intended to reflect their differing salience. The magnitude of the
shock-omission input decreased linearly with each trial after Ex-
tinction 1, intended to represent reduced salience of the absence
of shock over time.

To test the model, its structure was systematically varied to
challenge the following underlying assumptions: 1) to test
whether the neural populations are excitatory, the weight matri-
ces between neurons of the same ensemble were setto zero, one
by one and then together; 2) to test whether the neural popula-
tions were mutually inhibitory, the input weights from one ensem-
ble to the other were set to zero, one by one and then together; 3)
to test whether shock-omission sensitivity was required, the
weight of shock omission inputs to the Ext3-dominant ensemble
was set to zero.

To test whether inhibition of the Acqg-dominant ensemble was
sufficient to explain our empirical results, psilocybin was simu-
lated as P = 101 evenly incremented values of 0 to 100 and sub-
tracted directly from the synaptic input dl as P*tau for the whole
Extinction 1 epoch of training.

To determine the fit between the output activities of the model
and the real data, the slopes of their linear parts were calculated
using the line equation:

dx
dy ~ m

MSE between the real data and each slope was then calculated.
To calculate simulated freezing in the model, activities were
plugged into the equation yielded from the multiple regression of
z-score % freezing on z-score activity of Acq-dominant neurons
during Extinction 1 and Ext3-dominant neurons during Extinction
3:

Normalized % Trace Period Freezing
=0.4977 * Apcqpxer — 0.6111 * Agyis pyrs
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Supplementary Figure 1| Effects of psilocybin on trace fear extinction in males and females.

a. Trial by trial freezing of saline- and psilocybin-administered mice. Two-Way RM ANOVA with Sidak multiple comparisons correction.
(Supp. Table 1, rows 102-106) b. Half-session freezing by sex of saline-administered animals. Two-Way RM ANOVA with Sidak multiple
comparisons correction. (Supp. Table 1, row 107) ¢. Same as B) in psilocybin-administered animals. Two-Way RM ANOVA with Sidak
multiple comparisons correction. (Supp. Table 1, row 108) d. Half-session freezing by treatment of excluded animals. Two-Way RM
ANOVA with Sidak multiple comparisons correction. (Supp. Table 1, row 109) e. Percent freezing during the baseline vs. trace period
during Extinction 1. Two-Way RM ANOVA with Sidak multiple comparisons correction. (Supp. Table 1, row 110) f. Percent trace-period
freezing in early and late periods during an Extinction session 1 month after Extinction 3. Two-Way RM ANOVA with Sidak multiple
comparisons correction. (Supp. Table 1, row 111) g. ROC curves from logistic regression predicting RE or SE status based on % time
freezing during the first half of Extinction 1 during acute drug treatment in saline-administered mice (left) and psilocybin administered
mice (right). Right: ROC curve from logistic regression. (Supp. Table 1, rows 12,14) * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.
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Supplementary Figure 2 continued | AllRSC cells recorded.

a. Center and bottom of implant tracts of all included mice from anterior (left) to posterior (right) granular RSC. b. Fraction of freezing
encoding neurons on each day. Two-way RM ANOVA. (Supp. Table 1, row 112) ¢. Mean fraction of tone-responsive neurons on each
day. Insets are proportions of neurons with suppressed, recruited, and stable responses. Two-Way ANOVA. (Supp. Table 1, rows 113-
117) d. Heatmaps displaying significant correlations (Pearson’s rho) between proportions of total (Tot), suppressed (Sup), recruited
(Rec), and stable (Sta) tone-responsive neurons on each day and % freezing during the early (E) and late (L) halves of each session
(black rows = Hab freezing and black columns = fractions of neurons during Hab, red = Acq, yellow = Ext1, green = Ext2, blue = Ext3).
e,g,i. Same as C for trace-, tone-and-trace, and shock-responsive neurons. Two-Way ANOVA. (Supp. Table 1, rows 118-132) f,h,j. Same
as D for trace-, tone-and-trace, and shock-responsive neurons. Data are represented as mean + SEM. * p < 0.05, ** p < 0.01, *** p <
0.001, **** p < 0.0001.

Hab-Dominant Component Acg-Dominant Component -Dominant Component Ext2-Dominant Component Ext3-Dominant Component gon?rlespon(lens
Rapic

e J‘il"."“""""“ . SIBW

T

Supplementary Figure 3 | TCA factors reveal RSC dynamics modulated by session.

a. Normalized temporal factor weights by group of the Habituation-dominant component. Two-Way RM ANOVA. (Supp. Table 1, row
133) b. Same as A) for the Acquisition-dominant component. Two-Way RM ANOVA. (Supp. Table 1, row 134) c. Same as A) for the
Extinction 1-dominant component. Two-Way RM ANOVA. (Supp. Table 1, row 135) d. Same as A) for the Extinction 2-dominant com-
ponent. Two-Way RM ANOVA. (Supp. Table 1, row 136) e. Same as A) for the Extinction 3-dominant component. Two-Way RM
ANOVA. (Supp. Table 1, row 137) Data are represented as mean + SEM. * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.
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Supplementary Figure 4 | Psilocybin bidirectionally modulates neural ensembles driving RSC dynamics during TFC in

responders.

a. Overlaps of ensembles within individual animals comprising the mean values in Fig. 4B top. Bars are median. b. Same as A for Fig.
4B middle. c. Same as A for Fig. 4B middle. d. Fisher decoder performance on Acquisition activity in functionally defined ensembles
of cells to distinguish responders vs. non-responders (purple), responders vs. rapid saline (blue around grey), and non-responders
vs. rapid saline (red around grey). 100 iterations for each comparison. Shuffled values are behind real values. e. Three-way Fisher
decoder performance classifying responders vs. non-responders vs. rapidly extinguishing saline mice trained on activity during Ex-

tinction 1. f. Same as E for Extinction 3 activity.
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Supplementary Figure 5 | Non-shock controls do not exhibit conditioning-associated dynamics.

a. Schematic of non-shock protocol. 3 Miniscope implanted mice underwent identical 5 day paradigm to all other mice, with the
exception that they received no shock during Acquisition or drug treatment. b. Half-session freezing in non-shock mice. (Supp. Table
1, row 138). c. Number of longitudinally registered neurons in non-shock mice. d. Sum of session discriminability index. Because
roughly half the number of neurons were recorded in non-shock mice as in the other two groups, pooled tensors from psilocybin
responders, non-responders, and saline mice were subsampled to a different, random set of 160 neurons in each of 100 iterations of
TCA. One-Way ANOVA. (Supp. Table 1, rows 139). e. Overlap of the Day 2-dominant ensemble with Day 3- and Day 5-dominant en-
sembles in non-shock mice. Bar graphs display the median fraction overlaps. Dots are individual animals. Insets are pie charts dis-
playing total overlap. Stars indicate comparison to saline distribution. Chi-square. (Supp. Table 1, rows 140) f. Same as E for the Day
3-dominant ensemble. Chi-square. (Supp. Table 1,rows 141). g. Same as F for the Day 5-dominant ensemble. Chi-square. (Supp. Table
1, rows 142) h. Average z-score with respect to Day 2 of Day 2-dominant ensemble during Day 3 and 5 in non-shock mice (black)
compared to conditioned, saline-administered mice. Two-Way RM ANOVA. (Supp. Table 1, rows 143). I. Same as H for the Day 3-
dominant ensemble. (Supp. Table 1, rows 144). j. Same as H for the Day 5-dominant ensemble. (Supp. Table 1, rows 145). Data are
represented as mean = SEM. * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.
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Supplementary Figure 6 | Results are robust to changes in factor loading thresholds.

a. Change in activity in mean + SEM from Acquisition in Acg-dominant neurons as a function of factor loading thresholds varying
between w=0-4 during Extinction 1 (left) and Extinction 3 (right). b. Same as A) for Ext7-dominant neurons. ¢. Same as A) for Ext3-
dominant neurons. d. PSTH of an example simulated neuron to determine the null hypothesis factor loading threshold. Tensors of t x
¢ x T size, where c is the number of neurons recorded in a given animal, were created with identically behaving neurons to determine
the factor loading threshold in a hypothetical population in which each neuron equally contributes to dynamics, or the null hypothesis
factor loading threshold for that animal. e. Reconstruction error and model similarity of varying model ranks for populations of iden-
tical neurons. A model of rank 1 yields 0 error in this case. f. Representative rank 1 TCA of a simulated dataset with n=46 neurons,
the median number of neurons recorded in this study. Because variances across trials and neurons were clamped at 0, only the
temporal factor varies. g. Data in Fig. 4A plotted as a function of number of neurons recorded. Mean weight of neuron factors across
100 iterations of TCA at the number of cells recorded in each animal. h. Change in activity in mean + SEM from Acquisition during
Extinction 1 and 3 in Acg-dominant (left), Ext7-dominant (middle), and Ext3-dominant (right) using ensembles determined with the null
hypothesis factor loading for each animal. Two-way RM ANOVA. (Supp. Table 1, rows 88-90) . * p < 0.05, ** p < 0.01, *** p < 0.001, ****
p < 0.0001.
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Supplementary Figure 7 | Shock-responsive neurons are unstable in the RSC.

a. Average proportions of Acq-dominant neurons in each group that were upregulated in response to shock, trace, tone, or tone-
and-trace. b. Heatmap of the average fraction of overlap in shock-up neurons between each trial of Acquisition. Average overlap
between trials ranges from 30-45%. ¢. Fractions of shock-up, shock-down, or shock-nonresponsive neurons across all 21 mice on
each trial of acquisition, determined by permutation test. d. Persistence of the response properties of shock-up neurons over the
session. Each pointy is the fraction of neurons upregulated in response to the shock for x number of trials. Data are represented as
mean + SEM over all 21 mice.
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Degrees of
Freedom (DFn, Multiple comparisons?
Row Figure Statistical Model Variable DFd) Parameter(s)  Paramter value p-value (Sidak test) p-value n per group
Treatment 0.2838 0.1969
Time 1.712 0.1969
1 Fig. 1B, panel 1 Two Way RM-ANOVA  Interaction (1,49) F-statistic 1.715 0.9741 29 sal, 22 psil
Treatment 0.6344 0.4296
Time 557.5 <0.0001
2 Fig. 1B, panel 2 Two Way RM-ANOVA  Interaction (1,49) F-statistic 0.04144 0.8395 29 sal, 22 psil
Treatment 2.863 0.565
Time 9.184 0.0039
3 Fig. 1B, panel 3 Two Way RM-ANOVA  Interaction (1,49) F-statistic 0.3357 0.097 29 sal, 22 psil
Treatment 5.072 0.0288
Time 8.207 0.0061
4 Fig. 1B, panel 4 Two Way RM-ANOVA  Interaction (1,49) F-statistic 5.236 0.0265 Sidak: Early, Late Early: 0.0093, Late: 0.3329 29 sal, 22 psil
Treatment 1.773 0.6977
Time 2.326 0.1337
5 Fig. 1B, panel 5 Two Way RM-ANOVA Interaction (1,49) F-statistic 0.1527 0.1891 29 sal, 22 psil
Mann-Whitney
6 Fig. 1C Mann-Whitney Treatment U 235 0.1116 29 sal, 22 psil
Treatment (3,47) 0.7305 0.539
Time (1,47) 0.2511 0.6187
7 Fig. 1D, panel 1 Two Way RM-ANOVA  Interaction (3.47) F-statistic 0.5344 0.661 5-21 mice
Treatment (3,47) 0.7676 0.518
Time (1,47) 482 <0.0001
8 Fig. 1D, panel 2 Two Way RM-ANOVA  Interaction (3.47) F-statistic 4.265 0.0096 5-21 mice
Treatment (3,47) 2.793 0.0506
Time (1,47) 7.015 0.011
9 Fig. 1D, panel 3 Two Way RM-ANOVA  Interaction (3.47) F-statistic 0.9362 0.4307 5-21 mice
Early: Sal RE vs. Psil RE
0.0114; Sal SE vs. Psil SE
0.0059 Late: Sal RE vs. Psil
SE 0.0190; Psil RE vs. Sal SE:
0.008; Psil RE vs. Psil SE
Treatment (3,47) 5.415 0.0028 Sidak: Early, Late 0.0337;
Time (1,47) 3.069 0.0863
10 Fig. 1D, panel 4 Two Way RM-ANOVA  Interaction (3,47) F-statistic 2.948 0.0423 5-21 mice
Early: Sal RE vs. Sal SE
<0.0001; Sal RE vs. Psil SE
0.0174; Psil RE vs. Sal SE
<0.0001; Psil RE vs. Psil SE
<0.0039; Late: Sal RE vs. Sal
SE <0.0001; Sal RE vs. Psil SE
0.0001; Psil RE vs. Sal SE
<0.0001; Psil RE vs. Psil SE
Treatment (3,47) 29.27 0.0001 Sidak: Early, Late <0.0001
Time (1,47) 7.377 0.0092
11 Fig. 1D, panel 5 Two Way RM-ANOVA  Interaction (3,47) F-statistic 2.606 0.2058 5-21 mice
beta0/log
Extinction rate likelihood/auR  1.458+0.7874 / 0.4411/ 0.4405
12 Fig. 1F, panel 1 Logistic regression class ocC 0.5949 / 0.6488 10.2225 5-21 mice
Ext3 late:
Group (9, 243) 17.38 0.0066 Sidak: Session half 0.0021
Time (2.967, 80.11) 33.75 <0.0001
13 Fig. 1F, panel 2 Two Way RM-ANOVA  Interaction (1,27) F-statistic 17.38 <0.0001 7-18 mice
beta0/log
Extinction rate likelihood/ 3.772+1.487 /6.477 0.0392/0.0109
14 Fig. 1G, panel 1 Logistic regression class auROC 10.9251 /0.0054 5-21 mice
Ext1 late:
0.0235,
Ext2 late:
0.006,
Ext3 late:
Group (9, 243) 16.97 0.0005 Sidak: Session half 0.0143
Time (2.967, 80.11) 39.91 <0.0001
15 Fig. 1G, panel 2 Two Way RM-ANOVA  Interaction (1,27) F-statistic 6.473 <0.0001 7-18 mice
Group (3,17) 2.014 0.1502
Time (7,119) 1.685 0.1191
16 Fig. 2F, panel 1 Two Way RM-ANOVA  Interaction (21, 119) F-statistic 1 0.7516 3-7 mice
Group (3,17) 0.6155 0.6143
Time (7,119) 23.36 <0.0001
17 Fig. 2F, panel 2 Two Way RM-ANOVA  Interaction (21, 119) F-statistic 0.8446 0.6605 3-7 mice
Group (3,17) 0.4326 0.7324
Time (5,85) 1.404 0.2312
18 Fig. 2F, panel 3 Two Way RM-ANOVA  Interaction (15, 85) F-statistic 0.6765 0.8004 3-7 mice
Group (3,17) 1,162 0.353
Time (5,85) 1.462 0.2107
19 Fig. 2F, panel 4 Two Way RM-ANOVA  Interaction (15, 85) F-statistic 0.6521 0.8229 3-7 mice
Trial 2: Res vs. Non 0.0479;
Group (3,17) 7.78 0.0017 Sidak: Trials Trial 4:Res vs. Non 0.0181
Time (5,85) 0.9564 0.4493
20 Fig. 2F, panel 5 Two Way RM-ANOVA  Interaction (15, 85) F-statistic 0.5976 0.8691 3-7 mice
21 Fig. 2F, panel 6 Unpaired t-test Group (2,18) F-statistic 1.254 0.3615 3-7 mice
Group (3,17) 0.2566 0.4897
Time (4,68) 0.6486 0.6298
22 Fig. 2J Two Way RM ANOVA  Interaction (12, 68) F-statistic 0.9656 0.4897

Group (3,17) 0.04281 0.9878
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Degrees of
Freedom (DFn, Multiple comparisons?
Row Figure Statistical Model Variable DFd) Parameter(s)  Paramter value p-value (Sidak test) p-value n per group

Time (4,68) 5.506 0.0007

23 Fig. 2K Two Way RM ANOVA  Interaction (12, 68) F-statistic 1.106 0.3109 3-7 mice
Group (3,17) 1.461 0.2606
Time (4,68) 0.9682 0.4308

24 Fig. 2L Two Way RM ANOVA  Interaction (12, 68) F-statistic 0.7331 0.7144 3-7 mice
Group (3,17) 0.2848 0.8357
Time (4,68) 50.48 <0.0001

25 Fig. 2M Two Way RM ANOVA  Interaction (12, 68) F-statistic 1.534 0.1335 3-7 mice
Group (3,17) 0.2464 0.979
Time (4,68) 110.3 <0.0001

26 Fig. 2N Two Way RM ANOVA Interaction (12, 68) F-statistic 0.3381 0.8626 3-7 mice
Group (3,17) 0.7136 0.5573
Time (4,68) 154.6 <0.0001

27 Fig. 20 Two Way RM ANOVA  Interaction (12, 68) F-statistic 0.6438 0.7974 3-7 mice
Group (3,17) 0.435 0.7308
Time (2.679, 45.54) 13.15 <0.0001

28 Fig. 2P Two Way RM ANOVA  Interaction (12, 68) F-statistic 1.213 0.2808 3-7 mice
Treatment (1,17) 1.779 0.1998
Extinction class (1,17) 0.4785 0.4984

29 Fig. 3A, panel 1 Two Way ANOVA Interaction (1,17) F-statistic 0.5428 0.4713 3-7 mice
Treatment (1,17) 0.1064 0.7482
Extinction class (1,17) 0.4287 0.5214

30 Fig. 3A, panel 2 Two Way ANOVA Interaction (1,17) F-statistic 3.734 0.0702 3-7 mice
Treatment (1,17) 48.57 <0.0001 Sidak: Psil vs. Sal Rapid: <0.0001; Slow: 0.0004
Extinction class (1,17) 0.403 0.534

31 Fig. 3A, panel 3 Two Way ANOVA Interaction (1,17) F-statistic 1.219 0.285 3-7 mice
Treatment (1,17) 1.432 0.2479
Extinction class (1,17) 0.4266 0.5224

32 Fig. 3A, panel 4 Two Way ANOVA Interaction (1,17) F-statistic 4.623 0.0462 Sidak: Psil vs. Sal Slow psil v. slow sal: 0.0464 3-7 mice
Treatment (1,17) 1.148 0.3473
Extinction class (1,17) 1.616 0.2207

33 Fig. 3A, panel 5 Two Way ANOVA Interaction (1,17) F-statistic 1.148 0.299 3-7 mice
Treatment (1,17) 3.335 0.0854
Extinction class (1,17) 0.4659 0.5041

34 Fig. 3B, panel 1 Two Way ANOVA Interaction (1,17) F-statistic 1 0.2761 3-7 mice
Treatment (1,17) 0.04985 0.826
Extinction class (1,17) 3.258 0.0888

35 Fig. 3B, panel 2 Two Way ANOVA Interaction (1,17) F-statistic 0.6745 0.6745 3-7 mice
Treatment (1,17) 14.97 0.0012 sidak: psil v sal rapid: 0.1184; slow: 0.0049
Extinction class (1,17) 0.07179 0.792

36 Fig. 3B, panel 3 Two Way ANOVA Interaction (1,17) F-statistic 0.8108 0.3805 3-7 mice
Treatment (1,17) 0 0.7698
Extinction class (1,17) 0.685 0.4193

37 Fig. 3B, panel 4 Two Way ANOVA Interaction (1,17) F-statistic 0.0884 0.8432 3-7 mice
Treatment (1,17) 0.002783 0.9585
Extinction class (1,17) 341 0.0823

38 Fig. 3B, panel 5 Two Way ANOVA Interaction (1,17) F-statistic 3.41 0.0823 3-7 mice
Treatment (1,17) 0.1006 755
Extinction class (1,17) 0.8545 0.3682

39 Fig. 3E, panel 1 Two Way ANOVA Interaction (1,17) F-statistic 0.6187 0.4423 3-7 mice
Treatment (1,17) 0.2706 0.054
Extinction class (1,17) 2.857 0.1092

40 Fig. 3E, panel 2 Two Way ANOVA Interaction (1,17) F-statistic 4.285 0.6097 3-7 mice
Treatment (1,17) 20.69 0.0003
Extinction class (1,17) 10.27 0.0052

rapid sal v psil: 0.0002 sal rapid

41 Fig. 3E, panel 3 Two Way ANOVA Interaction (1,17) F-statistic 9.196 0.0075 Sidak v slow: 0.0028 3-7 mice
Treatment (1,17) 0.08971 0.7682
Extinction class (1,17) 0.1562 0.6976

42 Fig. 3E, panel 4 Two Way ANOVA Interaction (1,17) F-statistic 0.09206 0.7653 3-7 mice
Treatment (1,17) 0.2325 0.6358
Extinction class (1,17) 7.921 0.0119 Sidak: psil rapid v slow: 0.0136

43 Fig. 3E, panel 5 Two Way ANOVA Interaction (1,17) F-statistic 0.5108 0.6358 3-7 mice
Treatment (1,17) 0.06716 0.1367
Extinction class (1,17) 0.01831 0.8939

44 Fig. 3FF panel 1 Two Way ANOVA Interaction (1.17) F-statistic 2401 0.7516 3-7 mice
Treatment (1,17) 0.6654 0.4295
Extinction class (1,17) 0.1733 0.6824

45 Fig. 3F, panel 2 Two Way ANOVA Interaction (1,17) F-statistic 6.323 0.0223 3-7 mice
Treatment (1,17) 43.19 <0.0001 Sidak: rapid v slow sal; .0081; psil; <0.0001
Extinction class (1,17) 1.651 0.2161

46 Fig. 3F, panel 3 Two Way ANOVA Interaction (1,17) F-statistic 4.437 0.0503 3-7 mice
Treatment (1,17) 1 0.527
Extinction class (1,17) 0.2496 0.6238

47 Fig. 3F, panel 4 Two Way ANOVA Interaction (1,17) F-statistic 0.4172 0.4045 3-7 mice

Treatment (1,17) 0.6719 0.4237
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Degrees of
Freedom (DFn, Multiple comparisons?
Row Figure Statistical Model Variable DFd) Parameter(s)  Paramter value p-value (Sidak test) p-value n per group
Extinction class (1,17) 0.458 0.5077
48 Fig. 3F, panel 5 Two Way ANOVA Interaction (1,17) F-statistic 1.523 0.234 3-7 mice
PC distance
during ext3 x 16.61/
freezing late F-statistic/Beta -191.8+47.07 /
49 Fig. 3G, top Linear regression ext3, psil (1,12) 0/R2 0.5805 0.0015 14 mice
PC distance
during ext3 x
freezing late F-statistic/Beta .6275 -100.5+126.9
50 Fig. 3G, bottom Linear regression ext3, sal (1,5) 0/R2 /0.1115 0.4642 7 mice
Sex 3,17) 0.4119 0.7465
Time (33, 561) 14.28 <0.0001
51 Fig. 4B, panel 1 Two Way RM ANOVA  Interaction (99, 561) F-statistic 0.7388 0.9684 7 mice
Sex (3,17) 6.775 0.0033
Time (33, 561) 11.96 <0.0001
52 Fig. 4B, panel 2 Two Way RM ANOVA Interaction (99, 561) F-statistic 1.27 0.0515 7 mice
Sex (3,17) 1.71 0.2029
Time (33, 561) 9.227 <0.0001
53 Fig. 4B, panel 3 Two Way RM ANOVA  Interaction (99, 561) F-statistic A7 0.3224 7 mice
Sex (3,17) 1.46 0.2609
Time (33, 561) 19.95 <0.0001
54 Fig. 4B, panel 4 Two Way RM ANOVA  Interaction (99, 561) F-statistic 1.125 0.2092 7 mice
Sex (3,17) 0.5065 0.583
Time (33, 561) 17.3 <0.0001
55 Fig. 34, panel 5 Two Way RM ANOVA  Interaction (99, 561) F-statistic 1:333 0.025 7 mice
Ordinary One-Way
56 Fig. 4C, solid ANOVA Group (3,17) F-statistic 0.3857 1 7 mice
Ordinary One-Way
57 Fig. 4C, checkered ANOVA Group (3,17) F-statistic 0.7163 0.5558 7 mice
<0.0001;
<0.0001;
Dateset (real 144.1; 115.9; 25.21; <0.0001;
58 Fig. 4D Multiple unpaired t-tests vs. shuffled) 198 t-statistic 38.53 <0.0001 100 iterations
for each animal (res, for each animal
nonres, rapid, (res, nonres,
slow): 24.2871 sal):
0.8126 0
7.262 0.5646 0
10.0595 0.6424 0.0002
27637 0.3304 0.0016
5.1204 04776 0
6.6871 0.5442  0.009
4.7136 0.457 0.0376
8.9874 0.6161  0.0009
5.2324 0.483 0.0019
3.8343 0.4064 0.1575
5.7258 0.5056  0.0003
1.7432 0.2374  0.0001
8.4946 0.6027 0.003
4.3268 0.4359 0.0048
3.2644 0.3683 0.0191
5.7293 0.5057  0.0009
4.2004 0.4286  0.0057
Component 3.3388 0.3735 0.0235
trial factor 3.1072 0.3569 0.1079
Multiple linear weight X trial 2.0108 0.2642 0.0571
59 Fig. 4E - data for  regression by trial freezing F-statistic/R2 ~ 2.4635 0.3055 0.0172 21 mice
Median
correlation
between res: <0.0001;
component trial res: 29.481/ non-res:
factor weight X non-res: 9.638/ <0.0001; rapid;
trial by trial rapid: 13.05; slow = 0.0083;
60 Fig. 4E One sample t-test freezing > 0 6;6;2;3 t-statistic 10.92 slow;0.0081
H:0.6973/-0.07817
/ 0.03540; A:
0.4962, / 0.05690 /
0.02545; E1 0.6020
/0.05855/0.03071; H:0.4141, A:
Strength of E2:0.1427/0.01963 0.4897, E1:
component in /0.007452; E3: 0.4474, E2:
session X F-statistic/Beta 0.4347/0.04096/ 0.7098, E3
61 Fig. 4F, column 1 Linear regression extinction rate  (1,19) 0/R2 0.02237 0.5176 21 mice
H: 0.2515/ 0.04533 /
0.01306; A: 2.692 /
-0.1296 / 0.1241; E1
-0.02112/-0.02112 / H: 0.6218, A:
Strength of 0.002113; E2: 0.1173, E1:
component in 0.1427/0.0755 / 0.8431, E2:
session X F-statistic/Beta 0.05979; E3: 0.4347 0.2854, E3
62 Fig. 4F, column 2  Linear regression extinction rate  (1,19) 0/R2 /0.09385/0.1285 0.1106 21 mice
H: 0.1744 /
-0.03684/ 0.009095;
A:0.4962, /
-0.02452 /
0.005961; E1 2.394
/-0.1309/0.1119;  H: 0.6809, A:
Strength of E2: 0.2255/-0.0564 0.7394, E1:
component in /0.01173; E3: 0.1383, E2:
session X F-statistic/Beta 0.04184 /-0.02214/ 0.6403, E3

63 Fig. 4F, column 3  Linear regression extinction rate  (1,19) 0/R2 0.002197 0.8401 21 mice
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4G

5B, top
5B, middle
5B, bottom

5C

5D, top

5D, bottom

5E, top

5E, bottom

5F, top

5F, bottom

6B, top

6B, middle

6B, bottom

6C, top

6C, bottom

6D, top

6D, bottom

Statistical Model

Linear regression

Linear regression

Linear regression

Chi-square
Chi-square
Chi-square

Linear regression

Wilcoxon rank-sum

Two-Way RM ANOVA

Wilcoxon rank-sum

Two-Way RM ANOVA

Wilcoxon rank-sum

Two-Way RM ANOVA

Chi-square

Chi-square

Chi-square

Willcoxon rank-sum

Two Way RM ANOVA

Wilcoxon rank-sum

Two Way RM ANOVA

Freedom (DFn,

Degrees of
Variable DFd)
Strength of
component in
session X
extinction rate  (1,19)
Strength of
component in
session X
extinction rate  (1,19)
Component
strength X
extinction rate  (1,19)
Extinction class
Extinction class
Extinction class
Fraction of
Acq/Ext1/Ext3
neurons x
extinction rate,
saline (1,5)
Median # 0
Extinction class (1,78)
Time (1,78)
Interaction (1,78)
Median # 0
Extinction class (1,54)
Time (1,54)
Interaction (1,54)
Median # 0
Extinction class (1,59)
Time (1,59)
Interaction (1,59)
Group
Group
Group
Median = 0
Group (2, 130)
Time (1, 130)
Interaction (2, 130)
Median = 0
Group (2, 106)
Time (1, 106)
Interaction (2, 106)

w W w

w

@

@

Paramter value

H:2.029/0.1275/
0.0965; A: 0.03238,
/-0.01209
0.001701; E1
0.006821 /
-0.008477 /
0.0003589; E2:
5.533/-0.1994 /
F-statistic/Beta 0.2255; E3: 0.2794 /
0/R2 0.03526 / 0.01449

H: 0.06392 /
0.02579 / 0.003353;
A:2.43,/0.07323/
0.1134; E10.218/
0.05245/0.01134;
E2:0.9223/0.0414 /
0.0463; E3: 10.8

Parameter(s)

F-statistic/Beta

0/R2 /-0.2158 / 0.3624
1.74/

F-statistic/Beta -1.579+0.4607 /

0/R2 0.3820

Chi-square 85.29

Chi-square 78.29

Chi-square 73.77

F-statistic/Beta
0/R2

11.66/1.119 +
.3275/0.6999

Rap 1-1004; Rap3

Sum of signed  1576; Slo1 28; Slo3

ranks 152

0.6696
Two-Way RM 21.95
ANOVA 8.879

Rap 1 189; Rap3

Sum of signed  -89; Slo1 -384; Slo3

ranks -388

5.533
Two-Way RM 35.24
ANOVA 27.85

Rap 1 48.00; Rap3
102; Slo1 371; Slo3
-233

Sum of signed
ranks

2.34
11.56
1.994

Two-Way RM
ANOVA

Res vs. Sal: 19.09;
Res v Nonres:
6.433; Nonres v sal:
Chi-square 12.04
Res vs. Sal:5.470;
Res v Nonres:
2.487; Nonres v sal:
Chi-square 3249
Res vs. Sal: 16.25;
Res v Nonres:
.2203; Nonres v sal:

Chi-square 33.49

R1:-1849, R3:
-1794, N1 -1415, N3

sum of signed  -1173, S1-151, S3

ranks -123
4.734
2.965
F-statistic 0.01344

R1: 493, R3: 489,
sum of signed N1 754, N3 326, S1

ranks 183,835
1.845
20.77
F-statistic 1.961

p-value

H: 0.1705, A:
0.8591, E1:
0.935, E2:
0.0296, E3
0.6032

H: 0.8031, A:
0.1355, E1:
0.6459, E2:
0.3489, E3
0.0039

0.0028

<0.0001
<0.0001
<0.0001

0.0189

.0001; <0.0001;
.6215; .0032
0.4157
<0.0001

0.0038

0.0013; .1560;
.1430; .1250

0.0223
<0.0001
<0.0001

0.2312; 1.0063;
0.0359; 0.001

0.1314
0.0012
0.1632

Res vs. Sal
0.0003, Res v
nonres: 0.0923;
Nonres v sal:
0.0072

Res vs. Sal
0.1404, Res v
nonres: 0.4776;
Nonres v sal:
0.0089

Res vs. Sal
0.001, Res v
nonres: 0.9473;
Nonres v sal:
0.0004

R1<0.0001, R3
<0.0001, N1
<0.0001, N3
<0.0001, S1<
0.0001, S3
0.0021

0.0104
0.0875
0.9866

R10.0010, R3
0.0011, N1
<0.0001, N3
0.0856, S1
0.0007, S3
0.9383

0.163

0.0104
0.9866

Multiple comparisons?

(Sidak test)

Sidak
Sidak

Sidak
Sidak

Sidak

Sidak: Ext1, Ext3

Sidak: Res, Non-Res,
Sal

p-value

Rapid: <0.0001
Ext3: 0.0342

Ext1: <0.0001
Rapid: <0.0001

Rapid: 0.0137

Ext1: Res vs. Non 0.0155; Res

vs. Sal 0.9998; Non vs. Sal
0.1974 Ext3: Res vs.
Non 0.0199; Res vs. Sal

0.9992; Non vs. Sal 0.2398

Res: Ext1 vs. Ext3 0.0488; Non:
Ext1 vs. Ext3 0.2563; Sal: Ext1

vs. Ext3 0.0020

n per group

21 mice

21 mice

21 mice

3-4 mice
3-4 mice
3-4 mice

7 mice

60 neurons (Rap), 20
(Slow)

60 (Rap), 20(slow)

22 (rap),. 34 (slow)

22 (rap),. 34 (slow)

16 neurons (Rap), 45
(Slow)

16 neurons (Rap), 45
(Slow)

3-7 mice

3-7 mice

3-7 mice

63 neurons (R), 53
neurons (N), 17 neurons

(S)

63 neurons (R), 53
neurons (N), 17 neurons

()

41 neurons (R), 47
neurons (N), 21 neurons

()

41 neurons (R), 47
neurons (N), 21 neurons

(S)
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61, bottom

7B, top

7B, bottom

7C, top

7C, bottom

7D, top

Statistical Model

Willcoxon rank-sum

Two Way RM ANOVA

Wilcoxon rank-sum

Two Way RM ANOVA

Willcoxon rank-sum

Two Way RM ANOVA

Wilcoxon rank-sum

Two Way RM ANOVA

Wilcoxon rank-sum

Two Way RM ANOVA

Willcoxon rank-sum

Two Way RM ANOVA

Willcoxon rank-sum

Two Way RM ANOVA

Willcoxon rank-sum
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Variable

Median = 0

Group

Time
Interaction

Median = 0

Group

Time
Interaction

Median = 0
Group

Time
Interaction

Median = 0
Group
Time
Interaction

Median = 0

Group

Time
Interaction

Median =0

Group
Time
Interaction

Median = 0

Group
Time
Interaction

Median = 0

Group

Degrees of
Freedom (DFn,
DFd)

(1,163)

(2,163)
(2,163)

(2,81)

(1,81)
(2, 81)

(2,81)

(1,81)
(2,81)

(2, 55)
(1, 55)
(2, 55)

(2,112)

(1,112)
(2,112)

(3,420)
(1, 420)
(3, 420)

(3, 426)
(1, 426)
(3,426)

(2,390)

Parameter(s)

sum of signed
ranks

F-statistic

sum of signed
ranks

F-statistic

sum of signed
ranks

F-statistic

sum of signed
ranks

F-statistic

sum of signed
ranks

F-statistic

sum of signed
ranks

F-statistic

sum of signed
ranks

F-statistic

sum of signed
ranks

Paramter value

R1:28, R3: 1784,
N1 355, N3 941, S1
-1004, S3 1576

5.424

112.4
8.183

R1:-307, R3: -465,
N1 -48, N3 -328, S1
189, S3 -89

6.869

22.41
0.6691

R1:-210, R3: 16,
N1 -187, N3 -19, S1
-119, S3 31

8.81

75.07
0.6069

R1: 693, R3: 1035,
N1 368, N3 490, S1
93,8393
3.698
0.9934
0.9202

R1: -165, R3: 69,
N1 265, N3 263, S1
48, 83 102

5.609

16.18
0.9663

R1: -8126, R3:
-4531, N1 -3852, N3
-2972, SR1-422
SR3 -324 SS1 194,
883 548

12.99
5.524
1.178

R1: 2229, R3: 4645,
N1 4941, N3 2719,
SR1 2192 SR3
1483, SS1 194, SS3
548

8.33
0.9501
1.251

R1: 157, R3: 9921,
N1 2606, N3 5870,
§1-1279, S3 5038,
S1 1339, S3 1129

8.085

Multiple comparisons?

p-value
R10.9214, R3
<0.0001, N1
0.0525, N3
<0.0001, S1
0.0001, 83 <
0.0001

(Sidak test)

0.0052 Ext1, Ext3

<0.0001
0.0004

R10.0077, R3
<0.0001, N1
0.5979, N3
<0.0001, S1
0.156, S3 <
0.0001

0.0004 Ext1, Ext3

<0.0001
<0.0001

R1<0.0001, R3
0.0049, N1
0.0005, N3
0.7593, S1
0.4235, S3
0.4874

0.5472 Ext1, Ext3

<0.0001
0.0005

R1<0.0001, R3
<0.0001, N1
0.0003, N3
<0.0001, S1
0.4016, S3
0.0016

0.0287 Ext1, Ext3

0.3216 Res, Non-Res, Sal

0.4022

R10.0255, R3
0.3666, N1
0.0032, N3
0.0035, S1
0.2312, S3
0.0063

<0.0001 Ext1, Ext3

0.0038 Res, Non-Res, Sal

0.0768

R1<0.0001, R3
<0.0001, N1
<0.0001, N3
0.0006, SR1
0.3670, SR3
0.3690; SS1
0.6390; SS3
0.1824

<0.0001 Ext1, Ext3
0.0192
0.1625

R10.0276, R3
<0.0001, N1
<0.0001, N3
0.0001, SR1
<0.0001, SR3
0.0001, SS1
0.6390, SS3
0.6390,

<0.0001 Ext1, Ext3
0.3302
0.2909

R10.8840, R3
<0.0001, N1
0.0018, N3
<0.0001, S1
0.0407, S3
<0.0001, S1
0.0821, S3
<.0002

<0.0001 Ext1, Ext3

Res, Non-Res, Sal

Res, Non-Res, Sal

Res, Non-Res, Sal

p-value

Ext3: Res vs. Non <0.0001;

Res vs. Sal 0.0039; Sal v non

.3349

Res: <0.0001; Non:0.0083; Sal:

<0.0001

Ext1: Res v npn: Res vs. Sal

<0.0001; Non vs. Sal <0.0001

Res Ext1 vs. Ext3: 0.0744; Non:
Ext1 vs. Ext3 0.0136 Sal: Ext1

vs. Ext3 <0.0001

Res: Ext1 vs. Ext3 <0.0001;

Non: Ext1 vs. Ext3 0.0364; Sal:

Ext1 vs. Ext3 <0.0001
Ext3 Res vs. Non: 0.0057

Non vs. Sal 0.0134

Ext1: Res vs. Non 0.0156; Res
vs. Sal 0.0178 Ext3: Res vs.

Sal 0.0086

Res: Ext1 vs. Ext3 0.002; Sal:

Ext1 vs. Ext3 0.0039

Ext1: Res vs. Non 0.0003; Res

vs. Rapid <0.0001; Res vs.
Slow <0.0001; Ext3: Res vs.
Rapid 0.0052; Res vs. Slow
0.0004;

Ext1: Res v Rap: 0.0003; Non v

Rap: 0.0062; Rap v Slow:
<0.0001

Ext3: Res vs. Non <0.0001;
Res vs. Rap 0.0365; Res v
Slow: <0.0001; Non v Rap:
0.0116; Rap v slow: 0.0003

n per group

60 neurons (R), 46
neurons (N), 60 neurons

(S)

60 neurons (R), 46
neurons (N), 60 neurons

()

34 neurons (R), 28
neurons (N), 22 neurons

(S)

34 neurons (R), 28
neurons (N), 22 neurons
s

20 neurons (R), 21
neurons (N), 17 neurons

(S)

20 neurons (R), 21
neurons (N), 17 neurons
(S)

45 neurons (R), 32
neurons (N), 14 neurons

()

45 neurons (R), 32
neurons (N), 14 neurons

()

25 neurons (R), 29
neurons (N), 16 neurons

S)

25 neurons (R), 29
neurons (N), 16 neurons

(S)

145 neurons (R), 128
neurons (N), 72 neurons
(Rap), 79 neurons
(Slow)

145 neurons (R), 128
neurons (N), 72 neurons
(Rap), 79 neurons
(Slow)

145 neurons (R), 137
neurons (N), 73 neurons
(Rap), 79 neurons (Slow)

145 neurons (R), 137
neurons (N), 73 neurons
(Rap), 79 neurons (Slow)

145 neurons (R), 137
neurons (N), 105 neurons
(Rap); 65 (Slow
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Fig. 7E

Fig. 7F
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1
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2
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3
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4

Supp Fig.
5

Supp Fig.

Supp Fig.

Supp Fig.

Supp Fig.

Supp Fig.

Supp Fig.

Supp Fig.
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Supp Fig.
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Supp Fig.
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Supp Fig.
Panel 4

Supp Fig.
Panel 5

Supp Fig.
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Supp Fig.
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1A panel

1A panel

1A panel

1A panel
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Statistical Model

Two Way RM ANOVA

Linear regression

Linear regression

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way RM ANOVA

Two Way ANOVA

Two Way ANOVA

Two Way ANOVA

Two Way ANOVA

Two Way ANOVA

Two Way ANOVA

Two Way ANOVA

Variable

Time
Interaction

Activity of
shock
responsive Acq
dom neurons x
freezing late
Ext3 psil

Activity of
nonoverlapping
shock
responsive
Ext3-dom
neurons x
freezing late
ext3

Treatment
Time
Interaction
Treatment
Time
Interaction
Treatment
Time
Interaction

Treatment
Time
Interaction
Treatment
Time
Interaction

Sex
Time
Interaction

Sex
Time
Interaction

Treatment
Time
Interaction

Treatment
Time
Interaction

Treatment
Time
Interaction

Treatment
Time
Interaction

Treatment

Extinction
Class

Interaction
Treatment

Extinction
Class

Interaction
Treatment

Extinction
Class

Interaction
Treatment

Extinction
Class

Interaction
Treatment

Extinction
Class

Interaction

Treatment

Extinction
Class

Interaction
Treatment

Extinction
Class

Interaction
Treatment

Degrees of
Freedom (DFn,
DFd)

(1, 390)
(2,390)

(1,12)

(1,12)

(1,50)
(7, 350)
(7, 350)
(1,50)

(7, 350)
(7, 350)
(1,50)

(7, 350)
(7, 350)

(1,50)
(7, 350)
(7, 350)
(1,50)
(7, 350)
(7, 350)

(1,27)
(27, 243)
(27,243)

(1, 20)
(9, 180)
(9, 180)

(1.4)
(9,36)
(9,36)

(1,49)
(1,49)
(1,49)

(1,49)
(1,49)
(1,49)

(12, 68)
(4, 68)
(17, 68)

(1,17)

(1,17)
(1,17)
(1,17)

(1,17)
(1,17)
(1,17)

(1,17)
(1,17)
(1,17)

(1,17)
(1,17)
(1,17)

(1,17)
(1,17)

(1,17)

(1,17)
(1,17)
(1,17)

(1,17)
(1,17)
(1,17)

Parameter(s)  Paramter value
136.5

F-statistic 8.3

F-statistic/Beta 7.3591/

0/R2 24.27+8.947/0.3801

F-statistic/Beta 15.47/-16.58+4.214/
0/R2 0.5632

2.165
0.6103
0.6835

2.939

155.8
0.6591

4.161

7.14

2.289

F-statistic

F-statistic

F-statistic

5.199
2.067
2.848
1.318
3.6585
0.5474

F-statistic

F-statistic

0.1026

28.88

F-statistic 1.034
0.4265
42.41
F-statistic 0.6221
0.1253
4.254
F-statistic 1.457
1.39
23.67
F-statistic 1.216
3.314
1.247
F-statistic 0.4218
0.8675
8.696
F-statistic 0.5662
1.261

1.225
0.4269
0.04233

F-statistic

0.3822
0.01151
0.6713

F-statistic

0.6673
2.104
0.1883

F-statistic

0.3438
4.24
0.1476

F-statistic

0.6509
F-statistic 0.006763

1.666

0.485
0.299
1.932

F-statistic

0.5825
0.7397
3.089

F-statistic

p-value

<0.0001
<0.0001

0.0189

0.0002

<0.0001

<0.0001

<0.0001

<0.0001

<0.0001

<0.0001

0.1474
0.7475

0.686
0.0525

0.7067
0.0467

0.0465

0.016
0.0701
0.0269
0.1581
0.0035
0.5562

0.7512

0.4132

0.5211

0.7772

0.7412
0.008
0.2355

0.2441

0.2755

0.0829
0.2696
0.5191

0.4727

0.8615

0.277

0.2838
0.5222
0.8394

0.5446
0.9158
0.1651

0.4253
0.4239
0.6698

0.5654
0.0551
0.7056

0.4309
0.9354

0.214

0.4956
0.5916
0.1825

0.4558
0.4017
0.0968

Multiple comparisons?
(Sidak test)

Res, Non-Res, Sal

Trials

Baseline vs. trace

p-value

Res: Ext1 vs. Ext3 <0.0001;
Non: Ext1 vs. Ext3 <0.0001;
Sal: Ext1 vs. Ext3 <0.0001

Trial 3: 0.0359, Trial 4: 0.0354

Sal vs. Psil: Trial 2: 0.0182,
Trial 4: 0.0217

Sal: <0.0001; Psil 0.0160

n per group

145 neurons (R), 137
neurons (N), 105 neurons
(Rap); 65 (Slow

7 mice

21 mice

22 psil, 29 sal

22 psil, 29 sal

22 psil, 29 sal

22 psil, 29 sal

22 psil, 29 sal

7-18 mice

7-18 mice

9-17 mice

7-18 mice

7-18 mice

3 mice

7-18 mice

7-18 mice

7-18 mice

7-18 mice

7-18 mice

7-18 mice

7-18 mice
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Degrees of
Freedom (DFn, Multiple comparisons?
Row Figure Statistical Model Variable DFd) Parameter(s)  Paramter value p-value (Sidak test) p-value n per group
Extinction
Supp Fig. 2E Class (1.17) 0.02798 0.8691
120 Panel 3 Two Way ANOVA Interaction (1,17) F-statistic 0.8103 0.3806 7-18 mice
Treatment (1,17) 4.519 0.0485
Extinction
Supp Fig. 2E Class (1,17) 0.4693 0.5025
121 Panel 4 Two Way ANOVA Interaction (1.17) F-statistic 0.06964 0.795 7-18 mice
Treatment (1,17) 0.3512 0.266
Extinction
Supp Fig. 2E Class (1,17) 0.1452 0.7079
122 Panel 5 Two Way ANOVA Interaction (1.17) F-statistic 1.323 0.5612 7-18 mice
Treatment (1,17) 3.0676 0.0979
Extinction
Supp Fig. 2G Class (1,17) 5.674 0.0292
123 Panel 1 Two Way ANOVA Interaction (1.17) F-statistic 13.91 0.0017 7-18 mice
Treatment (1,17) 0.2305 0.6373
Extinction
Supp Fig. 2G Class (1,17) 1.436 0.2472
124 Panel 2 Two Way ANOVA Interaction (1.17) F-statistic 0.8092 0.3809 7-18 mice
Treatment (1,17) 2.208 0.5157
Extinction
Supp Fig. 2G Class (1,17) 0.003729 0.952
125 Panel 3 Two Way ANOVA Interaction (1,17) F-statistic 0.4406 0.1556 7-18 mice
Treatment (1.17) 1.114 0.306
Extinction
Supp Fig. 26, Class (1,17) 1.644 0.217
126 Panel 4 Two Way ANOVA Interaction (1,17) F-statistic 3.203 0.0913 7-18 mice
Treatment (1,17) 0.009515 0.9234
Extinction
Supp Fig. 2G Class (1.17) 0.002574 0.9601
127 Panel 5 Two Way ANOVA Interaction (1,17) F-statistic 0.9156 0.3521 7-18 mice
Treatment (1.17) 1.666 0.214
Extinction
Supp Fig. 21, Panel Class (1.17) 0.485 0.4956
128 1 Two Way ANOVA Interaction (1,17) F-statistic 0.299 0.5916 7-18 mice
Treatment (1.17) 1.932 0.1825
Extinction
Supp Fig. 2|, Panel Class (1.17) 05825 0.4558
129 2 Two Way ANOVA Interaction (1,17) F-statistic 0.7397 0.4017 7-18 mice
Treatment (1,17) 3.089 0.0968
Extinction
Supp Fig. 21, Panel Class (1.17) 0.02798 0.8691
130 3 Two Way ANOVA Interaction (1,17) F-statistic 0.8103 0.3806 7-18 mice
Treatment (1,17) 4.519 0.0485
Extinction
Supp Fig. 2!, Panel Class (1,17) 0.4693 0.5025
131 4 Two Way ANOVA Interaction (1.17) F-statistic 0.06964 0.795 7-18 mice
Treatment (1,17) 0.3512 0.5612
Extinction
Supp Fig. 21, Panel Class (1,17) 0.1452 0.7079
132 5 Two Way ANOVA Interaction (1.17) F-statistic 1.323 0.266 7-18 mice
Sex (3,17) 0.6941 0.5683
Time (59, 1003) 0.8867 0.7145
133 Supp Fig. 3A Two Way RM ANOVA  Interaction (17, 1003) F-statistic 0.8 0.6984 7 mice
Sex (3,17) 0.3718 0.7744
Time (59, 1003) 3.18 <0.0001
134 Supp Fig. 3B Two Way RM ANOVA  Interaction (17, 1003) F-statistic 1.014 0.4399 7 mice
Sex (3.17) 1.329 0.2978
Time (59, 1003) 1.021 0.4338
135 Supp Fig. 3C Two Way RM ANOVA  Interaction (17, 1003) F-statistic 1.52 <0.0001 7 mice
Sex (3,17) 1.741 0.5685
Time (59, 1003) 1.457 0.0155
136 Supp Fig. 3D Two Way RM ANOVA  Interaction (17, 1003) F-statistic 0.9772 0.1966 7 mice
Sex (3,17) 0.327 0.8059
Time (59, 1003) 1.255 0.0973
137 Supp Fig. 3E Two Way RM ANOVA  Interaction (17, 1003) F-statistic 1.136 0.1261 7 mice
138 Supp Fig. 5B One Way RM ANOVA  Time (9,20) F-statistic 0.6529 0.5091 3 mice
139 Supp. Fig. 5D One Way ANOVA Group (3, 396) F-statistic 55.71 <0.0001 Compare to non-shock  All comparisons: <0.0001 100 iterations.
Group
(Non-shock v.
140 Supp. Fig. 5E Chi-square Saline) 3 Chi-square 23.85 <0.0001
Group
(Non-shock v.
141 Supp. Fig. 5F Chi-square Saline) 3 Chi-square 37.73 <0.0001
Group
(Non-shock v.
142 Supp. Fig. 5G Chi-square Saline) 3 Chi-square 56.13 <0.0001

Group (1,227) 10.76 0.0012 Sal vs. Nonshock Ext1: 0.0149, Ext3: 0.0061
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Row Figure Statistical Model
143 Supp Fig. 5H Two Way RM ANOVA
144 Supp Fig. 51 Two Way RM ANOVA
145 Supp Fig. 5J Two Way RM ANOVA

14

>

Supp. Fig. 6H, left Two Way RM ANOVA

Supp. Fig. 6H,

147 middle Two Way RM ANOVA
Supp. Fig. 5H,

148 right Two Way RM ANOVA

Variable
Time
Interaction

Group
Time
Interaction

Group
Time
Interaction

Group

Time
Interaction

Group
Time
Interaction

Group

Time
Interaction

Degrees of
Freedom (DFn,
DFd)

(1,227)
(1,227)

(1, 224)
(1,224)
(1,224)

(1, 256)
(1, 256)
(1, 256)

(2,479)

(1,479)
(2,479)

(2, 481)

(1, 481)
(2,481)

(2,484)

(1, 484)
(2, 484)

Paramter value
0.1684
0.08495

Parameter(s) p-value

F-statistic

225
1.135
F-statistic 225
1.551
76.18 <0.0001

F-statistic 6.403

12.11 <0.0001

14.01
F-statistic 6

0.3818
0.2102

F-statistic 2.424

2.864 <0.0001

122.8 <0.0001

F-statistic 10.13 0.058

0.6819
0.771

0.238

0.2879

0.135

0.1948

0.0201

0.0002
0.0022

0.6829
0.6468
0.0896

Multiple comparisons?
(Sidak test)

Sal vs. Nonshock

Ext1, Ext3

Res, Non-Res, Sal

Ext1, Ext3

Res, Non-Res, Sal

p-value

Ext1: 0.9611, Ext3: 0.0337

Ext1: Res vs. Non 0.0003; Res

vs. Sal < 0.0001 Non vs. Sal
0.3995  Ext3: Res vs. Non
0.8865; Res vs. Sal 0.0034;
Non vs. Sal 0.0322

Res: <0.0001; Non: >0.9999 ;

Sal: 0.2474

Ext1: Res vs. Non 0.9469; Res

vs. Sal 0.9972 Non vs. Sal
0.9840 Ext3: Res vs. Non
<0.0001; Res vs. Sal 0.0374;
Non vs. Sal 0.1111

Res: < 0.0001; Non: 0.0076 ;
Sal:< 0.0001

n per group

151 saline, 78 non-shock
neurons

158 saline, 69 non-shock
neurons

175 saline, 83 non-shock
neurons

142 neurons (R), 131
neurons (N), 167 neurons

(S)

178 neurons (R), 148
neurons (N), 158 neurons

)

171 neurons (R), 144
neurons (N), 171 neurons

()
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