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Abstract

A common approach in the study of cognition is to train subjects to perform a task that requires a particular
cognitive process to solve. Analysis of the subjects’ response behavior while they perform these tasks can offer
valuable insight into the underlying mechanisms that give rise to cognition. However, if subjects are able to
accurately perform such a task by using a strategy that doesn’t involve the targeted cognitive process, data
from those experiments becomes more difficult to interpret. A number of perceptual decision-making tasks
have been designed to study the accumulation of evidence, i.e. how noisy information presented over time is
used to form a decision. Recent work, however, has highlighted how a variety of non-integration strategies can
by some measures yield strikingly near-optimal performance on such tasks, raising the possibility that past
conclusions from these experiments may be incorrect. Here we assemble the largest data set of animals
performing one such task — the “Poisson Clicks” task — which is optimally solved by the gradual integration of
pulsatile auditory noise. To investigate whether rats are in fact using this strategy, we compiled data from 515
rats performing over 35 million trials. We compare performance of 3 degenerate strategies (that circumvent the
need to integrate evidence) to the optimal (integration) strategy. We demonstrate that the pulsatile nature of the
stimuli used in the Poisson Clicks Task makes it possible to distinguish which strategy subjects use.
Overwhelmingly, we find the rats are using an integration strategy when performing the Poisson Clicks Task.

Introduction

“All models are wrong, but some are useful,” George Box famously opined in 1976 (Box, 1976) yet many of us
often need reminding of it. The purpose of science is to improve our understanding of the natural world. We do
this by constructing simplified models of the complex systems we study. The goal of these models is to make
testable predictions which in turn can lead to better models and a deeper understanding of the system being
studied. It's not enough that a model can accurately describe a system, if the premise on which the model is
built is fundamentally wrong. For example, the geocentric model of the solar system with its nested epicycles
was able to accurately predict the location of celestial bodies in the sky (Ptolemy, 150), yet today we know this
is not how the solar system functions (Copernicus, 1543). Therefore we must constantly strive to test our
models and be willing to toss them out when necessary (Palminteri et al., 2017; Wilson and Collins, 2019).

In neuroscience we seek to understand how the brain functions, from how the intricate interactions of
molecules give rise to cells, to how the coordinated activity of those cells give rise to behavior and cognition. A
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common strategy in studying cognition is to train subjects to perform a task that requires a particular cognitive
process to solve accurately (Thorndike, 1911). We can then build mathematical models to describe the
subjects’ behavior with the goal of better understanding the underlying cognitive phenomenon (Bogacz et al.,
2006; Wilson and Collins, 2019). Here again George Box provides insight: “Since all models are wrong the
scientist must be alert to what is importantly wrong. It is inappropriate to be concerned about safety from mice
when there are tigers abroad.”(Box, 1976). If it is possible to accurately perform a task without employing the
cognitive process it's designed to test (Ditterich, 2006; Stine et al., 2020), the models that assume its
engagement should be questioned. For example, if a subject could write down the list of words in a short-term
memory task and then later when asked to recite them simply read back what they had written, modeling
performance of this task would teach us little about memory. We must be vigilant to the possibility that subjects
are using alternative strategies to perform the tasks we train them on, and run additional tests and analysis to
show they are not (Glickman and Usher, 2019; Hyafil et al., 2023; Pinto et al., 2018).

The world we inhabit is complex, and sensory information that reaches us is often corrupted by noise. To get a
better sense of what one is hearing, seeing, smelling, or feeling, one can reduce this noise by averaging over
multiple independent samples. The accumulation of sensory evidence is an integral component of perceptual
decision making. How the brain is able to combine noisy information presented gradually over time and use
that to form a decision of what action to take has been the focus of extensive study for many decades (Brody
and Hanks, 2016; Hanks and Summerfield, 2017; Newsome and Paré, 1988). To understand this process
better, cognitive neuroscientists have created a collection of perceptual decision-making tasks that target
different sensory modalities including audition (Brunton et al., 2013; Hanks et al., 2015; Pardo-Vazquez et al.,
2019; Raposo et al., 2012; Sanders and Kepecs, 2012), vision (Gold and Shadlen, 2000; Katz et al., 2016;
Morcos and Harvey, 2016; Odoemene et al., 2018; Raposo et al., 2012; Scott et al., 2015; Shadlen and
Newsome, 1996), olfaction (Bowman et al., 2012; Uchida et al., 2006), and somatosensation (Deverett et al.,
2018), and applied them to a range of species from rats (Brunton et al., 2013; Hanks et al., 2015;
Pardo-Vazquez et al., 2019; Raposo et al., 2012; Scott et al., 2015) and mice (Deverett et al., 2018; Morcos
and Harvey, 2016; Odoemene et al., 2018; Pinto et al., 2018; Sanders and Kepecs, 2012), to monkeys (Gold
and Shadlen, 2000; Katz et al., 2016; Shadlen and Newsome, 1996) and humans (Brunton et al., 2013;
Cheadle et al., 2014; Glickman and Usher, 2019; Keung et al., 2019; Raposo et al., 2012; Wyart et al., 2012).
In these tasks, subjects are typically presented with a stream of noisy sensory stimuli, they must attend to
some component of that stimulus, and use it to form a binary decision. For example, in the Random Dot
Motion Task (Gold and Shadlen, 2000; Newsome and Paré, 1988) subjects are shown a field of moving dots,
with some moving in a coherent direction and the rest moving randomly. The subject is rewarded if they
correctly report the direction of coherent motion. In the Poisson Clicks Task (Brunton et al., 2013; Sanders and
Kepecs, 2012) subjects are played two streams of randomly timed auditory clicks, one coming from a speaker
to their right and the other from a speaker to their left. Here, the subject is rewarded if they correctly report
which speaker played more clicks.

One additional feature of perceptual decision-making tasks is how the stimuli are presented to the subject.
Tasks can generally be categorized into two groups. The first are continuous evidence tasks, this includes the
Random Dot Motion Task (Gold and Shadlen, 2000; Newsome and Paré, 1988; Shadlen and Newsome, 1996)
as well as the Cloud of Tones Task (Znamenskiy and Zador, 2013), where sensory evidence is presented
continuously to the subject. Continuous evidence tasks have no pauses or gaps in the sensory stream and
multiple bits of evidence are presented simultaneously. The other group are discrete evidence tasks. These
include the Poisson Clicks Task (Brunton et al., 2013; Sanders and Kepecs, 2012) as well as a visual version
known as Flicker (Scott et al., 2015), a spatial navigation version dubbed Accumulating Towers (Harvey et al.,
2012; Pinto et al., 2018), and many others (Bronfman et al., 2015; Cheadle et al., 2014; Cisek et al., 2009;
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Morillon et al., 2014; Pardo-Vazquez et al., 2019; Wyart et al., 2012; Yang and Shadlen, 2007) where the
sensory stimulus is composed of discrete bits of information often separated by periods of no information.
Hybrid tasks also exist between these two categories where a series of short discrete periods of continuous
evidence are presented to a subject (Levi et al., 2023; Yates et al., 2017). This particular, seemingly nuanced
feature of perceptual decision-making tasks will be highly relevant to the analysis we present here. However,
regardless of how the stimuli are presented, the optimal strategy in all of these tasks is the same, and requires
the subject to integrate over the entire stimulus. This is because at any individual moment in time the stimulus
is too noisy to be accurately relied upon.

The models used to describe the decision-making behavior in these tasks are often built around a drift-diffusion
mechanism (Bogacz et al., 2006; Bronfman et al., 2015; Brunton et al., 2013; Busemeyer and Townsend, 1993;
Cisek et al., 2009; Gold and Shadlen, 2007; Ratcliff, 1978; Ratcliff and McKoon, 2008) and generally assume
the subject is integrating the entire stimulus. However, if subjects are not (Thura et al., 2012), then this is a
tiger George Box warned about, making the tasks, models, and the conclusions we draw from them less
reliable (Hyafil et al., 2023; Stine et al., 2020). Here lies the important question: What strategy are subjects
using to perform accumulation of perceptual evidence decision-making tasks? While there are strategies
subjects can use to perform reasonably well on these tasks without integrating the entire stimulus, simple
analysis of their behavioral responses is usually sufficient to demonstrate subjects do not tend to use them.
One approach to determine a subject’s strategy is to develop more universal models that are able to adopt a
range of different strategies (Wilson and Collins, 2019), or a series of different models that each assume a
unique strategy; and determine which better explains the subjects’ response behavior. Previous work on the
Poisson Clicks Task used a model that was able to account for a few different suboptimal strategies (Brunton et
al., 2013), including a burst detection strategy, which we will explore further here. The overall conclusion from
this previous work was that rats integrate the entire stimulus in a nearly optimal way. However, this model still
left many strategies untested.

Recent work (Stine et al., 2020) investigating monkey and human performance on the continuous evidence
Random Dot Motion Task found that simple behavioral analyses and model fitting were not sufficient to
determine a subject’s strategy. Specifically, they identified two strategies, dubbed Extrema (referred to here as
Burst) and Snapshot (see also (Cartwright and Festinger, 1943; Ditterich, 2006)), where a subject does not
integrate the entire stimulus, but is still able to generate responses that make it appear as if they are. Here we
refer to this class of strategies, where the subject does not use the cognitive process the task is designed to
probe, yet is still able to generate responses appearing as if they do, as degenerate strategies. The conclusion
of this study was that only modifications to the accumulation of evidence task structure could allow one to
determine if a subject was integrating the entire stimulus or not. They found that only when subjects perform
both trials with a variable stimulus duration and trials where the subject is free to respond at any time during
the stimulus could they conclude if the entire stimulus was being integrated.

More recent work however has challenged this conclusion (Hyafil et al., 2023). Investigating monkey, human,
and rodent performance on a series of different discrete evidence accumulation tasks, the authors conclude
that analyses do in fact exist which allow one to determine if a subject is using one of the degenerate
strategies identified by Stine et al., or integrating the entire stimulus, without any alteration of the task structure.
Here we will use one of the analyses they identified, which leverages “disagree trials” (Hyafil et al., 2023; Levi
et al., 2018) (we refer to these as “conflict trials”), on behavioral data from rats performing the Poisson Clicks
Task. The strategy a subject uses to perform a task can leave a particularly strong fingerprint on the pattern of
mistakes they make. Different strategies predict different patterns. ldentifying a strategy that predicts a similar
pattern of mistakes to what the subject produces is strong evidence the subject is using that strategy. Here we

3


https://paperpile.com/c/zgIfvI/KKrA+OBUY+Crok+4cyG+3JYm+PQW3+nkVQ
https://paperpile.com/c/zgIfvI/1YkY+Yoak
https://paperpile.com/c/zgIfvI/QlqI+EMmT+BSIp+IpJ7+Crok+4cyG+FnGE+93r6
https://paperpile.com/c/zgIfvI/QlqI+EMmT+BSIp+IpJ7+Crok+4cyG+FnGE+93r6
https://paperpile.com/c/zgIfvI/NtNW
https://paperpile.com/c/zgIfvI/AABy+DxnX
https://paperpile.com/c/zgIfvI/Livp
https://paperpile.com/c/zgIfvI/93r6
https://paperpile.com/c/zgIfvI/93r6
https://paperpile.com/c/zgIfvI/DxnX
https://paperpile.com/c/zgIfvI/4WY1+u9ot
https://paperpile.com/c/zgIfvI/AABy
https://paperpile.com/c/zgIfvI/oOJb+AABy
https://paperpile.com/c/zgIfvI/oOJb+AABy
https://doi.org/10.1101/2024.08.21.609064
http://creativecommons.org/licenses/by-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2024.08.21.609064; this version posted August 22, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-ND 4.0 International license.

make use of conflict trials as one test to identify which strategy rats use to perform the Poisson Clicks Task.
We further identify additional novel analysis specifically tailored to discrete evidence tasks like the Poisson
Clicks Task, and when applied, consistently find evidence that rats integrate information from the entire
stimulus.

In this study, we will first test if degenerate strategies can be used to successfully perform a discrete evidence
auditory perceptual decision-making task, the Poisson Clicks Task, in a way that mimics a subject integrating
evidence from the entire stimulus, i.e. full integration. Second, we will demonstrate that it is possible, given the
task structure, to determine whether or not these degenerate strategies are being used. The dataset on which
we will test these strategies comes from 515 individual male rats performing a collective 35,858,295 trials
(Kopec et al., 2024). We expand the original model used to describe behavior on the Poisson Clicks Task
(Brunton et al., 2013) and develop a series of degenerate strategy models, to more fully explore how rats
perform this task. We will first test the two strategies identified by Stine et al. using a combination of
model-free analysis and model fitting: 1) Burst (Ditterich, 2006; Stine et al., 2020; Waskom and Kiani, 2018),
where the subject only responds to a brief burst of strong evidence; 2) Snapshot (Pinto et al., 2018; Stine et al.,
2020), where the subject integrates only a very small portion of the entire stimulus. Subsequently, we will test a
third degenerate strategy that combines elements from these first two: 3) Single Click, where the subject
responds to only a single randomly selected click. Overall, we demonstrate that it is possible to use models
(Wilson and Collins, 2019) and model free analysis (Palminteri et al., 2017) to determine whether or not
subjects are using one of these degenerate strategies, without altering the task structure. We conclude that the
vast majority of subjects in this dataset are not (99.8% of rats are likely not using a burst strategy, 88.9% are
likely not using a snapshot strategy (those that may be are using a very long snapshot nearly equivalent to full
integration), and 100% are likely not using a single click strategy).

The analyses performed here, and the ability to make the determination that rats are not using these
degenerate strategies, rely heavily on the discrete pulsatile nature and Poisson statistics of the stimulus used
in the Poisson Clicks Task. The potential to analyze existing data and determine a subject’s strategy without
having to alter the task structure and collect new data, highlights a significant advantage discrete evidence
tasks have over continuous evidence accumulation of evidence tasks. The findings presented here
demonstrate that the body of literature, relying on the assumption subjects in the Poisson Clicks and similar
tasks integrate information from the entire stimulus, does not suffer from a crucial flaw suggested by Stine et al.
Finally, we conclude there is likely no conflict between the findings from Stine et al. which focused on
continuous evidence tasks and Hyafil et al. which focused on discrete evidence tasks; rather their conclusions
were driven by the limitations of the analyses imposed by the different stimuli used in the tasks they
investigated.

Results

The Poisson Clicks Task and Dataset

We have compiled data from 515 fully trained rats performing over 35 million behavioral trials on the Poisson
Clicks Task. The data was collected from 135,326 sessions (continuous periods of time in an operant behavior
chamber), with each session averaging 128 minutes, performed over a 15 year period. Collectively this data
represents 33 years of behavioral data. In this work, we use this dataset to test various strategies rats may be
using to perform the Poisson Clicks Task. To facilitate study by others we’ve made this dataset available on
zenodo.org (Kopec et al., 2024)(see Methods: Dataset).
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The Poisson Clicks Task is an auditory perceptual decision-making task designed to study the gradual
accumulation of information (Brunton et al., 2013). The task structure is outlined in Figure 1a, and performed in
an operant chamber where rats have access to 3 nose ports, cylindrical recesses where they can poke their
nose (see Methods). Trials are self initiated by the rat who is cued with a LED in the center port. When they
are ready to perform a trial the rat pokes his nose into the center port and holds it there. After a variable delay
of silence two streams of auditory clicks play from each of two speakers positioned above the left and right
nose ports. In the “location” variant of the task, each speaker plays an independent stream of randomly timed
white noise clicks. In this version of the task the first click is often a stereo click played simultaneously from
both speakers. When the clicks stop playing the center LED is extinguished and the rat is free to withdraw
from the center port. The rat is rewarded with a small drop of water if they poke their nose into the side port
associated with the speaker that played the greater number of clicks. An incorrect response is paired with a
burst of white noise and a timeout before the next trial can begin. If the rat fails to hold its nose in the center
port during the entire fixation period the trial is aborted as a violation and a new trial begins after a short delay.
Violation trials are excluded from all analysis in this study.

An alternate “frequency” version of the task all clicks are stereo and consist of a 3 ms pure tone, either low 6.5
kHz or high 14.2 kHz. Here the rat must decide if more high or low tone clicks were played. In the frequency
version high and low clicks are never allowed to overlap, and therefore there is no equivalent of an initial stereo
click as in the location version. Rats are only trained on one version of the task. Throughout this study data
from both versions of the task are combined as we find no significant difference in performance between them.

The difficulty of individual trials can be controlled by adjusting the Poisson rate of the “left evidence” and “right
evidence” streams. Typically reported as gamma, this is the log ratio of the right and left evidence rates:

Right Rate
— Jog( o T
Gamma os( Left Rate )
Total Rate = Right Rate + Left Rate
Gamma
nght Rate = Total Rate X W

The stimulus period is defined as the time when clicks may play. This is typically 1 s long beginning 500 ms
after the rat pokes into the center port and terminates when the center port LED is extinguished (Figure 1a).
The total duration of the stimulus is variable and ranges between 200 ms and 1 s.

Typical trials on the Poisson Clicks Task are generated using a unique seed in a pseudorandom list, generating
an entirely unique stimulus. The random timing of the clicks allows us to better sample the stimulus space and
constrain model fits. However, while a model will yield a probability of producing a particular response, the
subject either does or does not produce that response only once following that stimulus. One can maximize
over the probability of the model matching the subject’s responses to constrain model parameters, but we still
wondered, if a model predicts that a subject will produce a rightward response some fraction of the time, say
70%, if we repeated that trial to the subject multiple times, say 100 replicates, would we in fact see responses
in line with the model prediction, i.e. 70 right and 30 left choices. These repeated stimulus trials, dubbed
“frozen noise” trials, are randomly presented to the rats and generally make up no more than 50% of the trials.
Typically 10 different trials per generative gamma are presented; given 8 generative gamma values +/- [0.5,
1.5, 2.5, 3.5] for a total of 80 different frozen trials. A rat will experience each frozen noise trial on average 2.5
times given a typical session of 400 trials. Not all rats trained on the Poisson Clicks Task experienced frozen
noise ftrials. For each of the strategies tested in this study we use the frozen noise trials as a held out test to
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Figure 1. The Poisson Clicks Task. a) Poisson Clicks task structure. The center port light turning
on is the cue to the subjects that they are free to begin a trial. When ready, they poke their nose into the
center port and are trained to hold it there under the center light is turned off. While the animal has its
nose in the center port, after a variable duration silence, two streams of randomly timed clicks are played
from speakers above each side port. The stimulus plays for a variable duration. When the clicks finish
playing, the center light is extinguished and the subject is free to withdraw from the center port. A
subsequent poke into the correct side port provides a small water reward, while an incorrect side poke is
paired with a white noise sound and a time out before the next trial can begin. Rats are trained on one of
two different versions of the Poisson Clicks Task. In the Location version of the task, each click is played
from either the left or right speaker, and the correct side is the one that played the greater total number of
clicks. In the Location version the first click is often a stereo click played from both speakers
simultaneously as depicted here. In the Frequency version of the task, all clicks are played in stereo, and
each click is either a low or a high tone. The correct side is Right if more high tones were played, and
Left if more low tones were played. b) Histograms of the number of training sessions (left) and trials
(right) the rats required before mastering the Poisson Clicks task, with mastering defined as the time
from first introduction to a training rig, until reaching performance criteria sufficient to being included in
this study (see main text for criteria). Medians are marked with a red line (78 sessions, 18,379 trials).
Note the log scale of the horizontal axis.

see how well the different
strategies can predict the
rats’ performance. The
models are fit to the unique
(non-frozen) trials only and
then run on the frozen
noise trials with their
predicted performance
plotted against the rats’
response behavior (see
Figures 4b, 6b, 8b, and 9e
below).

The dataset in this study is
pooled from all rats in the
Brody lab that have trained
on the Poisson Clicks Task
(“location” and “frequency”
versions) and meet the
following criteria: 1)
perform the task for a
minimum of 100 days; 2)
sessions (a contiguous
period of time in a training
rig, typically only 1 per day)
must include trials of three
different difficulties
(absolute value of gamma);
3) the most difficult trials
must have a [gamma| < 1;
4) the easiest trials must
have a [gamma| = 3; 5)
overall performance during
the session must exceed
65% correct; and 6) over

sessions that meet these criteria, the rat must complete a minimum of 10,000 trials (excluding violation trials).
With these criteria in place, we have assembled a dataset consisting of 35,858,295 trials from 515 rats. All
analysis in this study excludes the following: violation trials where the rat breaks fixation before cued, trials
where an optogenetic stimulus occurs, trials with a stimulus duration greater than 1 second, “free choice” trials
where no clicks are played and both choice ports are rewarded, trials where the correct response is cued with
a side LED, and rats that trained for a significant period of time on a task other than Poisson Clicks. The full
dataset does contain these individuals, trials, and sessions with metadata to facilitate additional study by

others.

Rats learn the Poisson Clicks Task in a semi-automated training facility. Technicians load the animals into
training rigs, but training occurs at the animal’s own pace as the software advances them through a series of
stages shaping their behavior based on their own performance metrics (see Methods). The rats included in this
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data set required a median of 78 training sessions to fully learn the task (Figure 1b left, 95% of rats required
between 36 and 241 sessions), defined as advancing from completely naive about the training rig to providing
the first data that meets criteria defined above to be included in the dataset. This translates to a median of
18,379 trials (including violation trials) to learn the task (Figure 1b right, 95% of rats required between 5,443
and 60,932 trials)

Rat Performance

After training rats are able to perform well on the Poisson Clicks Task as can be seen by plotting the fraction
responding “right” as a function of click difference. Here we fit a 4-parameter sigmoid function to each
individual rat’s data (Figure 2a, see Methods). On average, rats respond “right” only 11.7% of the time (95% of
the rats are between 4.5 - 22.9%) on trials with the greatest negative click difference (i.e. when there were
more left clicks than right clicks), and 87.8% of the time (95% of the rats are between 76.6 - 95.0%) on trials
with the greatest positive click difference (Figure 2a panel 3, lower asymptote (upper asymptote): the easiest
trials with left (right) as the correct response). Rats show minimal bias in their performance (Figure 2a panel
4), the median click count difference that results in equal fraction of left and right responses is -0.09 clicks
(95% of the rats are between -4.57 clicks (biased left) to +3.42 clicks (biased right)). Finally, rats are sensitive
to small changes in the overall click count as measured by the steep slope at the inflection point in the
psychometric plot (Figure 2a panel 5). On average (median) rats respond “right” 3.1% more in response to 1
additional right click (95% of the rats are between 1.6 - 7.3%).

In the Poisson Clicks Task, the reward is offered at the side associated with the stream that played more clicks
(Figure 1a). Therefore, the optimal strategy is to integrate clicks from the entire stimulus to inform one’s
decision. Three different analyses of the rats’ response behavior are consistent with a strategy in which they
integrate the entire stimulus. First, if we plot their psychometric curves (Brunton et al., 2013; Carandini and
Churchland, 2013), fraction “go right” as a function of the overall click difference (Figure 2a panel 1), we see a
sigmoid monotonic relationship. More right evidence clicks leads to a greater probability of the rat responding
right. Second, if we plot the chronometric curves (Brunton et al., 2013; Kiani et al., 2008; Kiani and Shadlen,
2009; Shadlen and Newsome, 1996), fraction of correct responses as a function of the stimulus duration
(Figure 2b top), we see a gradual but steady increase (p < 0.01 population slope is flat). Overall, the majority of
rats show an increased performance for longer stimuli (Figure 2b bottom). Third, if we compute the
psychophysical kernel (see Methods), an estimate of the weight of the influence different periods within the
stimulus have on the decision (Keung et al., 2020; Kiani et al., 2008; Nienborg and Cumming, 2007; Shadlen
and Newsome, 1996), we see a relatively flat function, consistent with all clicks being considered equally
(Figure 2c top)(Brunton et al., 2013). In Figure 2c bottom, we fit an exponential function to each rat’s
psychophysical kernel and plot a histogram of the lambda values (inverse of the time constant). A lambda of
zero corresponds to a flat kernel. Overall, there is a small under-weighting of the clicks that occur at the
beginning of the stimulus (Figure 2c left, p < 0.01, however some rats overweight these clicks, 95% of rats’
lambda when aligned to stimulus onset is between -1.8 and 2.0) but later clicks are weighed uniformly (Figure
2c right bottom, p = 0.69, 95% of rats’ lambda when aligned to stimulus offset is between -1.6 and 1.3). Taken
together these three analyses are consistent with the rats using information from the entire stimulus when
deciding on a response.

A note that will be relevant for the degenerate strategies discussed below, the value of the psychophysical

kernel can have different causes. On the one hand, it can refer to the weight assigned to clicks occurring at a

particular time, i.e. a value of 0.5 means any click occurring at that time always adds +/- 0.5 to the accumulated

total rather than +/- 1. On the other hand, a value of 0.5 can indicate that a click occurring at a particular time
7
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Figure 2. Performance of rats on the Poisson Clicks task. a) Left: Individual psychometric curves (fraction respond “right” as a function of
total right minus total left clicks) plotted in gray for 515 rats. Mean psychometric curve in black. Vertical bars indicate 95% of the rats. Right:
Schematic of an example psychometric curve, indicating the asymptotes, bias, and slope, followed by histograms over the individual psychometric
curves of their asymptotic endpoints (lower and upper); bias (click difference that results in a Fraction Go Right = 0.5); and slope (computed at the
curve’s inflection point). b) Upper: Individual chronometric plots (fraction correct as a function of stimulus duration) plotted in gray for 507 rats.
Rats with at least 50 trials in each of at least 5 different duration bins are included in this analysis. Mean chronometric plot in black. Vertical bars
indicate 95% of the rats. Lower: Histogram of the slope (fraction correct per 100 ms) of the best fit line to individual rat’s trial durations and
responses. Mean marked in red. 97.0% of rats have a positive slope, p << 0.01. ¢) Upper: Psychophysical Kernel, fit to the rat’'s choice data using
logistic regression. This is an estimate of the influence evidence in each time bin has on the subject’s decision. Data aligned to stimulus onset (left)
or stimulus offset (right). Individual rats shown in gray, mean in black. Vertical bars indicate 95% of the rats. Only trials with stimuli 500 ms or
greater are included in this analysis. Lower: An exponential function is fit to each rat’'s psychophysical kernel. A histogram of the lambda (A = 1/7)
values from each rat's best fit exponential curve is plotted. Mean marked in red. A = 0 indicates a flat psychophysical kernel (all clicks are influence
the decision equally). Data aligned to stimulus onset (left) 72.2% rats A <0 (p < 0.01). Aligned to offset (right) 50.0% rats A <0 (p = 0.91).

has a 50% probability of being sampled. When the click is sampled it adds +/- 1 to the accumulated value and
when it's not sampled it adds 0. The value of the kernel can also refer to any mixture of these two processes.
A decaying kernel can either indicate a strategy that samples early clicks with a greater probability than it
samples later clicks, or a strategy that samples all clicks but weighs late clicks less. When discussing the
kernels resulting from the degenerate strategies we know the values refer to the probability of sampling clicks
at particular times (since that's how we designed the strategies to function). However, we must remain agnostic
to the true underlying cause of the kernel fit to the rats’ data, and simply use its shape to help elucidate the
strategy they’re using to perform the task.

Degenerate Strategies

While the ideal strategy, integrating the entire stimulus, may maximize the reward earned, it is possible to use
alternate strategies to perform the Poisson Clicks Task significantly better than chance. We refer to these as

degenerate strategies since they allow one to perform the task reasonably well, without using the cognitive
8
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process this task is designed to probe, integration. For example, given the typical range of gamma values
used to generate stimuli (+/- 0.5, 1.5, 2.5, 3.5), the first non-stereo click will indicate the correct response ~83%
of the time. However, if this click was consistently used to inform a subject’s decision, it would be clearly
evident in the plots shown in Figure 2b,c. The chronometric plots (Figure 2b) would not show a change in
performance as a function of stimulus duration since all clicks following the first non-stereo click would be
irrelevant. The psychophysical kernel (Figure 2c¢) would show all the weight assigned to clicks in the first time
bin and zero weight after that. A similar outcome would occur if one always relied only on the last click.
Therefore, we can rule out such simple degenerate strategies given basic behavioral analysis.

Recent work has identified alternate degenerate strategies (Stine et al., 2020), dubbed Extrema (referred to
here as Burst) and Snapshot, for solving a continuous evidence integration task, the Random Dot Motion Task.
If a subject were to use these strategies, their response data would result in a monotonic sigmoid psychometric
plot, an increasing chronometric plot, and a flat psychophysical kernel. Simple behavioral analyses are
therefore not able to distinguish these strategies from full integration. The authors further demonstrate that
only modifications to the task structure itself, requiring subjects to perform both variable stimulus duration trials
and reaction time ftrials, allows one to distinguish whether the subjects are using full integration or either of
these degenerate strategies to solve the task. Here, we will investigate these two degenerate strategies along
with a third Single Click strategy in relation to a discrete evidence integration task, the Poisson Clicks Task.
We seek to answer two questions: first, is it possible to differentiate if a subject performing the Poisson Clicks
Task (as outlined in Figure 1a) is using one of these degenerate strategies or full integration; and second,
which strategy are the rats in this dataset most likely using to perform the Poisson Clicks Task.

Testing the Burst Strategy

Using the burst strategy (referred to as “extrema” in (Stine et al., 2020)), subjects respond to the first brief burst
of strong evidence they detect (Figure 3a, see also (Cartwright and Festinger, 1943; Ditterich, 2006; Hyafil et
al., 2023)). This is modeled by continuously integrating all clicks within a short window. If all the clicks within
the window favor the same response and the number of clicks hits or surpasses a threshold, the model
commits to that response and ignores all subsequent clicks (eliminating the requirement that all clicks in the
window favor the same response does not alter any of the findings discussed below). If no sufficiently strong
burst of clicks is detected by the end of the stimulus, the model produces a 50/50 guess (Figure 3a example
trials 1, 6, and 7). In principle the bust strategy is capable of resulting in response behavior consistent with the
analysis in Figure 2, thereby mimicking full integration. For example, trials with a greater overall click
difference are more likely to contain a burst event favoring the correct response, resulting in a monotonically
increasing psychometric plot. Trials with longer stimuli are also more likely to contain a burst event, resulting in
fewer guesses and an increasing chronometric plot. Finally, if on average burst events occur at a random time
once per trial, the period within the stimulus sampled will be uniform leading to a flat psychophysical kernel.
Therefore, if these assumptions are true, a cursory analysis of behavioral data appears insufficient to rule out if
a subject is using the burst strategy. Below we will perform additional analysis to test if rats are using the burst
strategy when performing the Poisson Clicks Task.

In the first analysis we look at model and rat performance on a subset of trials we refer to as “conflict trials”.
Conflict trials are named because the presented evidence conflicts with the model’s response. The particular
timing of the clicks in these trials is such that the degenerate strategy is more likely to sample the incorrect
clicks and get the trial wrong (Figure 3a example trials 3 and 4). For example, Figure 3a example trial 3, while
there are more left clicks, the fewer right clicks occur in a burst and trigger an incorrect decision and response.
In example trial 4, again with more left clicks, both left and right clicks occur in bursts but the right burst
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Figure 3. Analysis of performance of the Burst Strategy on the Poisson Clicks task. a) Upper: Schematic describing the burst
strategy. A short window samples the stimulus. When all the clicks within the window favor the same response and their total hits or surpasses a
threshold, the model commits to a decision and ignores all subsequent clicks. Lower: Example trials demonstrating how the burst strategy performs
given different stimuli. In these examples the threshold is 3 clicks within the window of integration. Trials where the model commits to no decision
result in a 50/50 guess. The percent correct indicates how this threshold and window duration perform on these example trials. The trial types
refer to later panels in this and subsequent figures. b) Conflict trials are those a strategy is defined to get wrong more than 50% of the time. Here
we test three variants of the burst model: Left panel, 3 clicks in 20 ms; Center panel, 4 clicks in 40 ms; Right panel, 5 clicks in 80 ms. In the
identified conflict trials, the first “burst” of clicks is from the “incorrect” side and therefore the strategy will always get these trials wrong (see (a)
example trials 3 and 4). Histogram of the mean performance on the identified conflict trials plotted across rats for the burst strategy, integration
model, and the rats’ data. Rats and the integration model perform better than chance on the conflict trials, consistent with them not using the burst
strategy to perform the task. Only rats with at least 20 conflict trials are included in this analysis. ¢) Analysis of rat and model performance on trials
with higher and lower overall click rates. First, trials are divided into groups with each particular # left and # right clicks, i.e. one group will contain
all the trials with 8 left and 5 right clicks, while another group contains all the trials with 10 left and 15 right clicks. Second, each of those groups is
split based on if the stimulus duration is greater or less than the group’s median. Shorter duration trials are flagged as “high rate trials” and longer
duration trials are flagged as “low rate trials” (see (a) example trials 5 and 6). Histogram is plotted across rats of the difference in fraction correct
on low versus high rate trials. In general rats perform slightly better on low rate trials. The burst strategy predicts the opposite, better performance
on high rate trials. This is because high rate trials are more likely to contain a burst, thereby leading to fewer guesses. d) Psychophysical kernels
generated from 3 variants of the burst model run on trials at minimum 500 ms long generated with the same statistics as the trials the rats
performed. Trials are aligned to either the stimulus onset, left plot, or offset, right plot. All variants result in a decaying kernel since any burst
detected early in a trial prevents all subsequent clicks from being sampled. The brief rise during the earliest part of the stimulus period is a result of
the duration of the window of integration sampling clicks over a finite period of time, similar to the boundary effects seen in sampling from the
snapshot strategy (see Figure 5d).

happens first, again triggering an incorrect response. Both of these are examples of conflict trials. In figure 3b
we test 3 variants of the burst model with different duration windows and burst thresholds: 3 clicks in 20 ms, 4
clicks in 40 ms, and 5 clicks in 80 ms (we tested all combinations of window of integration duration 10, 20, 40,
and 80 ms, with burst threshold 3, 4, 5, and 6 clicks and in all cases found similar results to the three variants
shown here). Given the burst threshold we identify conflict trials and plot a histogram across rats of their mean
performance on these trials along with the performance of the burst strategy and a model that integrates the
entire stimulus. Only rats that have a minimum of 20 conflict trials are included in this analysis. By design the
burst strategy always gets conflict trials wrong (Figure 3b), as they are selected to have the first burst of clicks
favor the incorrect response. If rats also performed below chance on these trials, that would be evidence they
are responding to these burst events. However, in all 3 variants of the burst strategy tested all rats perform
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above chance on these ftrials, consistent with them not responding to the bursts of clicks. In contrast, the
integration model is able to match the rats’ performance on these trials.

For a second test we exploit the inherent noise in the timing of individual clicks (similar to analysis performed in
(Brunton et al., 2013)). While the total generative click rate (left rate + right rate) is typically 40 Hz (some rats
performed 20 Hz trials), because of the Poisson nature of the click timing, some trials will by chance have a
total rate greater than 40 Hz while other trials it will be less. Here we divide the trials into two equal groups
differing only in the overall rate. First we divide the trials into groups with a particular number of left and right
clicks, i.e. all 3 left / 5 right click trials go into one group while all 7 left / 4 right click trials go into another. Each
group is then divided in two based on the stimulus duration being greater than or less than the median for that
group. The “short duration” trials go into the “high rate” group and the “long duration” trials go into the “low
rate” group. Four types of trials are excluded from this analysis: groups with only 1 trial; groups with an equal
number of left and right clicks; in groups with an odd number of trials, the trial with stimulus duration equal to
the group median is excluded; and all frozen noise trials are excluded. This results in two groups of trials with
an equal representation of all particular click counts while differing in the total click rate. Longer duration trials
have an overall lower total click rate, are less likely to contain a burst event, and therefore more likely to
require a 50/50 guess at the end of the stimulus compared with shorter duration (high click rate) trials.
Therefore, a burst strategy predicts lower performance on low rate trials compared to high rate trials. Analysis
of the 3 variants of the burst model tested against the trials presented to the rats confirm this prediction (Figure
3c). However, analysis of the rats’ performance in these two groups of trials actually shows a slightly better
performance on low rate trials compared to high rate trials, a finding inconsistent with rats using a burst
strategy to perform the Poisson Clicks Task.

The third test we reexamine the premise that a burst strategy can uniformly sample the stimulus and result in a
flat psychophysical kernel matching the mean of the rats’ data seen in Figure 2c. This requires that each trial
contains no more than one burst and that burst must be randomly positioned within the stimulus. Given the
Poisson nature of click times used to generate the stimuli in this task, that premise is not possible. Any event
that occurs on average once per trial will follow a Poisson distribution with lambda = 1. Therefore, we’d expect
36.8% of the trials to have no bursts, and 26.4% of trials to have more than one burst event. Since the model
commits to a decision at the first burst event it encounters, on trials with more than one burst the later bursts
will be ignored, leading to an over sampling of earlier clicks in the stimulus. To achieve more uniform sampling
requires a lower lambda such that few trials have more than one burst event. A Poisson distribution with
lambda = 0.355 results in only 5% of trials having more than one burst. However, such a low lambda
corresponds to a relatively rare burst event. Now ~70% of the trials will have no burst event, trials on which a
subject using the burst strategy must guess. The best performance one can achieve in this regime, assuming
all trials with a burst the burst favors the correct side, which they do not, is ~65%; yet 65% correct was the
minimum criteria for rats to be included in this data set, and on average rats in this dataset perform the Poisson
Clicks Task much better averaging 76.2% correct (95% perform between 68.3% and 83.3% correct).

To demonstrate the magnitude of oversampling of early clicks the burst strategy results in, in Figure 3d we
analytically compute the psychophysical kernel that would result from the 3 variants of the burst model
described previously. The models were run on simulated trials generated with the same statistics as the trials
the rats typically performed and with a minimum duration of 500 ms. Here we see a robust decrease in
sampling over time, as expected since any early burst prevents all later clicks from being sampled. This is not
a consequence of the particular parameters chosen for these model variants but a necessary consequence of
the Poisson nature of the click timing. The rise in sampling probability at the earliest time points is a
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consequence of the finite duration of the window of integration (similar to what is seen later in the snapshot
strategy Figure 5d).

Unlike continuous evidence integration tasks, the Poisson Clicks Task contains discrete packets of information,
with some trials containing as little as one non-stereo click. For the fourth test we examine trials that only
contain a single click (ignoring the stereo click that begins some stimuli). While the criteria for what constitutes
a “burst” can be debated, a single click would generally not meet that definition. Therefore if a subject was
using the burst strategy to perform the Poisson Clicks Task one would predict they would guess on these trials.
Each of the 3 variants of the burst model discussed above would never hit threshold on a single click trial and
therefore we predict if a subject was using a burst strategy to perform the Poisson Clicks Task they should
respond at chance on all single click trials. Rats however are able to perform significantly above chance on
these trials (~65% correct, Figure 4a, only rats that were presented at least 20 single click trials are included in
this analysis). In order to match the rats’ performance on single click trials, noise needs to be added to the
model such that a single click surpasses the burst threshold ~30% of the time (30% of trials the subject gets
correct, 70% they guess yielding 35% correct, for an overall correct of 65%). However, if the model commits
to a decision 30% of the time on single click trials, the model will commit to a decision 30% of the time it
encounters any click on all other trials. This would lead to an even steeper decaying psychophysical kernel
from what was shown in Figure 3d. There is no way to reconcile these two features of rats’ performance on
the Poisson Clicks Task, above chance performance on single click trials and a flat psychophysical kernel, if
they are using only a burst strategy.

For the final set of tests of the burst strategy we fit an extended version of the model, containing the same free
parameters as the integration model, to the rats’ data (see Table 1 for a list of parameters, since the burst
strategy does not integrate over long periods of time we eliminated 2 parameters, o, and A, and the bias term
was replaced by the burst threshold). Even after fitting a model to the rat’s choice data across all trials we see
the best fit burst strategy is still not able to match rats’ performance on single click trials (Figure 4a).

In the fifth test we fit the extended burst model to the rats’ performance on only the unique (non-frozen) trials,
then tested the model’s predicted response against the rats’ choice behavior on the frozen noise trials (Figure
4b). Here we only include rats that had been presented at least 40 different frozen trials and only frozen trials
that had been presented at least 100 times each to the rat. In total 241 rats and 30,667 different frozen trials
met this criteria. Each of these trials were presented on average 257 times to each rat (therefore this plot
contains data from 7,894,438 total trials). Since the scatter plot in Figure 4b contains over 30,000 points we
overlaid contour lines to allow one to assess the density of data points. While there is an overall correlation
between the rats’ response behavior and the model’s prediction, there is also a large cloud of points centered
on the model predicting ~50% respond “right” but spread across the full range of rat responses (indicated with
a red arrow along the vertical axis). These are trials where the model does not detect a burst and must guess,
but where the rats are consistently producing responses further from 50%.

On average the correlation between the rat’s performance and the model’'s predicted responses is r = 0.927
with the median difference between the predicted and actual performance being +/- 5.8%. A small fraction of
the frozen noise trials are poorly fit by the model as indicated by the data points that lie far from the diagonal
(6.7% of trials have a difference between the model’'s predicted response and the rats’ actual response greater
than 25%). For comparison the integration model discussed later (Figure 9e) more accurately predicts choices
on these trials (correlation r = 0.951, median difference between predicted and actual performance 4.4%, and
3.0% of trials have a difference between the model’'s predicted and the rats’ actual response > 25%).
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Figure 4. Analysis of the best fit Burst Model to rat performance on the Poisson Clicks task. a) Rat and burst model performance
on trials with only a single click (ignoring the stereo click that begins some trials). Individual dots represent mean performance from individual rats
that experienced at least 20 single click trials versus performance of the best fit burst model. Mean performance of three variants of the burst
model shown in color (the three data points overlap). b) Frozen noise trials are repeated trials with identical click train stimuli. The burst model is fit
to all non-frozen ftrials, i.e. those that have unique stimuli, and tested on frozen trials. Not all rats experienced frozen noise trials when performing
the Poisson Clicks task. Only rats that were presented at least 40 different frozen noise trials, each at least 100 times, are included in this analysis.
Data points represent an individual rat versus model predicted performance across a single unique frozen noise trial set. Scatter plot density is
indicated with contour lines. Bins are 0.01 x 0.01 fraction go right. Red arrow indicates band of trials the best fit burst model predicts near 50%
performance but rats produce a large range of responses further from 50%. c) Top: The psychophysical kernel produced by the best fit burst
model to each individual rat (red) aligned to stimulus onset (left) or offset (right) for trials with stimuli longer than 500 ms. Mean shown in black.
Vertical bars indicate 95% of the rats. Bottom: An exponential function is fit to each psychophysical kernel produced by the best fit burst model for
each rat. Plot of the lambda value (1/z) from this exponential fit compared to the lambda of the fit to each rat's psychophysical kernel (Figure 2c).
Left aligned to stimulus onset, right aligned to stimulus offset. Histograms of the lambda values plotted separately for the burst model and rats’
data. Rat data histograms are the same as in Figure 2c. The burst model results in psychophysical kernels that are generally decaying (lambda >
0) significantly more so than the rats’ psychophysical kernels (aligned to onset p < 0.01; aligned to offset p << 0.01). The duration of the window of
integration can result in a rising kernel at the earliest time points lowering the lambda value when aligned to stimulus onset (see Figure 3d). d)
Histogram of delta BIC comparing the full integration model (10 parameters) with the full burst model (9 parameters). See Table 1 for a list of
parameters included in each model. Only 1 rat (0.2%) is better fit by the burst model. Synthetic choice data was generated using a range of
parameters on the burst strategy. All 10 of these synthetic agents (10k trials each) were better fit by the burst model. Individual synthetic data

In the variants of the burst strategy discussed earlier, we argued that it is not possible for the burst strategy to
result in a flat psychophysical kernel given the Poisson nature of the click timing. However, the 3 variants
tested in Figure 3 did not have all the free parameters in the extended burst model. In Figure 4c top we plot
the psychophysical kernels generated by the best fit burst model aligned to stimulus onset (left) and offset
(right). As in Figure 2c we again fit an exponential function to each kernel and plot the lambda value (1/7) from
these fits compared to the lambda values from the rats’ actual psychophysical kernels (Figure 4c¢ bottom).
Regardless whether the trials are aligned to stimulus onset or offset, the burst model results in kernels that
have a greater lambda value (are more decaying) than the kernels fit to the rats’ actual response behavior (p <
0.01 for both alignments). This effect, while still significant, is less pronounced when trials are aligned to
stimulus onset. This is because longer windows of integration can result in a briefly rising probability of
sampling clicks at the earliest time periods (see Figure 3d) that then decays for the remainder of the stimulus
period.
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Finally, for our seventh test of the burst strategy we use Bayesian Information Criterion (BIC) analysis
(Schwarz, 1978) to directly compare how well the burst and integration models fit the rats data (Figure 4d,
black, see Methods). Here we find that 99.8% (514 out of 515) of the rats are better fit by the integration model
when compared to the extended burst model. As a test of the model fitting and this analysis we generated 10
synthetic agents and simulated their responses using the burst strategy (Palminteri et al., 2017; Wilson and
Collins, 2019). Each agent used different parameters run through the extended burst model on the first 10,000
trials that were presented to rat K209 (this was the minimum number of trials a rat must have completed to be
included in this dataset). All 10 of the synthetic agents were better fit by the burst model (Figure 4d, purple),
consistent with this analysis being able to identify which strategy is more in line with what is being used by the
rats.

In total, rats’ behavior is inconsistent with the burst strategy. First, the rats do not perform below chance on
conflict trials (Figure 3b), trials where the first burst of clicks favors the incorrect response. Second, they do
not show the decrease in performance on low rate trials compared to high rate trials (Figure 3c) as expected by
the model. Third, the rats do not show a steeply decaying psychophysical kernel (compare Figures 2c and 3d)
as required by a burst strategy used to perform an accumulation of evidence task where the stimuli are
generated using Poisson statistics. Fourth, rats perform significantly above chance on trials with only a single
click (Figure 4a), trials that contain no bursts. Fifth, the rats produce consistent responses on a subset of
frozen noise trials that the burst model is only able to guess on (Figure 4b red arrow). Sixth, even the best fit
extended burst model results in psychophysical kernels that are significantly more “decaying” that those fit to
the rats’ response behavior (Flgure 4c). Seventh, BIC analysis favors the rats using full integration over a
burst strategy. Taken together, these analyses demonstrate that not only is it possible to determine if a subject
is using a burst strategy to solve the Poisson Clicks Task, but that overall the rats in this dataset are not.

Testing the Snapshot Strategy

The snapshot strategy supposes that rather than integrating the entire stimulus a subject only integrates a
randomly selected short portion of the stimulus to inform their decision (Figure 5a) (Hyafil et al., 2023; Pinto et
al., 2018; Stine et al., 2020). This is modeled by placing a short window of integration randomly within the
stimulus period; all clicks within that window are integrated, while any clicks outside the window are ignored. If
no clicks are present within the window the model simply produces a guess (Figure 5a, example trials 5 and 7).
In principle the snapshot strategy is capable of producing response behavior consistent with the analysis in
Figure 2, thereby mimicking full integration. The greater the click difference the more likely the snapshot will
sample more “correct” clicks, resulting in a monotonically increasing psychometric plot. Since the duration of
any given stimulus is not known a priori, the snapshot may end up being placed over silence prior to stimulus
onset on shorter duration trials. Therefore the longer the stimulus, the more likely the snapshot will overlap
clicks, resulting in increased performance and a rising chronometric plot. Finally, if the snapshot is brief
enough it can uniformly sample the entire stimulus period leading to a flat psychophysical kernel. As with the
burst strategy, if these assumptions are true, a cursory analysis of behavioral data appears insufficient to
determine if a subject is actually integrating the entire stimulus. Below we will perform a similar set of analyses
used above for the burst strategy to determine if rats are using a snapshot strategy when performing the
Poisson Clicks Task.

As a first test of the snapshot strategy, we identify “conflict” trials, trials with particular click timing such that the
window of integration is more likely to sample incorrect clicks and therefore get the trial wrong (Figure 5a,
example trials 3 and 4). Unlike with the burst strategy, here the snapshot strategy does not always get conflict
trials wrong, it's simply more likely to do so. This is because of two reasons: 1) clicks that are clustered
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Figure 5. Analysis of performance of the Snapshot Strategy on the Poisson Clicks task. a) Upper: Schematic describing the
snapshot strategy. A short window is placed randomly within the stimulus period (here 3 possible placements are shown which lead to different
outcomes). All clicks within the window are integrate and a choice is committed to. All clicks outside the window are ignored. Lower: Example trials
demonstrating how the snapshot strategy performs given different stimuli. Trials where the model samples no clicks result in a 50/50 guess. The
outcome indicates how the snapshot strategy performs given the particular window placement shown while the percent correct indicates the mean
performance of the snapshot strategy across all possible window placements on these example trials. The trial types refer to later panels in this and
subsequent figures. b) Conflict trials are those the snapshot strategy is defined to get wrong. Here we test three variants of the snapshot model:
100, 250, and 500 ms windows of integration. Conflict trials are those with particular click times such that the window of integration is more likely to
sample incorrect clicks (see (a) example trials 3 and 4). Histogram of the mean performance on the identified conflict trials plotted across rats for the
snapshot strategy, integration model, and the rats’ data. Rats and the integration model perform better than chance on the conflict trials, consistent
with them not using the snapshot strategy to perform the task. Only rats with at least 20 conflict trials are included in this analysis. ¢) Analysis of rat
and model performance on trials with higher and lower overall click rates. First, trials are divided into groups with each particular # left and # right
clicks. Second, each of those groups is split based on if the stimulus duration is greater or less than the group’s median. Shorter duration trials are
flagged as “high rate trials” and longer duration trials are flagged as “low rate trials” (see (a) example trials 5 and 6). Histogram is plotted across rats
of the difference in fraction correct on low versus high rate trials. In general rats perform slightly better on low rate trials. The snapshot strategy
predicts a larger difference in performance since low rate (long) trials have less silence before the stimulus starts and therefore there’s less chance
the window will sample silence leading the model to guess. d) Psychophysical kernels computed for 3 variants of the snapshot model run on trials
at minimum 500 ms long generated with the same statistics as the trials rats performed. Trials are aligned to either the stimulus onset, left plot, or
offset, right plot. Only the very long or very short windows of integration approach a relatively uniform sampling of the stimulus period. All except full
integration under sample the earliest and latest portions of the stimulus period.

together occupy less temporal space and therefore are less likely to be sampled by a random snapshot; 2)
clicks occurring at the beginning and end of the stimulus period are less likely to be sampled given moderate
length snapshots (see Figure 5d). So, even though these trials have more left clicks, since those clicks tend to
either cluster together or occur nearer the beginning and end of the stimulus period, or both, the model is more
likely to sample right clicks and respond “right” getting the trial wrong. In Figure 5b we identify conflict trials for
three variants of the snapshot model using a window of integration of 100, 250, or 500 ms in duration and test
how the snapshot strategy performs on these trials compared with the rats and an integration model. The
snapshot models by design perform below chance on the conflict trials, as this is how the trials were selected.
However, when we look at the rats’ performance on these trials we see they perform significantly above
chance, as does the integration model. The particular timing of the clicks in these trials are such that if a
subject was using a snapshot strategy they should get these trials wrong. Since the vast majority of rats
perform above chance on these trials (Figure 5b, 90.3%, 96.5%, and 96.7% of rats perform above chance on
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100, 250, and 500 ms snapshot conflict trials respectively), that's evidence they are not using a snapshot
strategy to perform the Poisson Clicks Task.

In a second test we compare the performance of the rats and models on trials with overall higher or lower total
click rates. As previously, we divide the trials into two groups, where each group contains an equal
representation of trials with each particular number of right and left clicks, but differ in the rate at which those
clicks are presented (see burst strategy section above for more details). In general the snapshot strategy
predicts better performance on low rate compared to high rate trials (Figure 5c). This is because the window of
integration has a greater chance of overlapping clicks rather than silence the more spread out those clicks are.
Rats do show a small improvement in performance on low versus high rate trials, but this is significantly
smaller than the difference predicted by the snapshot strategy.

When we introduced the snapshot strategy we stated that if the snapshot is brief enough it can uniformly
sample the entire stimulus period. However, because the stimulus in the Poisson Clicks Task is delivered at
discrete times, extremely brief snapshots are increasingly likely to only sample the silence between clicks.
Even after ignoring the silence before the stimulus onset, a 10 ms window of integration has a ~64% chance of
overlapping no clicks given a 40 Hz total generative rate. Therefore, longer windows of integration are required
to ensure that clicks are sampled. In Figure 5d we plot the analytically computed psychophysical kernels for
the variants of the snapshot model discussed so far when run on trials with a minimum duration of 500 ms.
While very short windows of integration are able to sample the stimulus period relatively uniformly, longer
duration windows result in boundary effects undersampling the earliest and latest portions of the stimulus
period. This is best appreciated if one imagines a 500 ms snapshot though it holds for all moderate duration
snapshots. Given all possible placements of a 500 ms window of integration within a 1s stimulus period, any
clicks that occur near the middle will always be sampled since all placements of the window of integration
overlap the middle of the stimulus, while those nearer the beginning and end less so since few placements of
the window overlap these periods. The psychophysical kernels fit to the rats’ data (Figure 2c) show no
consistent underweighting of the early and late portion of the stimulus period. Therefore the rats’ flat
psychophysical kernels are inconsistent with them using the snapshot strategy with a moderate duration
window of integration.

One possible means to eliminate the boundary effects seen when moderate duration windows of integration
are confined to the stimulus period is to allow the window to extend beyond those bounds. Allowing the
window to begin prior to the start of the stimulus period or terminate after the end of the stimulus period by a
duration equal to the length of the window of integration would produce perfectly uniform sampling within the
stimulus period for any duration window of integration. However, apart from the questions this strategy raises;
Why would one place a window of integration when they know there will never be stimuli?; it also has the
consequence of lowering the probability of sampling clicks at any given time. While a 500 ms window of
integration confined to the stimulus period will sample each period within the stimulus 50% of the time, though
not uniformly, the same duration window now free to extend beyond the stimulus period will sample each
period within the stimulus only 33% of the time. When the window of integration is confined to be within the
stimulus period, as it is extended, the snapshot strategy approaches full integration, and the two models are
equivalent when the snapshot is 1000 ms long. However, if the window is allowed to extend beyond the
stimulus period, even a 1000 ms snapshot will only sample each portion of the stimulus 50% of the time. An
infinite duration window of integration would be required to be equivalent to full integration. This will have
consequences for the analysis of single click trials discussed below (Figure 6a).
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As with the burst strategy tested above, for this final set of tests of the snapshot strategy we fit an extended
version of the model to the rats’ data (Table 1). The extended version of the snapshot model contains the same
free parameters as the integration model with the addition of a parameter controlling the duration of the window
of integration. This parameter is free to adopt any value between 1 and 1000 ms. As it approaches 1000 ms
the snapshot model converges to become the full integration model.

The snapshot strategy is able to replicate performance with a rising chronometric plot (Figure 2b) because
longer duration trials have a shorter period of silence preceding the stimulus and therefore there’s a smaller
period where the snapshot may sample no clicks. The extreme extension of this are trials with only a single
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Figure 6. Analysis of the best fit Snapshot Model to performance
on the Poisson Clicks task. a) Rat and snapshot model performance on
trials with only a single click (ignoring the stereo click that begins some trials).
Individual dots represent individual rats that experienced at least 20 single click
trials versus the best fit snapshot model. Mean performance of three variants
of the snapshot model shown in color. b) Frozen noise trials are repeated trials
with identical click train stimuli. The snapshot model is fit to all non-frozen trials,
i.e. those that have unique stimuli, and tested on frozen trials. Data points
represent an individual rat versus model predicted performance across a single
unique frozen noise trial set. Scatter plot density is indicated with contour lines.
Bins are 0.01 x 0.01 fraction go right. ¢) Histogram of the best fit value of the
window of integration duration parameter when the full snapshot model is fit to
the rats’ data. Mean of the distribution plotted in red. The best fit snapshot
model approaches full integration with a mean duration for the window of
integration at 984 ms (full integration = 1000 ms) d) Histogram of delta BIC
analysis comparing the full integration model (10 parameters) with the full
snapshot model (11 parameters). See Table 1 for a list of parameters included
in each model. Rats with a negative delta BIC (11.1%) are better fit by the
snapshot model. However, on average the best fit window of integration is 923
ms for these individuals. Synthetic choice data was generated using a range of
parameter values run on the snapshot strategy (window of integration duration
ranged from 50 to 500 ms). All 10 of these synthetic agents (10k trials each)
were better fit by the snapshot model. Individual synthetic data points also
indicated with * as their histogram can be obscured.
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click. These trials have the largest period of
silence and therefore the shorter the duration of
the window of integration the closer to chance
performance should be on single click trials. In
Figure 6a we show the mean performance on
single click trials expected if rats were using
snapshots of varying durations. Only as one
approaches a 500 ms window of integration does
performance of the snapshot strategy begin to
match the rats’ performance. Given a total click
rate of 40 Hz, a 500 ms window would contain
upwards of 20 clicks, while this is not integrating
the entire stimulus, it is still a significant amount
of integration which is at odds with the premise of
a model taking a “snapshot” of the stimulus (Stine
et al., 2020). Allowing the window of integration
to extend beyond the stimulus period as
discussed above would lower the probability of
sampling any given period within the stimulus,
and therefore would require an even longer
window to match rats’ performance. The 246 rats
that experienced at least 20 single click trials,
performed on average ~65% correct on them.
The extended snapshot model is able to match
this performance well (Figure 6a) but only
because the best fit duration for the window of
integration is so high (~984 ms, see Figure 6¢).

Next we repeated the test using frozen noise
trials, now comparing the predicted performance
of the snapshot model against the rats’
responses. Briefly, the extended snapshot model
was fit to the rats’ performance on only the
unique (non-frozen) trials. We then used the best
fit parameters to predict performance on the
repeated frozen noise trials and plotted that
against the rats’ actual performance (Figure 6b).
On average the extended snapshot model is able
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to predict the rats’ actual response behavior well, however, given that it has one additional free parameter
when compared with the integration model, and is able to converge to the integration model as the duration for
the window of integration increases, the snapshot model actually predicts performance on frozen noise trials
slightly worse than the integration model. On average the correlation between the rat’s performance and the
model’s predicted responses is r = 0.950, the median difference between the predicted and actual performance
being +/- 4.5%, and 3.2% of trials are poorly predicted having a greater than 25% difference between the
predicted and actual response. For comparison the integration model with one less free parameter (discussed
later see Figure 9e) has a correlation r = 0.951, median difference between predicted and actual performance
of 4.4%, and 3.0% of trials are poorly predicted.

In Figure 6¢ we plot a histogram of the duration of the window of integration from the best fit extended
snapshot model across rats. The average duration across rats is 984 ms (mean) and 998 ms (median), with
96% of rats being best fit with a snapshot duration greater than 900 ms and only one rat less than 500 ms.
While still technically following the rules of the snapshot strategy, such a long window of integration runs
counter to its premise, integrating over 900 ms of an at most 1000 ms stimulus is not responding to a
“snapshot” of the stimulus.

Finally we directly compare the goodness of fit between the snapshot and integration models to the rats
response data (Figure 6d, black) using BIC analysis. We find that 88.9% of rats are better fit by the integration
model. Of the 11.1% of rats better fit by the snapshot model, they are best fit with a mean snapshot duration of
923 ms. As done previously when testing the burst strategy, here we generated 10 synthetic snapshot agents,
using a range of snapshot durations, and simulated their choices on the same 10,000 trials. When comparing
the integration and snapshot model fits to these synthetic datasets we find the BIC analysis favors the
snapshot model over integration for all of them (Figure 6d, purple), validating the model fitting and this
analysis.

Taken together, rats' behavior is inconsistent with them using a snapshot strategy. First, the rats do not
perform below chance on conflict trials (Figure 5b), trials that contain particular click timing such that a
snapshot is more likely to sample incorrect clicks. Second, they do not show the increase in performance on
low rate trials compared to high rate trials of the magnitude expected by the model (Figure 5c). Third, the rats
do not show consistent symmetric edge effects in the psychophysical kernels undersampling both the earliest
and latest periods within the stimulus (compare Figures 2c and 5d). Fourth, they perform significantly above
chance on trials with only a single click (Figure 6a), necessitating at a minimum a window of integration at least
500 ms in duration. Fifth, the snapshot model, despite being the integration model plus one additional free
parameter, predicts performance on frozen noise trials slightly worse than the integration model itself (Figure
6b). Sixth, the best fit extended snapshot model adopts a strategy nearly identical to integration with a mean
window of integration of 984 ms for stimuli that are at a maximum 1000 ms in duration (Figure 6c¢), inconsistent
with the premise of the model. Seventh, BIC analysis favors the vast majority of rats using full integration over
a snapshot strategy. These analyses demonstrate that not only is it possible to determine if a subject is using a
snapshot strategy to solve the Poisson Clicks Task, but that overall the rats in this dataset are not.

Testing the Single Click Strategy

The single click strategy combines elements of the snapshot and burst strategies discussed above. As with
the snapshot strategy, a window of integration randomly begins within the stimulus period. However, rather
than integrating all clicks within that window, only the first click is considered, equivalent to a burst threshold of
one (Figure 7a). If no clicks occur within the window the model guesses (Figure 7a, example trial 5). The
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Figure 7. Analysis of performance of the Single Click Strategy on the Poisson Clicks task. a) Upper: Schematic describing the single
click strategy. A window of integration begins at a random time within the stimulus period (here 3 possible placements are shown which lead to
different outcomes). The first click within the window triggers a decision commitment. All other clicks are ignored. Lower: Example ftrials
demonstrating how the single click strategy performs given different stimuli. Trials where the model samples no clicks result in a 50/50 guess. The
outcome indicates how the single click strategy performs given the particular window placement shown while the percent correct indicates the mean
performance of the single click strategy across all possible window placements on these example trials. The trial types refer to later panels in this
and subsequent figures. b) Conflict trials are those the single click strategy is defined to get wrong. Here we test three variants of the single click
model: 50, 125, and 250 ms windows of integration. Conflict trials are those with particular click times such that the window of integration is more
likely to sample an incorrect click (see (a) example trials 3 and 4). Histogram of the mean performance on the identified conflict trials plotted across
rats for the single click strategy, integration model, and the rats’ data. Rats and the integration model perform better than chance on the conflict
trials, consistent with them not using the single click strategy to perform the task. Only rats with at least 20 conflict trials are included in this analysis.
c) Analysis of rat and model performance on trials with higher and lower overall click rates. First, trials are divided into groups with each particular #
left and # right clicks. Second, each of those groups is split based on if the stimulus duration is greater or less than the group’s median. Shorter
duration trials are flagged as “high rate trials” and longer duration trials are flagged as “low rate trials” (see (a) example trials 5 and 6). Histogram
plotted across rats of the difference in fraction correct on low versus high rate trials. In general rats perform slightly better on low rate trials. The
single click strategy predicts a larger difference in performance since low rate (long) trials have less silence before the stimulus starts and therefore
there’s less chance the window will sample silence leading the model to guess. d) Psychophysical kernels generated from 3 variants of the single
click model run on trials at minimum 500 ms long generated with the same statistics as the trials rats performed. Trials are aligned to either the
stimulus onset, left plot, or offset, right plot. For windows of integration longer than the mean inter click interval, the single click model over samples
the first click, after which the strategy uniformly samples all clicks regardless of the window of integration duration.

window of integration ends when either a click is detected, the duration for the window of integration is
reached, or the stimulus period ends. While only considering a single click on each trial, this strategy is still in
principle able to replicate the 3 behavioral analysis from Figure 2. The greater the click difference the more
likely the single click attended to will be “correct”. This will result in a monotonically increasing psychometric
plot. As with the snapshot strategy, the longer the stimulus duration, the greater the chance the window of
integration will sample a click rather than silence, resulting in an increasing chronometric plot. Finally, since
clicks have a relatively uniform probability of being sampled regardless of when they occur during the stimulus
period, the single click strategy should result in a flat psychophysical kernel. As with the other degenerate
strategies considered here, if these assumptions are true, simply looking at these three plots (psychometric,
chronometric, and psychophysical kernels) is not enough to determine which strategy rats are using to solve
the Poisson Clicks Task. Below we will perform the same analyses used previously for both the burst and
snapshot strategies to determine if rats are using the single click strategy when performing the Poisson Clicks
Task.
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As a first test we identify conflict trials the single click strategy is predicted to get wrong (Figure 7b). Just as we
showed with the snapshot strategy, here too in the single click strategy, clicks that cluster have a lower
probability of being sampled which can lead to an incorrect response being more likely. However because the
single click strategy does not integrate at all there is a second means by which click timing can lead to wrong
decisions. Since the model commits to the first click within the window of integration, a click placed close
before a second click can mask it. The probability of a click being sampled is both a function of the duration of
the window of integration and the inter-click interval that precedes the click. In the example conflict trials
shown in Figure 7a (example trials 3 and 4) the inter-click intervals preceding the right clicks are on average
larger than the intervals preceding the left clicks. Therefore there are more places the window of integration
can begin that will sample a right click versus a left click, despite there being fewer right clicks. In Figure 7b we
plot the performance of three variants of the single click model (50, 125, and 250 ms windows of integration)
on conflict trials compared to the integration model and the rats’ performance. Rats in general (50 ms window
of integration: 80.2%, 125 ms window of integration: 85.8%, 250 ms window of integration: 88.4%) perform
significantly better than chance on conflict trials, consistent with them not using a single click strategy to
perform the Poisson Clicks Task.

Similar to what we found with the snapshot strategy, the single click strategy also predicts improved
performance on low rate compared to high rate trials (Figure 7c) for a similar reason. As done previously, we
divide the trials into two groups, where each group contains an equal representation of trials with each
particular number of right and left clicks, but differ in the rate at which those clicks are presented (see burst
strategy section above for more details) As clicks spread out, the window of integration has a greater chance
of sampling a click, and on average is then more likely to get the trial correct. While the rats do show a small
improvement, it is smaller than the magnitude predicted by the single click model (Figure 7c¢).

Unlike the snapshot and burst strategy, which could only uniformly sample clicks throughout the stimulus
period under very particular circumstances, the single click strategy, aside from the potential to over sample the
first click, is guaranteed on average to uniformly sample all subsequent clicks. Following this early period,
regardless of the duration of the window of integration, clicks have a uniform probability of being sampled
regardless of when they occur during the stimulus period. The oversampling of the first click happens because
there is no preceding click to mask it. The oversampling only occurs when the window of integration is longer
than the average inter-click interval. For the majority of the rats in this data set, the first click is an
uninformative stereo click, and oversampling it has no overall consequence in biasing the final decision, but it
would still be detectable as a spike in the psychophysical kernel.

The single click strategy is theoretically capable of performing well on single click trials without any integration
on multi-click trials (unlike the snapshot strategy) while maintaining a flat psychophysical kernel (unlike the
burst strategy). To match the average rat performance on single click trials would require a ~422 ms window of
integration utilizing the single click strategy. However, most trials with a single click still contain a stereo click at
the beginning of the stimulus. This limits the ability of the strategy to sample the non-stereo click. As done with
the other degenerate strategies tested above, we fit an extended version of the single click model to the rats’
choice data (see Table 1 for the parameters that are included in this model). In Figure 8a we demonstrate that
the variants of the single click model discussed in Figure 7 as well as the best fit single click model are not able
to match the rats’ performance on single click trials. On average the best fit single click model is only able to
perform at 53.4% correct on single click trials, compared with the rats’ mean performance of 65.6% correct. Of
the 515 rats in this dataset 52 performed the frequency version of the Poisson Clicks Task which does not have
an equivalent of an uninformative stereo click at the start of the stimulus, and 38 of those rats were presented
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Figure 8. Analysis of the best fit Single Click Model to performance on the
Poisson Clicks task. a) Rat and single click model performance on trials with only a
single click (ignoring the stereo click that begins some trials). Individual dots represent
individual rats that experienced at least 20 single click trials versus the best fit single
click model. Mean performance of three variants of the single click model shown in
color. b) Frozen noise trials are repeated trials with identical click train stimuli. The single
click model is fit to all non-frozen ftrials, i.e. those that have unique stimuli, and tested on
frozen trials. Data points represent an individual rat versus model predicted performance
across a single unique frozen noise trial set. Scatter plot density is indicated with contour
lines. Bins are 0.01 x 0.01 fraction go right. ¢) Analysis comparing the single click model
and integration model psychometric curvature to the rats’ data. For each rat trials are
separated into groups with an equal number of total clicks, for example, one group will
contain all trials where the #R + #L = 10 clicks. Psychometric curves are then fit to each
group’s data and curvature of the fit is calculated for each group. Curvature is defined as
the log ratio of the slope connecting the psychometric curve’s endpoints (the value at the
greatest positive and negative click difference) with the slope at the inflection in the
middle of the curve (see inset). A linear psychometric will have a curvature of 0. Steeper
sigmoid curves will have a greater curvature value. The mean curvature is calculated
across all groups of trials for each rat. The best fit single click model (red points) results
in psychometrics that are nearly linear, while the best fit integration model (blue points)
results in curves that closely match the rats’ data. Each point represents data from an
individual rat. d) Histogram of delta BIC analysis comparing the full integration model
(10 parameters) with the full single click model (6 parameters). See Table 1 for a list of
parameters included in each. No rats are better fit by the single click model (negative
delta BIC). Synthetic choice data was generated using a range of parameters run on the
single click strategy. All 10 of these synthetic agents (10k trials each) were better fit by
the single click model. Individual synthetic data points also indicated with * as their
histogram can be obscured.
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at least 20 trials with only a single click
and are included in this analysis. On
average the single click model is able to
perform better on these 38 rats’ single
click trials, averaging 67.4% correct,
compared to the rats’ 71.2% correct (r =
0.671, p <0.01).

Next we fit the single click model to all
unique (non-frozen noise) trials, then test
the prediction of the best fit model against
the rats’ performance on frozen noise
trials. In Figure 8b we plot the rats’
fraction choose “right” on each frozen
noise trial set against the best fit single
click model’s prediction. This degenerate
strategy fails to accurately predict the rat’s
choice behavior (compare Figure 8b to
the integration model Figure 9¢e). On
average the correlation between the rat’s
performance and the single click model’s
predicted responses is r = 0.881, the
median difference between the predicted
and actual performance being +/- 10.4%,
and 9.7% of trials are poorly predicted
having a greater than 25% difference
between the predicted and actual
response. For comparison the integration
model has a correlation r = 0.951, median
difference between predicted and actual
performance of 4.4%, and 3.0% of trials
are poorly predicted.

Since the single click model only ever
considers a single click, it is unable to
replicate the sigmoid shape of the
psychometric curve specifically when it's
plotted for trials with the same total
number of clicks. Consider the set of
trials with N total clicks; the probability of
sampling any patrticular click on average
is 1/N. Therefore the fraction of right
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Where #R is the number of right favoring clicks. This is simply a line. While averaging across all possible trials
can produce a sigmoid psychometric curve, when conditioned on a fixed total click count N the single click
strategy is constrained to produce only linear psychometrics. To confirm this and test the rats’ data, we
calculated the mean curvature of all psychometric plots for each rat separated by total click count.

For all trials where: # L ks + # Reticks = N
Slope at Midpoint

Single Curvature: C =
& Slope Connecting Endpoints

Across all N: Curvature = log,, C

In Figure 8c we plot the mean curvature of the rats’ psychometric curves versus the curvature of the
psychometric curves produced by the best fit integration model and best fit single click model. While the
integration model is able to capture the curvature well (r = 0.590, p < 0.01), the single click model is not (r = 0)
only producing linear psychometric plots with curvature ~ 0.

Finally, we perform BIC analysis directly comparing the best fit single click model with the integration model,
and find that 100% of rats (all 515) are better fit with the integration model. As done previously we generated
10 synthetic single click agents using a range of different parameter values and simulated their choices on the
same 10,000 trials used earlier. When comparing the integration and single click model fits to these synthetic
datasets we find the BIC analysis favors the single click model over integration for all of them (Figure 8d,
purple), validating the model fitting and this analysis.

Once again we find the rats behavior is not consistent with them using the single click strategy to solve the
Poisson Clicks Task. On average rats perform above chance on conflict trials (Figure 7b), trials with particular
click timing such that the single click strategy is more likely to sample an incorrect click. Rats do not show an
improvement in performance on low rate versus high rate trials at the magnitude expected if they were using a
single click strategy (Figure 7c). Rats are able to perform significantly above chance on trials containing only a
single click (Figure 8a) whereas the single click strategy performs close to chance (when there is a stereo click
at the start of the stimulus period). When fit to unique trials the single click model is not able to accurately
predict the rats’ response behavior on frozen noise trials (Figure 8b). The single click model is not able to
generate sigmoid psychometric curves, like the rats do, when conditioned on trials with the same number of
total clicks (Figure 8c). Finally the BIC analysis favors the integration model over the single click model for all
515 rats (Figure 8d).

The Full Integration Model

Throughout this work we have demonstrated that the degenerate strategies tested are not able to fully account
for all aspects of rats’ performance on the Poisson Clicks Task, and compared performance of the degenerate
strategies to a “full integration” model (Figures 3b, 4d, 5b,d, 6d, 7b, 8c,d). The integration model used here is
based on previously published work (Brunton et al., 2013; Scott et al., 2015) with a few minor changes. First,
following the finding in (Brunton et al., 2013), we've eliminated the decision commitment bound parameter.
This was a threshold if the accumulated value hit, a decision would be committed to and all subsequent clicks
ignored. Previous analysis has shown the addition of this parameter does not significantly improve the fits and
should be removed based on BIC analysis. By eliminating this parameter we are able to compute the model
output for a given trial analytically without having to simulate the accumulated value distribution for each
timestep, making the analysis of this large dataset more tractable.
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Figure 9. The best fit parameter values for the full integration model fit to 515 rats performing the Poisson Clicks
Task. Each dot is a single rat. See Table 1 for a description of what role each parameter serves in the model.

The second change we made to the original integration model is the addition of two new parameters: lapse
bias and « (Table 1, Figure 9). In the original model lapse was defined as the fraction of trials the model makes
a random response, 50% left and 50% right, irrespective of the stimuli. Here the “lapse bias” parameter
controls what fraction of the lapse trials have a left or right response.

Fraction Trials Lapse Right = lapse bias x lapse
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Fraction Trials Lapse Left = (1 — lapse bias) x lapse

This allows the asymptotic tails of the psychometric curve to be asymmetric. BIC analysis supports the
addition of this parameter in 344 of the 515 rats (66.8%). The 171 rats where BIC does not support the
addition of this parameter, 133 (77.8%) are best fit with a lapse parameter value less than 5%, and therefore
the lapse bias parameter has a negligible impact since there are few lapse trials to act on. Overall the best fit
value for the lapse bias parameter follows a trimodal distribution (Figure 9): 30.5% of rats are best fit with a
lapse bias = 0.95 (meaning they almost always respond right when lapsing), 41.9% of rats are best fit with a
lapse bias < 0.05 (meaning they almost always respond left when lapsing), and the rest (27.6%) follow
relatively normal distribution with mean 0.501 +/- 0.227 (standard deviation).

The second new parameter, «, defines how “scalar” the integrated values are relative to the noise (Fechner,
1860; Gibbon, 1977; Meck and Church, 1983). In the original model (Brunton et al., 2013) noise grows with
the square root of the number of clicks while the integrated value grows linearly. In this regime the signal to
noise improves with more clicks (i.e. 1 vs. 2 clicks, 3 total, will have a lower signal to noise than 2 vs. 4 clicks, 6
total) producing response behavior that is not scalar. Scalar means that the signal to noise is constant (Gibbon,
1977; Meck and Church, 1983) given a fixed ratio of right and left clicks, and therefore performance would be
the same on all trials with the same ratio of right and left clicks regardless of the click total. Later work found
rat response behavior in a visual version of the Poisson Clicks Task, Flicker (Scott et al., 2015), was better fit
by a model that was scalar, where noise and accumulated evidence grew at the same rate. When constrained
to these two options we find that 437 of the 515 rats (84.8%) are better fit by a nonscalar integration model
(consistent with (Brunton et al., 2013)). However, rather than forcing the model to adopt one of these two
options, we introduce the free parameter « which allows the model to be either, scalar as in (Scott et al., 2015),
not scalar as in (Brunton et al., 2013), or anywhere in between. Here noise in the model grows with the square
root of the number of clicks, but now accumulated evidence is given by:

. _o
Accumulated value o number of clicks! ™2

When a = 0 the accumulated value grows linearly with the number of clicks, as in (Brunton et al., 2013)
resulting in non-scalar response behavior, and when a = 1 the accumulated values grows with the square root
of the number of clicks (Nieder and Miller, 2003), the same rate as the noise, producing scalar behavior as in
(Scott et al., 2015). Now with the free parameter «a, the accumulator is not constrained to only these two
regimes but can adopt a signal to noise behavior along a continuum. BIC analysis supports the addition of this
parameter in 376 of the 515 rats compared to fixing a at 0, and 509 of the 515 rats compared to fixing « at 1. In
Figure 9 we plot the best fit value of each parameter in the integration model against each other. On average
rats are best fit with a = 0.344 with 95% of the rats having a value between -0.164 and 0.800. Of the 515 rats,
52 rats are best fit with a < 0. In this regime the accumulated number of clicks grows supralinearly, and
therefore the signal to noise improves faster than in (Brunton et al., 2013). In contrast 6 rats are best fit with a >
1. In this regime the accumulated number of clicks grows slower than the noise; performance decreases given
more clicks for a fixed click ratio, i.e. 2 vs. 4 clicks will have a lower signal to noise than 1 vs. 2 clicks.

Testing the Full Integration Strategy

BIC analysis has demonstrated that the integration model provides a better fit to the rats’ choice data than any
of the three degenerate strategies discussed above (Figures 4d, 6d, and 8d), however this does not indicate
how good the overall quality of the fit the integration model provides is. Here we will apply the same analysis
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Figure 10 Analysis of the best fit Integration Model to performance on the Poisson Clicks task. a) Conflict trials identified as those the best fit
integration model is predicted to get wrong. Conflict trials are those with particular click times such that the integration model under counts the
clicks favoring the correct response. Histogram of rats’ fraction correct (gray) and the integration model’s fraction correct (blue) on conflict trials. Only
rats with at least 20 conflict trials are included in this analysis. 57.9% of rats perform on average below chance on conflict trials. b) Analysis of rat
and model performance on trials with higher and lower overall click rates. First, trials are divided into groups with each particular # left and # right
clicks. Second, each of those groups is split based on if the stimulus duration is greater or less than the group’s median. Shorter duration trials are
flagged as “high rate trials” and longer duration trials are flagged as “low rate trials”. Histogram plotted across rats of the difference in fraction
correct on low versus high rate trials. In general rats perform slightly better on low rate trials similar to the integration model fits. ¢) Top: The
psychophysical kernel produced by the best fit integration model to each individual rat (blue) aligned to stimulus onset (left) or offset (right) for trials
with stimuli longer than 500 ms. Mean shown in black. Vertical bars indicate 95% of the rats. Bottom: An exponential function is fit to each
psychophysical kernel produced by the best fit integration model for each rat. Plot of the lambda value (1/r) from this exponential fit compared to the
lambda of the fit to each rat's psychophysical kernel (Figure 2c). Left aligned to stimulus onset, right aligned to stimulus offset. The integration model
results in psychophysical kernels that are similar to the rats’ data. Mean plotted in blue. Horizontal and vertical bars indicate 95% of the rats.
Histograms of the lambda values plotted separately for the integration model and rats’ data. Rat data histograms are the same as in Figure 2c. d)
Rat and integration model performance on trials with only a single click (ignoring the stereo click that begins some trials). Gray dots represent
individual rats that experienced at least 20 single click trials versus the best fit integration model. Mean performance plotted in blue. Horizontal and
vertical bars indicate 95% of the rats. e) Frozen noise trials are repeated trials with identical click train stimuli. The integration model is fit to all
non-frozen trials, i.e. those that have unique stimuli, and tested on frozen trials. Not all rats experienced frozen noise trials when performing the
Poisson Clicks task. Only rats that were presented at least 40 different frozen noise trials, each at least 100 times, are included in this analysis. Data
points represent an individual rat versus model predicted performance across a single unique frozen noise trial set. Scatter plot density is indicated
with contour lines. Bins are 0.01x0.01 fraction go right.

we used to test the degenerate strategies to the full integration model to better assess its ability to explain the
rats’ choices on the Poisson Clicks Task.

Conflict trials are defined as those with particular click timing such that a strategy is more likely to sample
incorrect clicks and get the trial wrong. The closer a strategy is to perfect integration the fewer conflict trials
exist. Unlike the degenerate strategies that only sample a small portion of the stimulus on any given trial, and
the results of the subsampling were the main driver of what defined the conflict trials, the full integration model
always samples the entire stimulus. Despite this there are still means by which full integration can get
particular trials wrong. First, the model can have a small bias favoring one response (bias and lapse bias
parameters), leading to errors on trials with a small click count difference in the opposite direction. Second,
click adaptation (¢ and z, parameters) can lead to the suppression of correct clicks, for example if they occur in
a burst, resulting in an incorrect response. Finally, the A parameter, the inverse of the integrator’s memory time
constant, can cause the model to favor earlier or later periods within the stimulus (Usher and McClelland,
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2001). The model will tend to get trials wrong that have more correct clicks in the portion of the stimulus it
weighs less. In Figure 10a we plot a histogram of the rats’ mean performance on conflict trials identified from
the best fit integration model. A majority of the rats (57.9%) do perform below chance on these trials,
consistent with the integration model’s performance. Rats that continue to perform above chance on conflict
trials are an indication that in these instances we are either not modeling bias, click adaptation, and the
integrator’s time constant correctly, or more likely we are missing additional mechanisms by which an
integrator can make mistakes.

Next, as done previously, we divide the trials into two groups, where each group contains an equal
representation of trials with each particular number of right and left clicks, but differ in the rate at which those
clicks are presented (see burst strategy section above for more details). As clicks spread out, click adaptation
has a smaller effect on the final integrated value leading to more accurate performance. Rats do show a small
improvement in performance on low rate compared to high rate trials, consistent with the magnitude of the
effect expected from the integration model (Figure 10b), and previous findings (Brunton et al., 2013).

One hallmark of the rats’ performance on the Poisson Clicks Task is their relatively flat psychophysical kernels,
indicating they weigh or sample evidence across the entire stimulus uniformly (Figure 2c¢). The integration
model is not only able to capture this overall uniform sampling behavior well (Figure 10c top), but also fit the
individual rats’ particular kernel profiles (Figure 10c bottom).

Trials that contain only a
single (non-stereo) click
were a challenge for the
degenerate strategies to
perform well on. The
integration model by
contrast (Figure 10d) is
able to more accurately
match the rats’
performance (r = 0.514, p
< 0.01). Here we include
data from all rats that were
presented at least 20
single click trials.
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Finally, we use the frozen

noise trials to examine how
Figure 11 Analysis of rat and model performance on trials with bookend clicks. a) Correct

bookend trials, defined as those with a total click difference of 1 and where the first and last click favor the
correct response (ignoring the stereo click that begins some trials). 4 possible strategies are shown.
Integrating the entire stimulus or only integrating the early and late periods of the stimulus leads to a correct
response on these trials. Histogram of each rat's average fraction correct on correct bookend trials along
with the best fit integration model's performance on these trials. The majority of rats and the best fit
integration model perform above chance on correct bookend trials. Mean performance of an agent that
ignores middle clicks and only considers clicks within the first and last 25 ms of the simulus is included as
well. b) Incorrect bookend trials are like correct bookend trials except the first and last click favor the
incorrect response, again ignoring any stereo clicks. The same 4 strategies are demonstrated along with a
histogram of each rat’s average fraction correct on incorrect bookend trials along with the best fit integration
model's performance. The majority of rats and the best fit integration model perform above chance on
incorrect bookend trials. Mean performance of the same “ignore middle clicks” agent from (a) is included
here. Only integration of the entire stimulus leads to performance that is better than chance on both trial
types (marked with an *).
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fraction respond “right”. On average the correlation between the rat’'s performance and the model’s predicted
responses is r = 0.951 with the median difference between the predicted and actual performance being +/-
4.4%. Overall the integration model offers a better prediction of the rats’ choice behavior than any of the
degenerate strategies explored earlier (compare to Figures 4d, 6d, and 8d). A small fraction of the frozen
noise trials are poorly fit by the model as indicated by the data points that lie far from the diagonal (3% of trials
have a difference between prediction and data greater than 25%). This indicates there must be some large
component of the rats’ decision making process that is not captured on a small but statistically significant
fraction of the trials.

Unlike the degenerate strategies examined above, the full integration model is able to fit many aspects of the
rats’ response behavior well: the majority of rats do perform below chance on conflict trials; rats do show a
small increase in performance on low rate trials compared to high rate trials, consistent with the integration
model; the integration model is able to fit the flat psychophysical kernels extracted from the rats’ response
data; full integration is able to match the rats’ performance on single click trials; and the integration model
provides the most accurate prediction of the rats’ choices on frozen noise trials.

As a final test we wanted to analyze a set of trials that only a full integration strategy could perform well on.

We refer to these trials as “bookend trials”. These are trials where the number of right and number of left
favoring clicks differs by only 1, and where the first and last click favor the same response (ignoring any initial
stereo click). On correct bookend trials the first and last click favor the correct response (Figure 11a). Here any
strategy that ignores early or late clicks will end up sampling an equal number of left and right clicks, leading to
guesses. Only a strategy that integrates the early and late periods of the stimulus, either by integrating the
entire stimulus or simply ignoring the middle portion of the stimulus, can consistently perform above chance on
these trials. At the bottom of Figure 11a we plot a histogram of the mean performance across rats on the
correct bookend trials they experienced. The majority of rats perform above chance on these trials, consistent

Model|Burst Burst Snapshot Snapshot Single Click Single Click Integration = Parameter Description
Extended Extended Extended
Parameter
o X free X free X free free standard deviation of the distribution of the
i accumulator's initial value, in clicks
o X free X free X free free Standard deviation of the value of a single click,
s in clicks
o X 0 X free X X free accumulator diffusion, standard deviation after 1
a second, in clicks
Bias (burst 3,4,5 free X free X free free Decision criteria bias (burst model threshold), in
threshold) clicks
Lapse X free X free X free free Fraction of trials the model ignores the stimulus
Lapse Bias X free X free X free free Fraction of right responses on lapse trials where
the model ignores the stimulus
[} X free X free X X free Controls the exponent the accumulated value of
clicks is raised to
(1} X free X free X X free Click adaptation, how much one click affects the
magnitude of subsequent clicks
T X free X free X X free Time constant of click adaptation
?
Window of 20, 40, 80 free 100, 250, 500 free 50, 125, 250 free 1000 Duration of a window the model integrates clicks
Integration within, in milliseconds
A X 0 X free X X free Inverse of the accumulator’s memory time
constant
Figures 3b,c,d 4a-d 5b,c,d 6a-d 7b,c.d 8a-d 4d, 6d, 8c,d
Used In da 6a 8a 9,10, 11

Table 1. Parameters used in model variants. Models (columns) can have up to 11 free parameters (rows). Parameters that are fit by the
model are indicated with “free”. Parameters that have a fixed value are indicated with that value. Parameters that are excluded altogether from a
model are indicated with an “X”. The bottom row indicates the figures in which the model is used. The rightmost column is a brief description of what
each parameter does (see Methods for complete description).
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with the full integration model. A strategy that ignores the middle portion of the stimulus also performs above
chance on these trials.

While we can easily rule out the “ignore middle clicks” strategy since it would result in a psychophysical kernel
with large spikes at the earliest and latest time bins, we can also look at a complementary set of trials, the
incorrect bookend trials (Figure 11b). While a full integration strategy continues to perform above chance on
these trials, now ignoring the middle portion of the stimulus leads to performance significantly below chance.
The majority of rats on average perform above chance on incorrect bookend trials, again consistent with
performance of the full integration model. Only a full integration strategy is able to perform above chance on
both correct and incorrect bookend trials.

Discussion

Understanding the strategy subjects use to perform cognitively demanding tasks is critical to properly
interpreting the data they generate. If a task is designed to explore a particular cognitive process, but subjects
are able to perform well on that task without engaging that process, additional tests and analysis must be run
to confirm which strategy the subjects are using. The ability to gradually accumulate noisy perceptual
evidence, and use it to form a decision, is a cognitive process that has been the focus of extensive
investigation for many years (Brody and Hanks, 2016; Carandini and Churchland, 2013; Glickman and Usher,
2019; Gold and Shadlen, 2000; Hanks and Summerfield, 2017; Huk and Shadlen, 2005; Keung et al., 2019;
Newsome and Paré, 1988; Odoemene et al., 2018; Shadlen and Newsome, 1996; Znamenskiy and Zador,
2013). While the optimal strategy to perform these tasks requires one to integrate information from the entire
stimulus presented, other degenerate strategies exist that allow a subject to perform well without integrating
(Ditterich, 2006; Hyafil et al., 2023; Pinto et al., 2018; Stine et al., 2020). Here we compile the largest dataset
of animals performing a perceptual decision-making task (Kopec et al., 2024), the Poisson Clicks Task
(Brunton et al., 2013; Sanders and Kepecs, 2012), that requires the accumulation of noisy perceptual
evidence, and perform a series of analyses to determine if the rats are using any of these degenerate
strategies, or fully integrating the stimulus. The discrete pulsatile random nature of the stimuli in the Poisson
Clicks Task is integral in being able to determine what strategy subjects use to perform it. Here we will briefly
review these findings highlighting how features of the Poisson Clicks Task stimuli facilitate strategy
identification.

The Poisson Clicks Task can have trials with as few as a single click. In general, the degenerate strategies are
unable to perform well on such trials while maintaining a flat psychophysical kernel. If the burst strategy is able
to commit to a decision based on a single click, then on trials with many clicks, the early clicks will trigger
decision commitment and the later clicks will be ignored. This would result in a steeply decaying
psychophysical kernel (Figure 3d). For the snapshot strategy to perform well on single click trials, a snapshot
on the order of 100s of milliseconds is required. On trials with many clicks, such a long window of integration
would result in boundary effects, as the earliest and latest periods of the stimulus would be sampled less than
the middle portion (Figure 5d). The single click model can perform well on trials with only a single click as long
as there is no stereo click at the onset of the stimulus. However, on trials with no stereo click, windows of
integration longer than the mean inter-click interval result in an oversampling of the first click and a spike in the
psychophysical kernel (Figure 7d).

While the click train stimuli are generated with a specific underlying total click rate, due to the Poisson nature of
the click timing, trials will have an actual click rate higher or lower than the true generative rate. Trials with
higher than average click rates are more likely to contain a burst of clicks. Therefore, the burst strategy
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predicts better performance on these trials as trials with no burst are answered randomly with a guess. The
snapshot and single click strategies predict the opposite. Trials with higher click rates have the same number
of clicks as trials with lower click rates but these clicks are compressed into a shorter duration stimulus. This
results in a longer period of silence prior to the stimulus onset, a longer period where the snapshot and single
click strategies would sample no clicks if the window of integration happened to be placed there. This longer
period of silence increases the likelihood the snapshot and single click strategies would guess, decreasing
their overall performance relative to lower rate trials.

The highly varied timing of clicks within the stimulus occasionally result in trials that trick different strategies
into getting the trial wrong. We refer to these as “conflict” trials because the choice the strategy favors conflicts
with the presented evidence (previously referred to as “disagree trials” see (Hyafil et al., 2023; Levi et al.,
2018)). These are not a universal set of trials but specific to the strategy being tested. What is a conflict trial
for one strategy may not be for another. For example, if a trial contains more left clicks but the fewer right
clicks are clustered in a burst, the burst strategy would respond to the burst of right clicks and get that trial
wrong. On the other hand, if the more left clicks were clustered together the snapshot and single click
strategies would be less likely to sample them, leading to an increased probability of an incorrect response.
We know the rats performing the Poisson Clicks Task are not perfect integrators, and different strategies
predict different patterns of mistakes. Therefore, if we identify a strategy that predicts mistakes on the same
trials the subjects get wrong, that’s strong evidence the subjects are using that strategy. However, the majority
of rats perform above chance on the conflict trials identified for all of the variants of the three degenerate
strategies tested here, suggesting that they are not using any of those strategies to perform the Poisson Clicks
Task.

Finally, because of the nature of the Poisson Clicks Task, stimuli predict quantitatively different performance
between degenerate and integration strategies as outlined above. Given the large number of trials performed,
simple model fitting and BIC analysis is sufficient to determine which is more likely to be closely aligned with
the strategy the subjects are using.

This is in contrast to other integration of evidence decision-making tasks where evidence is presented
continuously, such as the Random Dot Motion Task (Gold and Shadlen, 2000; Newsome and Paré, 1988;
Shadlen and Newsome, 1996), a visual accumulation of evidence task or the Cloud of Tones Task
(Znamenskiy and Zador, 2013), an auditory accumulation of evidence task. First, in continuous evidence tasks
there are no periods when no information is being presented; because of this, snapshots of arbitrarily short
duration will still capture information and can uniformly sample the stimulus period. Second, while the strength
of the information presented can be adjusted, for example, by changing the coherence with which the dots
move or the fraction of tones in the correct band, the overall rate at which the information is presented is
generally constant. There is no equivalent of high and low rate trials that highlight how the degenerate
strategies behave differently under these regimes. Third, continuous evidence integration tasks typically do not
have trials where only a single bit of information is presented. While these trials are also rare in this dataset,
constituting ~0.2% of all trials, they provide a powerful constraint on which strategies could successfully explain
all aspects of the rats’ response behavior. Since continuous evidence accumulation tasks lack these features:
periods of silence between bits of evidence, high and low rate trials, and trials with only a single bit of
evidence, the analyses performed here, which allows one to rule out specific degenerate strategies without
altering the task structure, could not be applied.

Continuous evidence integration tasks also tend to present multiple bits of information simultaneously. In the
Random Dot Motion Task many dots are presented on each frame of the video, some number of which are
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moving coherently, and in the Cloud of Tones Task, different tones play at random constantly overlapping each
other. This adds an extra layer of complexity to modeling how a subject deals with this large amount of
simultaneous information. For example, are they averaging it all together, which is its own form of integration?
Are subjects subsampling a small portion of the information, essentially taking a snapshot in stimulus space?
Are they utilizing only the most extreme portions of the stimulus at each point of time? Or, are subjects
randomly selecting only a single bit of the many bits presented to use at each timepoint? In contrast, discrete
evidence tasks only present one bit of information at a time, greatly simplifying the modeling of decision
making.

While discrete evidence integration tasks have a number of advantages, there are changes that can be made
to the Poisson Clicks Task to improve it. First, while a fixed generative Poisson rate will lead to stimuli with
different actual rates, making trials using different generative rates, e.g. 10 Hz, 20 Hz, and 40 Hz presented to
the same subject, will sample the stimulus space better. Second, trials with only a single click serve as a key
piece of evidence when fitting models to a subject’s data, and therefore the frequency of their occurrence
should be increased. Single clicks tend to occur on the shortest duration trials and therefore the clicks do not
uniformly sample the stimulus period but rather tend to occur near its end. Trials could be engineered to avoid
this. Finally, in the frequency version of the Poisson Clicks Task we explicitly ensure high and low pitch clicks
do not overlap. However in the location version of the task each click train is independent and clicks can
occasionally overlap (~10.8% of all clicks overlap with another click from the same or opposite speaker on
trials with a total rate of 40 Hz). When this happens, the sound pressure waveforms can constructively and
destructively interfere in complex ways. Eliminating these “collisions” would remove an unknown effect from
the decision-making process. Some rats in this dataset (9.9%) performed the Poisson Clicks Task with stimuli
that are selected to avoid any overlap of clicks (see Methods: Dataset).

Previous work (Stine et al., 2020) has shown that the more trials a subject performs, the easier it becomes to
determine which strategy they are using to solve an accumulation of evidence task. Their analysis determined
that ~12,000 trials are sufficient to reliably distinguish between strategies. In the dataset we present here, the
minimum number of non-violation trials a rat must perform to be included is 10,000 with the actual mean per rat
being ~70,000. While this many trials may be difficult if not impossible to obtain from individual human
subjects, rodents in a semi-automated training environment can easily generate this much data in a few weeks.

The trials included in this data set were all generated at random following Poisson statistics. While this
maximizes sampling the stimulus space and is sufficient to generate enough trials to distinguish the strategies
tested here, there’s no reason engineered trials could not be designed to specifically test different strategies.
Engineered conflict trials could be designed to maximize the performance difference, allowing one to
differentiate which strategy a subject is most likely using, with far fewer trials.

Despite providing a better fit to the rats’ choice data compared to the degenerate strategies examined here, the
integration model is clearly not sufficient to account for all possible idiosyncrasies in an individual rat’s
performance. The model’s predicted performance on frozen noise trials, while highly correlated with the rats
overall performance, demonstrates there is ample room for improvement. Our approach of repeatedly
presenting trials with frozen noise assures that deviations in the animal’s performance on these ftrials from the
model prediction can be determined with a high degree of accuracy. The trials the model is least able to
accurately predict are those where the rat responds close to chance, i.e. these are cognitively the most difficult,
and therefore potentially the most interesting trials to study.
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Additionally, the integration model as formulated here cannot account for trial history effects, which are a small
but significant factor in determining a subject’s response on perceptual decision-making tasks (Busse et al.,
2011; Gold et al., 2008; Hermoso-Mendizabal et al., 2020; Morcos and Harvey, 2016; Scott et al., 2015)
including the Poisson Clicks Task (Gupta et al., 2024). Second, recent work has demonstrated that accounting
for shifts in a subject’s internal state (Ashwood et al., 2022; Calhoun et al., 2019), between periods when
they’re highly engaged in the task contrasting with periods when their responses are less driven by the
stimulus, can significantly improve the accuracy with which a model can predict the subject’s responses.
Finally we must concede there are factors we have not even thought to consider which may significantly
improve a model’s predictive power. The large number of subjects included in this dataset should allow for the
identification of factors that affect only a small fraction of the individuals, while the large number of trials should
allow for the identification of factors that have small but significant effects overall. For these reasons we hope
others will find this dataset compelling enough to test hypotheses against.

As scientists we must always be willing to question the conclusions we draw from our data (Palminteri et al.,
2017; Wilson and Collins, 2019). Cognitive neuroscience is built on a foundation constructed from a panoply of
different behavioral tasks (Thorndike, 1911). The insights we glean from these experiments is predicated on
knowing how the subjects are performing them (Brunton et al., 2013; Ditterich, 2006; Hyafil et al., 2023; Pinto
et al., 2018; Stine et al., 2020; Waskom and Kiani, 2018). Here we have compiled one of the largest
perceptual decision-making data sets, in an effort to critically evaluate the subjects’ performance, and
understand the strategy they use to perform the task. While we have demonstrated, using multiple
independent analysis, that a full integration strategy better explains the rats’ choices compared to the three
degenerate strategies tested here, we remain open to the idea that an as yet unknown strategy may still fit
better (Wilson and Collins, 2019). Therefore, to help further our understanding of how the cognitive process of
accumulating noisy perceptual evidence to form a decision functions, we hope others will find this data set to
be a useful and fruitful test bed.
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Methods

Subjects. A total of 515 male Long-Evans rats (Rattus norvegicus) between the ages of 2 months and 24
months were used for this study. Rats did not begin water restriction and training until their weight exceeded
225 g. The majority of rats in this study were pair housed. Animal use procedures were approved by the
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Princeton University Institutional Animal Care and Use Committee (IACUC) and carried out in accordance with
National Institutes of Health standards.

Behavior. Rats were trained to perform an auditory evidence-accumulation decision task, the Poisson Clicks
Task. For each session, rats were placed in a behavioral training box that itself was located within a sound
attenuation chamber with active ventilation. The behavioral training box has three conical nose ports and two
speakers (see Figure 1a for arrangement). Each nose port is equipped with an infrared beam to detect nose
poke events and a white LED that can illuminate the port. The left and right ports are equipped with a sipper
tube and a solenoid valve (Lee Valve Company, LHDA1231115H) that dispenses distilled water from a 10
gallon gravity fed tank. The center port has an enlarged opening in the center to facilitate the rat’s ability to hold
their nose in the port.

Once a rat’s mass passed 225 g they were placed on a water restriction schedule and training began.
Whenever possible training would occur at the same time everyday, in the same behavioral training box, seven
days per week. Training sessions typically lasted between 1.5 and 3 hours. Animals that trained between 8pm
and 8am were housed on a reverse light cycle. Supplemental water was offered in two ways: 1) rats were
returned to their home cages after a training session, where food was available ad libitum, and offered 1 hour
free access to water via the sipper tube in their cage; 2) rats were placed in a modified behavioral training
chamber with one nose port where water consumption could be monitored. Rats in this second group were
restricted to receive a specific percentage of their body mass in water (between 3 - 5%). Any amount not
earned while training would be offered in the supplemental period post training. Rats were free to earn more
than their restricted allotment by performing more trials while training. Rats in this second group had food
available ad libitum in their home cage and while training but not when receiving their supplemental water.

The behavioral training box was either controlled via a National Instruments Data Acquisition (NI DAQ) card
connected to a computer running a real-time Linux kernel, or a Bpod 2.3 (Sanworks). Both systems were
managed by a Windows computer running Bcontrol, a custom matlab behavioral training software package
(see https://brodylabwiki.princeton.edu /bcontrol /index.php? title=Main_Page for a description of how Bcontrol
works and https://github.com /Brody-Lab /ExperPort _public to download the full code package). For NI DAQ
controlled rigs sounds were generated via a Lynx sound card on the linux computer, while on Bpod rigs sounds
were generated from an Analog Output Module (Sanworks). In both cases the signal was amplified by a mini
class D stereo amplifier (Leapai LP-2020AD) and played through a pair of planar tweeters (Bohlender
Graebener Neo3W).

Training. Rats in this dataset, compiled over more than a dozen years, did not learn the Poisson Clicks Task
using the exact same training pipeline. However, the training in general followed the training stages outlined
below. Training on the frequency and location versions of the Poisson Clicks Task followed the same training
protocol.

1) In this stage the rat learns to poke in the left port. Left port is illuminated. Rat receives a 24 ul drop of water
if they poke into the left port. At the end of the session if the rat has completed at least 50 trials at 80% correct
advance to the next stage.

2) In this stage the rat learns to poke in the right port. Right port is illuminated. Rat receives a 24 pl drop of

water if they poke into the right port. At the end of the session if the rat has completed at least 50 trials at 80%
correct advance to the next stage.
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3) In this stage the rat learns to poke in the center port before poking in a side port. Center port is illuminated.
Rat must poke into the center port after which one of the side ports illuminates. Rat must poke into the
illuminated side port to earn a water reward. Trials are presented in blocks of 20 alternating sides. At the end of
the session if the rat has completed at least 50 trials they advance to the next stage.

4) In this stage the rat learns to respond to auditory stimuli rather than simply poking in whichever port is
illuminated. Same as stage 3 except now sounds play and the side ports no longer illuminate. The center poke
initiates a train of clicks with gamma = +/- 4 that continues to play until the rat makes a correct side poke. Trials
are presented in blocks of 20 alternating sides. At the end of the session if the rat has completed at least 150
trials at 70% correct advance to the next stage.

5) In this stage the rat must learn which auditory stimulus indicates a left vs a right trial. Same as stage 4
except trials are presented in blocks of 5 alternating sides, and after trial 40 the correct side is randomly
selected. At the end of the session if the rat has completed at least 150 trials at 70% correct advance to the
next stage.

6) In this stage the rat learns to hold their nose in the center port for the fixation period. The center poke
duration begins at 1 ms the first day the rat starts this stage and grows gradually. Every trial the rat is able to
complete without violating grows the fixation duration by 1 ms. A violation is defined as any break in fixation
that exceeds 5 ms. A violation event replays the same trial until the rat is able to complete it. At the end of the
session, if the fixation duration has grown to 1.5 s advance to the next stage, if not they resume where they left
off on the following day.

7) In this stage the rat must perfect their ability to hold fixation and respond to the easiest stimuli. At this point
the rats are doing the full Poisson Clicks Task with a 1.5 s fixation period, but only with the easiest trials,
gamma = +/- 4, and all stimuli begin when fixation begins and play for 2 s. At the end of the session, if the rat
has completed at least 120 trials at 75% correct advance to the next stage.

8) In this stage the rat is introduced to a range of different trial difficulties. At the start of this training stage the
presented gammas are expanded to +/- [4, 5]. At the end of the session if the rat completed at least 120 trials
at 70% correct the gammas are set to +/- [3, 5].

9) In this stage the rat learns to perform the task with shorter duration stimuli. Rats continue to perform the
task with trial gammas = +/- [3, 5]. Now the duration of the stimulus will be reduced. At the start of this stage
the stimulus duration is set to end at the end of fixation, 1.5 s duration stimuli. As the duration of the stimulus is
reduced the period of silence at the beginning of fixation grows. At the end of each session if the rat has
completed at least 120 trials at 70% correct the duration of the stimulus is reduced by 100 ms. Once the
duration is reduced to 1 s advance to the next stage.

10) In this stage the rat is introduced to stimuli that have a range of different durations. From here on the
longest stimuli are kept fixed at 1 s. At the end of each session if the rat has completed at least 120 trials at
70% correct the minimum stimulus duration is reduced by 100 ms. A trial’s stimulus duration is selected from a
uniform distribution between the minimum duration and 1 s. Once the minimum duration has been reduced to
200 ms advance to the next stage.
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11) In this stage the rat must perfect performance on trials with the full duration range. The stimuli gammas are
set to +/- [2, 3, 4, 5]. At the end of the session if the rat has completed at least 150 trials at 70% correct
advance to the next stage.

12) In this stage the stimuli gammas are gradually reduced making the set of trials presented more difficult. At
the start of this training stage the easiest trials have a gamma = +/- 5 and the most difficult trials have a gamma
= +/- 2. At the end of the session if the rat has completed at least 120 trials at 70% correct the gammas are
reduced by 0.1. Once the gammas have reached +/- [1, 2, 3, 4] advance to the next stage.

13) In this stage a violation event no longer replays the same stimulus. From this stage on a violation is paired
with a 1 s time out and a 1 s burst of noise from the speakers and an entirely new trial is initiated. In this way
the rat cannot sample the same stimulus multiple times. At the end of each session if the rat has completed at
least 150 trials at 70% correct the gammas are reduced by 0.1. Once the gammas reach +/- [0.5, 1.5, 2.5, 3.5]
advance to the next stage.

14) This is the final stage where the rat is performing the full Poisson Clicks Task with the full range of stimulus
gammas +/- [0.5, 1.5, 2.5, 3.5] and the full range of stimulus durations (200 ms to 1 s).

Behavior Analysis. A psychometric curve is fit to the rat’s response behavior:

T
F=y+——7=
1+e 5

where F is the fraction respond “right”, y, is the lower asymptote, y, + r is the upper asymptote, d is the click
difference (#R - #L), b is the position of the curve’s inflection point along the horizontal axis, and s along with r
control the steepness of the curve at the inflection point (see Slope below).

Bias, the click difference that results in an equal probability of making either response is given by:

r

Bias = —s x log (———
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The slope at the psychometric curve’s inflection point, the change in fraction correct per click is given by:

T T
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Model Fitting. All models were run in Matlab 2019b on Windows computers. Each model was fit to each
individual rat’s choice data starting from 5 independent random seeds. For the parameters that were not fixed
in value, seeds were selected from a uniform distribution within the following range: ¢; [0, 5], o, [0, 4], 6, [0, 20],
bias [-10, 10], lapse [0, 0.4], lapse bias [0, 1], « [0, 1], ¢ [-1, 0.02], ¢, [0, 2], window of integration [10, 1000]
(milliseconds), A[-1, 1]. Model fitting was run using matlab’s fmincon function. For parameters that were not
fixed in value the fit lower and upper bounds were set to: ¢; [0, 20], o, [0, 10], o, [0, 300], bias [-50, 50], lapse
[0, 1], lapse bias [0, 1], & [-2, 3], ¢ [-3, 0.6], 7, [-4, 5], window of integration [1, 1000], A[-5, 5]. Maximum number
of iterations was set to 1000, the maximum number of function evaluations was set to 10,000, and the
constraint tolerance was set to 10”7. The actual values of ¢ and 7, were 107 and 10" respectively. This allowed
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us to explore the parameter values in logarithmic space. For the burst model the bias parameter assumed the
role of burst threshold. Seeds were selected with values in the range [0, 10] and fitting was constrained to
remain between [0, 50].

The fitting minimized the least squares difference between the model output probability of making a right
response and the subject’s actual response (left = 0 and right = 1). Least squares was used rather than
negative log-likelihood as it does not introduce any systematic biases at response probabilities close to 0 and
1. The negative log-likelihood was computed from the best fit parameter values for BIC analysis.

BIC = klogn—Qlogﬁ

Where k is the number of free parameters in the model, n is the number of trials the model is fit to, and L is the
maximum likelihood of the data given the best fit parameters.

Snapshot and Full Integration Model. Below are the equations used to compute the probability of making a
right response given a particular stimulus for the snapshot and full integration model. The full integration model
is simply the snapshot model with a window of integration duration of 1 s. Before applying click adaptation all
clicks are assumed to have a magnitude of 1. Click adaptation is given by the following equation:

T~ T,

My=1+Mylp =1 =

Where M, is the magnitude of the i"" click, M; is the magnitude of the j" click, ¢ is the click adaptation scale
factor, T is the time of the it" click, T, is the time of the j™ click, and 7, is the click adaptation time constant, for i
>j. When ¢ > 1, clicks facilitate subsequent clicks, and when ¢ < 1 clicks depress subsequent clicks. ¢ and 7,
are free parameters fit by the model.

After click adaptation is applied and the magnitude of each click is determined, the integrator’s memory time
constant is applied to further scale the magnitude of each click:

My = Me20=T)
Where M, is the magnitude of the click after applying the integrator’s memory time constant, M is the
magnitude of the click before, 1 is the inverse of the time constant, and T is the time of the click relative to the

start of the stimulus. 1 is a free parameter fit by the model.

To analytically compute the distribution of the accumulated value at the end of the stimulus we separately
calculate the mean and standard deviation (std) of the distribution.

Ng Ny
Mean = | ZM,\R — ZM,\L + bz’as]lf%

R=1 L=1

Ny, NR
If ZM,\L > ZM,\R + bias then Mean = —Mean

L=1 R=1
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Where M,z (M;,) is the magnitude of right (left) favoring clicks computed above, and Nk (N,) is the number of
right (left) favoring clicks that are within the window of integration. Bias and « are free parameters fit by the
model.

N

Vars = Z (Myo,)?
i=1
Where N is the total number of clicks. o, is a free parameter fit by the model.

Std = \/02»2 + Do2 + Var,

Where D = min {Window of Integration Duration, Stimulus Duration}

o; and o, are free parameters fit by the model. The window of integration duration is fixed at 1 s in the full
integration model and is a free parameter in the snapshot model.

Using the mean and standard deviation of the distribution we calculate the probability of responding right
without considering lapse:

1 R
P=1—— B dt
\/%/m ‘
Mean

Where 1 = ———
Stdv/2

Final we apply the lapse to compute the final probability of responding right:
P, right = (lapse bias x lapse) + P(1 — lapse)
Lapse and lapse bias are free parameters fit by the model.

The probability of making a right response is computed for all placements of the window of integration and an
average is taken to compute the probability of responding right for that stimulus.

Burst Model. Computing the probability of making a right response for the burst model has a few differences
from the equations above. A and o, are both fixed at 0 (See Table 1). P is only computed for periods where the
window of integration samples clicks that all favor the same response. Since the window of integration is
sequentially sampling the stimulus, any period that results in a decision commitment prevents subsequent
clicks from being sampled. Therefore we cannot simply take a weighted average of all possible positions of the
window of integration but rather must scale the probability of committing at a particular position by the
probability the model has not already committed to a decision. The probability of committing to a response at
the i click, where P is the probability computed above, is given by:

i—1

Pcommit; = P(1 — Z Pcommit,,)

n=1
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The probability of making a right response (without considering lapse) given a particular stimulus is therefore
the sum of Pcommit for all periods when the window of integration samples right clicks plus one half the
probability the model does not commit and must guess:

1
Pto Right = Z Pcommitp + (1-— Z Pcommit;)
R=1 =1

Finally, lapse is applied as shown above for the snapshot and full integration models.

Single Click Model. Since the single click model does not have click adaptation or a memory time constant for
the integrator we skip those calculations and proceed to computing the mean and standard deviation of the
accumulator value after sampling a left click, a right click, or no click. All clicks therefore have a magnitude of 1.

Meang i, = —1 — bias
Meangpaic. = 1 — bias
Meannecick = —bias

Stchlick = 0'-2 —+ O's2

Sthclick: =\ 01‘2 + 0'2

Sthoclick = 0;

The window of integration start time uniformly samples the entire stimulus period. The model responds to the
first click that falls within the window, and the probability of making a right response given that window start

time is given by:
_q_ L /

Mean
Stdv/2

using the appropriate Mean and Std from above. The overall probability of making a right response is the
average P across all possible start times for the window of integration. Lapse is applied to P as shown above
for the snapshot and full integration model.

Where © =

Psychophysical Kernel. To compute the psychophysical kernel the click difference d (#R - #L) is first
computed within bins (here 100 ms) that tile the stimulus for each trial. All stimuli across trials that are at least
500 ms in duration are aligned to either the stimulus onset or offset. Only clicks that fall within the first 5 bins
are considered in this analysis. The total weighted click difference for a trial is given by:

Click Difference = Z d; K;
i=1
Where i is the bin number, n is the total number of bins (here n = 5), d is the click difference within the bin, and
K is the value of the kernel for that bin (a free parameter that is fit). A psychometric curve is then fit to the rat’s
response given the weighted click difference (see equation above, F is the fraction “go right”). The probability P
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of the rat’s response given the weighted click difference is simply F on trials where the rat responds “right” and
1-F on trials where the rat responds “left”. The negative log-likelihood across all trials is given by:

nll = — i log P;
=1

Where i is the trial number, n is the total number of trials, and P is the probability of the rat’s response given the
best fit psychometric curve. The psychophysical kernel is the vector K that minimizes nll.

The Dataset. The dataset can be downloaded as a single .zip file from zenodo.org (Kopec et al., 2024) DOI
10.5281/zen0do.13352119. Any work that uses this dataset should cite it and this manuscript. Some of the
labels in this dataset use the word bup, this means the same as click.

Each file is a matlab .mat file named for the rat that provided the data and contains a single variable, ratdata:
ratdata =

parsed: [1x1 struct]
parsed frozen: [1x1 struct]
task type: 'location'

The task type identifies which version of the Poisson Clicks Task the rat trained on, Location or Frequency. The
parsed field contains all trail data from unique, i.e. non-frozen trials.
ratdata.parsed =

hh: [1 x n double]
bt: {1 x n cell}

nL: [1 x n double]
nR: [1 x n double]
sd: [1 x n double]
gr: [1 x n double]

ga: [l x n double]
rg: [1 x n double]

Where n is the number of non-violation non-frozen trials the rat performed.

hh - is a vector identifying which trials the rat got correct: 0 if they got it wrong, 1 if they got it correct

bt - is a cell which contains information about the stimulus for each trial

nL - is a vector identifying how many left evidence clicks each trial contains

nR - is a vector identifying how many right evidence clicks each trial contains

sd - is a vector of the stimulus duration in seconds for each trial

gr - is a vector identifying which response the rat made: 0 if they responded left, 1 if they responded right
ga - is a vector of the gamma value used to generate the stimulus on each trial

rg - is a vector identifying how the reward was assigned on each trial: O if it was offered with the side that
played more clicks, 1 if it was offered on the side with the higher generative Poisson click rate

For the rats in this dataset where reward followed the trial’'s gamma value, 98.5% of the trials the reward was
still offered on the side that played the greater number of clicks.
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At a minimum bt is a structure that has two fields:
ratdata.parsed.bt{l} =
left: [1 x nL double]
right: [1 x nR double]

left - avector of the left evidence click times in seconds relative to the stimulus onset
right - a vector of the right evidence click times in seconds relative to the stimulus onset

Where nL is the number of left evidence clicks and nR is the number of right evidence clicks. Additional fields
can include:

real T - the duration of the stimulus in seconds

bup_ width - the duration of each click in milliseconds

base freqg - the lowest frequency used to make in each click sound in Hertz

bup ramp - defines the taper that smoothes the edges of each click

first bup stereo - 1ifthe firstclick is a stereo click, 0 if not

avoid collisions - 1ifclick trains are selected where clicks do not overlap, O if only Poisson statistics
are used to select click times

seed - the pseudorandom list seed used to generate the stimulus

is probe trial -1 ifthe trial is a "probe" trial. These typically are defined to have a specific stimulus
duration, for example 1 second, such that this duration is oversampled. Probe trials exist to facilitate other
experiments such as optogenetics, however no trials with optogenetic stimuli are included in this dataset
is frozen - 1ifthisis a frozen noise trial, O if it is not

tones - the specific frequencies used to construct the click in Hertz

In the location version of the task typical settings are:
bup width: 3
base freq: 2000
bup ramp: 2
first bup stereo:
avoid collisions:

— O =

tones: [2000 4000 8000 16000 32000]
Whereas in the frequency version of the Poisson Clicks Task typical settings that differ are:
base freqg: [6500 14200]
first bup stereo: O
tones: [6500 14200]

The base frequency and tone fields identify the frequency of the tone used to identify left and right evidence
clicks, here 6.5 kHz is the tone frequency for a left evidence click and 14.2 kHz is the tone frequency for a right
evidence click. In the frequency task the first click is typically not a stereo click.

The parsed_frozen field contains similar information as the parsed field but for the frozen noise trials:
ratdata.parsed frozen =

hh: [1 x n double]

bt: {1 x n cell}
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nL: [1 x n double]

nR: [1 x n double]

sd: [1 x n double]

gr: [1 x n double]

ga: [1 x n double]

rg: [1 x n double]

seed: [l x n double]
unique seed: [1 x n uf double]
gr seed: [l x n uf double]

Where n is the number of frozen noise trials the rat performed and n_uf is the number of unique frozen noise
trials performed.

seed - is a vector of the pseudorandom list seeds used to generate the stimulus for each trial
unique seed - is a vector of the unique seeds used to generate the frozen noise trials
gr seed - is a vector of the fraction of right responses the rat makes given each unique seed

The field names in this dataset are abbreviations:

hh - hit history, hit being a trial the subject got correct
bt - bup times, bup mean the same as click

nL - number of Left

nR - number of Right

sd - stimulus duration

gr - goright, i.e. did the subject respond right

ga - gamma

rg - reward gamma
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