bioRxiv preprint doi: https://doi.org/10.1101/2024.02.27.582427; this version posted March 2, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

Automated model discovery for human cardiac tissue:
Discovering the best model and parameters

Denisa Martonova!, Mathias Peirlinck?, Kevin Linka3,
Gerhard A. Holzapfel*?, Sigrid Leyendecker!, Ellen Kuhl®

L Institute of Applied Dynamics, Friedrich-Alexander-Universitit Erlangen-Ntirnberg, Germany
2 Department of BioMechanical Engineering, Delft University of Technology, The Netherlands
3 Institute of Applied Mechanics, RWTH Aachen, Germany
4 Institute of Biomechanics, Graz University of Technology, Austria
5 Department of Structural Engineering, Norwegian University of Science and Technology, Norway
6 Department of Mechanical Engineering, Stanford University, California, United States

Abstract. For more than half a century, scientists have developed mathematical models to understand
the behavior of the human heart. Today, we have dozens of heart tissue models to choose from, but select-
ing the best model is limited to expert professionals, prone to user bias, and vulnerable to human error.
Here we take the human out of the loop and automate the process of model discovery. Towards this goal,
we establish a novel incompressible orthotropic constitutive neural network to simultaneously discover
both, model and parameters, that best explain human cardiac tissue. Notably, our network features 32 in-
dividual terms, 8 isotropic and 24 anisotropic, and fully autonomously selects the best model, out of more
than 4 billion possible combinations of terms. We demonstrate that we can successfully train the network
with triaxial shear and biaxial extension tests and systematically sparsify the parameter vector with L;-
regularization. Strikingly, we robustly discover a four-term model that features a quadratic term in the
second invariant I, and exponential quadratic terms in the fourth and eighth invariants s, I4n, and Igg.
Importantly, our discovered model is interpretable by design and has parameters with well-defined phys-
ical units. We show that it outperforms popular existing myocardium models and generalizes well, from
homogeneous laboratory tests to heterogeneous whole heart simulations. This is made possible by a new
universal material subroutine that directly takes the discovered network weights as input. Automating
the process of model discovery has the potential to democratize cardiac modeling, broaden participa-
tion in scientific discovery, and accelerate the development of innovative treatments for cardiovascular
disease.

Our source code, data, and examples are available at https:/ /github.com/LivingMatterLab/CANN.
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1 Motivation

Congenital heart defects, heart valve disease, and heart failure are just some of the many critical diseases
of the heart that require medical intervention, for example in the form of corrective surgeries, valve repair
or replacement, or cardiac assist devices [40]. In all these conditions and procedures, understanding the
mechanics of cardiac tissue is crucial for diagnosis, treatment, and management, to optimize cardiac func-
tion and patient outcomes [36]. For more than half a century, scientists have developed mechanical mod-
els for human heart tissue [11,20]. While the first models were purely isotropic [13], more sophisticated
approaches soon acknowledged the importance of muscle fibers in the form of transversely isotropic [35]
and orthotropic [27] models. All members of this first generation of models are strain-based Fung-type
models [21], that embed a combination of directional strains into an exponential free energy function [22].
Unfortunately, this exponential mixed-term free energy function is not generally polyconvex [38,65], and
may violate the basic principles of thermodynamics [37].

Today, most popular models for heart muscle tissue are Holzapfel-type models [32] that use an invariant-
based formulation of the free energy function [62] and can naturally incorporate tissue incompressibility
and orthotropy in the fiber, sheet, and normal directions [33]. Invariant-based modeling of cardiac tissue
has rapidly gained popularity [16, 23, 24, 30,45, 46, 52] and is now widely used in many common finite
element packages [1,7]. Notably, the initial Holzapfel Ogden model was made up of four exponential
quadratic terms in the first invariant I, the fourth invariants I;s and 45, and the eighth invariant Igg, with
two parameters each; one with the unit of stiffness and the other unit-less [33]. While this initial four-
term model performs well on simple shear tests of porcine heart tissue [14], it displays limitations when
simultaneously fit to different loading modes [26]. Although the Holzapfel Ogden model is popular and
widely used, a fair question to ask is, is this really the best possible model?

To answer this question, we abandon the common practice to a priori select a specific model, fit its pa-
rameters to data, and try to increase its goodness of fit [15,59]. We also refrain from selectively adding
or removing individual terms to incrementally improve an existing model [26]. Instead, we adopt the
paradigm of constitutive neural networks [41] to autonomously discover the best model and parameters
from a wide variety of possible terms [42]. The underlying idea is to generalize the Holzapfel Ogden
model and design an orthotropic, perfectly incompressible constitutive neural network that takes the
two isotropic invariants Iy, I and the six anisotropic invariants Iy, Iss, Ian, Igts, Isen, Issn @s input and
approximates the free energy function as output. This network has two hidden layers: the first layer
generates powers (o) and (0)? of the invariants, and the second layer applies the identity (o) and expo-
nential (exp(o)) to these powers [29,44, 66]. This results in 8 x 2 x 2 = 32 terms, 48 model parameters,
and 32?2 = 4.294.967.296 possible models. To discover the best of these more than 4 billion models, we
train our neural network with triaxial shear and biaxial extension data from human heart tissue [61]. In
general, we expect the network to discover models with dense parameter vectors for which a subset of
weights trains to zero [57]. Our intuition tells us that, the more non-zero weights we discover, the more
complex the model, and the better the fit to the data [3,50]. However, models with too many parameters
and too many terms are difficult to interpret and generalize poorly to unseen data [9]. So a critical ques-
tion to address is, how can we discover sparse models with only a few easy-to-understand terms?

A popular strategy to induce sparsity in a regression problem is Ly-regularization [19]. Ly-regularization
adds the weighted L,-norm of the parameter vector to the loss function and induces sparsity for p-values
equal to or smaller than one [28]. Here we induce sparsity using L;-regularization or lasso [67] by adding
the weighted sum of the network weights to the loss function of our constitutive neural network [63]. This
additional term allows us to fine-tune the number of non-zero parameters of our model; yet, at the ex-
pense of a reduced goodness-of-fit and at the cost of an additional hyperparameter, the penalty parameter
« [48]. We can interpret this penalty parameter as a continuous switch between minimizing the network
loss and minimizing the number of terms [18]. Clearly, the solution will be sensitive to this penalty pa-
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rameter, but there are no obvious guidelines how to select the value of . An important question in model
discovery is therefore, how do we select the penalty parameter to best balance accuracy and sparsity?

The objective of this manuscript is to discover the model and parameters that best describe human heart
tissue using the paradigm of constitutive neural networks, supplemented with L;-regularization. To-
wards this goal, we first summarize the basics of continuum mechanics in Section 2.1, and then integrate
this knowledge into a new family of incompressible orthotropic constitutive neural networks in Section
2.2. In the Section 2.3, we briefly reiterate the deformation modes of triaxial shear and biaxial extension
and summarize the experimental data we use to train our network. In Section 2.4, we introduce our finite
element model to perform real heart simulation. In Section 3, we summarize our results of five overar-
ching studies: (i) model discovery with triaxial shear, biaxial extension, and both data sets combined; (ii)
model discovery with five different levels of regularization; (iii) model discovery with five different sets
of initial conditions; (iv) specialization of our approach to three popular models; and (v) generalization of
our results from homogeneous laboratory tests to heterogeneous real heart simulations. In Section 4 we
discuss our results, limitations, and future directions, and close with a brief conclusion.

2 Methods

2.1 Continuum model

To characterize the deformation of the sample, we introduce the deformation map ¢ as the mapping of
material points X in the undeformed configuration to points x = ¢(X) in the deformed configuration
[4,32]. The gradient of the deformation map ¢ with respect to the undeformed coordinates X defines the
deformation gradient F with its determinant ], and its right and left multiplications with its transpose F*
define the left Cauchy-Green deformation tensor b,

F=Vxe with ]J=det(F)>0, b=F-F. (1)

We assume that myocardial tissue is orthotropic, with three pronounced directions, fy, so, 1o, associated
with the fiber, sheet, and normal directions in the reference configuration, where all three vectors are unit
vectors, || foll =1,||so|| =1, || no || = 1. We characterize the deformation in terms of nine invariants [47,
62] three standard isotropic invariants Iy, I, I3, three anisotropic invariants associated with the stretches
squared, I, Iy, Isn, and three coupling invariants, Igs, Iggn, Issn,

I, =[F-F]:1 L =3[2—[F-F|:[F-F]] I =det(F-F)=]?
Iy = [Ft . F] : [fo ®f0] Iy, = [Ft F] : [SO ®So] L, = [Ft . F] : [no ®n0] (2)
[

Igts = [F*- F] :sym(fo ®sg) Igm = [F'- F] : sym(fo®mng)  Igsn = [Ft- F] : sym(so ®@ny) .

For convenience, we can reformulate the nine invariants in terms of the left Cauchy-Green deformation
tensor b and the fiber, sheet, and normal directions in the deformed configuration, f = F - fo, s = F - sy,
n=1F-ng,

L, =1:0b L = 3[-b:b] I = det(b) = J?
Ly =1:[fofl=ff Ly =1:[s®s]=s"-s Iin =1:[n®@n]=n-n 3)
Is = I:sym(f®s)=f-s Ign = L:sym(fon)=f-n Iy = I:sym(s®@n)=s-n.

We assume that the tissue is perfectly incompressible, such that the third invariant remains constant and
equal to one, I = J> = 1. We then introduce the free energy function ¢ as a function of the remaining
eight invariants, Il, 12, I4f, 145, I4n, Igfs, Igfn, Igsn,

Y =P1(I1) + P2(I2) + Par(Laf) + Pas(las) + Pan(Lan) + Psgs (Ists) + Pin (Istn) + Pssn(Issn) —p[J —1]. (4)
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Figure 1: Constitutive neural network. Orthotropic, perfectly incompressible, feed forward constitutive neural network with two
hidden layers to approximate the single scalar-valued free energy function, ¥ (I, I, Iss, Iss, Ian, Ists, Istn, Issn), @s @ function of
eight invariants of the left Cauchy-Green deformation tensor b using 32 terms. The first layer generates powers (o) and (o)? of
the eight invariants and the second layer applies the identity (o) and exponential (exp(c)) to these powers. The network is not
fully connected by design to satisfy the condition of polyconvexity a priori.

The last term, p [ ] — 1], enforces incompressibility and the pressure p acts as a Lagrange multiplier. For
simplicity, we assume that all eight terms of the free energy function are uncoupled and none of the
invariants directly influences the other seven. At this point, traditional constitutive modeling approaches
assume a specific form of the free energy function ¥, and fit its parameters to data. Here, instead, we
seek to discover the best free energy function ¢ and the best parameters w = {wj;} that explain our
experimental data.

2.2 Neural network model

To automate the process of model discovery, we adopt the concept of constitutive neural networks
[41]. Figure 1 illustrates the custom-designed architecture of our orthotropic, perfectly incompress-
ible constitutive neural network with two hidden layers and 32 nodes that takes the eight invariants
L, I, Lug, Las, Inn, Isgs, Isen, Issn @s input and approximates the free energy ¢ as output. The first layer gen-
erates powers (o) and (o)? of the network input and the second layer applies the identity (o) and the

exponential function (exp(o)) to these powers. This results in the following explicit representation of the
free energy function 1,

Yp=wy1 wy1 [h =3]+wiy [exp(win [ —3]) —1]+wis was [ —3]*+was [exp(wis [ —3]%) —1]
+wis was [ —3]4+wre [exp(wie [ —3]) —1]+wyy wyy [ —3]*4+wg [exp(wig [ —3]*) —1]
+ w19 way [Ls —1]4+waqo[exp(wijo[las —1]) — 1) +wiprwoa1 [Lyr —1* +won[exp(wrjz [Is —1]7) — 1]
+ w113 w213 [Ias —1) +woja[exp(wija[las —1]) — 1) +wii5w15 [las —1]* +woq6 [exp(wr6 [Ias —1]7) — 1]
+ w117w217 [Lan —1] + w28 [ exp (w8 [Ian —1]) — 1)+ w1190 w019 [Ian —1]* w220 [exp (w120 [Isn —1]%) — 1]
+ wipiwao s | +wom[exp(wip [lss  ]) — 1 +wipswrs(lss > +wops[exp(wips[lss  1*) —1]
+ wipswaps [l |+ wope[exp(wips[Ism  ]) — 1)+ wiprwoor [Isgm |2+ wops[exp(wips[Ism  ]?) —1]
+ W19 Wr29 [Issn |+ waz0[exp(wigo[lssn  ]) — 1)+ wiziwoz [Issn P+ wos[exp(wis [Issn ]?) — 1]

®)
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corrected by the pressure term ¢ = @ — p[J — 1]. For the isotropic invariants, I;, I, the free energy
function explicitly corrects for their values of three in the undeformed configuration using [I; — 3], [l — 3].
For the anisotropic fourths invariants, Iy, Iis, Isn, the free energy function is only activated for tensile
stretches [33], Iy = max{ly, 1}, I1s = max{ls, 1}, Lin = max{ls, 1}, and explicitly corrects for their
values of one in the undeformed configuration using [l — 1], [Iss — 1], [sn — 1]. For the anisotropic
eights invariants, Igs, Igg, Issn, the values are zero in the undeformed configuration and can be used as is.
We note, though, that the eighth invariants depend on the signs of the fiber, sheet, and normal directions
and are therefore not strictly invariant [33]. From the free energy function ¢ in Eq. (5), we can derive the
Cauchy stress using standard arguments of thermodynamics,

Jo= W g pl = 8¢1b+2&h[1b b 42 m“f®f+2 mgs®s+2&mnn®n

oF ol ol 01y 0l ©)

B a%mV® 4o f]+ 5 soninws) —pl,

0lgss 0lgen

where the derivatives of the free energy with respect to the eight invariants take the following form,
oY /oLy =wig wyy +wip Wy exp(wip [ —3])+2[L —3][wizwrs +wis woa exp(wis [ —3]7
P /0L =wi5 was +wie Wae exp(wie [ —3])+2[L —3][wizwr; +wig wag exp(wig [ —3]?
oY /0Ly = w9 wa9 +wiowrr0exp( w0 Las —1])+2[ Ly —1][wi11wo11 +wi12wa10exp (w12 [ Iy —1]2
oY /0Ly = wy13wa13+ W1 awa1aexp(wia| las —1]) +2 [ Lis —1][w115w015 + w116 W2 16exp( W1 16 [ Ias —1 ]2
oY /0l = wy17wp 17+ w118 wWa18exp(Wias [ lan—1]) +2 [ Isn—1][w1,19w2,19 + w1 20 Wa 20 €xp( w120 [ Ian—1 12
oY /0lss = wipwo o + Wi wrzexp(wi [ las  |)+2[Ists  ][w123w203 +w1pawopsexp(wig [Isss ]2
0P /lggn = w1 5w 05+ W1 26 W2 26€XP( W16 [ Ian  |)+2[Ispmn  ][w127w207 + w18 wo8exp(wiog [ Ism ]2

0y /dlgen = W1 29W229 + w1 30wW230eXP(Wi30 [ Issn  |)+2[Issn J[wis1woz1 +wigwozexp(wiz [Issn |

During training, the network learns the network weights w = {wi,j} which, by design, translate into
physically meaningful model parameters that we enforce to always remain non-negative, w > 0. All
weights of the first layer wy ; are unit-less parameters, and all weights of the second layer w, ; are stiffness-
like parameters with the unit kilopascal. We note that all odd weights of the first layer are redundant.
Without loss of generality, we can set them equal to one and reduce the total number of trainable weights
from 64 to 48. We learn these network weights by minimizing a loss function L that penalizes the error
between model and data. Here we use the mean squared error, the L,-norm of the difference between the
model o (F;, w) and the data &;, where i, ..., 14,1, denotes the number of data points, divided by the total
number of data points n14,t,. To fine tune the number of weights in the model, we add a regularization
term in the Li-norm of the i, ..., Nyeights Weights, a || w |1, to the loss function,

Ndata Myeights

Yo |lo(Fi,w)—6i|5+a||wlly  with wlli= ) |wi| — min, (8)
ndatal i=1

L(w;

For penalty parameters &« = 0, we recover the classical non-regularized constitutive neural network that
simply minimizes the error between model and data. For penalty parameters « > 0, network training
becomes an intricate balance between minimizing the error between model and data, and reducing the
number of weights. Training some weights exactly to zero induces sparsity, effectively reduces model
complexity, and improves interpretability [48]. To minimize the loss function in Eq. (8), we adopt the
widely used ADAM optimizer, a robust adaptive algorithm for gradient-based first-order optimization,
supplemented with an early stopping criterion for no accuracy change.
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2.3 Triaxial shear and biaxial extension

The final step is to specify the eight invariants and the components of the Cauchy stress for our train and
test data. We train our constitutive neural network with data from triaxial shear and biaxial extension
tests on human myocardial tissue [61] and assume that the myocardium is orthotropic and perfectly in-
compressible. The triaxial shear tests used cubical specimens of 4 x 4 x 4 mm?, sheared in the fiber, sheet,
and normal directions, resulting in six data sets of shear strain vs. shear stress pairs [33]. The biaxial
extension tests used square specimens of 25 x 25 x 2.3 mm?, stretched in the fiber and normal directions
at stretch ratios of 1:1, 1:0.75, 0.75:1, 1:0.5, 0.5:1 resulting in five times two data sets of stretch vs. nor-
mal stress pairs [61]. Table 1 summarizes the digitized data of the six triaxial shear tests and five biaxial
extension tests [61]. For both experiments, the deformation gradient F and the Cauchy stress o take the

Table 1: Triaxial shear and biaxial extension data for human myocardium. Human myocardial samples are sheared in six
directions and stretched in two orthogonal directions at five different stretch ratios [61]. The indices f,s,n denote the fiber, sheet,

and normal directions, where f and n are associated with the mean fiber and cross fiber directions MFD and CFD.

triaxial shear

[

biaxial extension

|

Vst ="Y[Ynf =V Vts = V[ Tns =YY =V[Ysn =7 Ap=A Af=A [ A =075A 1 A=A Ag =051
A=A an= 0751 n=A A= 05A A=A

Y Ofs Ufn Osf OUsn Onf Ons A Ot Onn Ot Onn Ot Onn Ot Onn Ot Onn
[—] || [kPa] | [kPa] | [kPa] | [kPa] | [kPa] | [kPa] || [—] | [kPa]|[kPa]|[kPa]|[kPa]|[kPa]|[kPa]|[kPa]|[kPa]|[kPa] | [kPa]
0.00 ] 0.00 | 0.00 | 0.00 | 0.00 | 0.00 T 0.00 1.00 | 0.00 [ 0.00 [ 0.00 [ 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00
0.05 || 0.07 | 0.07 | 0.07 | 0.07 | 0.05 | 0.05 1.01 || 0.00 | 0.01 | 0.00 | 0.00 | 0.04 | 0.04 | 0.04 | 0.02 | 0.16 | 0.26
0.10 || 0.22 | 0.18 | 0.17 | 0.11 | 0.11 | 0.11 1.02 || 0.01 | 0.05 | 0.08 | 0.01 | 0.08 | 0.08 | 0.07 | 0.02 | 0.24 | 0.34
015 | 035 | 030 | 0.25 | 0.23 | 0.17 | 0.16 1.03 || 0.24 | 0.07 | 0.20 | 0.10 | 0.16 | 0.14 | 0.20 | 0.09 | 0.33 | 0.47
020 || 050 | 043 | 0.34 | 028 | 0.29 | 0.27 || 1.04 || 050 | 0.23 | 0.38 | 0.18 | 0.31 | 0.23 | 0.30 | 0.13 | 0.47 | 0.68
025 | 0.70 | 0.60 | 0.48 | 0.45 | 038 | 0.36 1.05 || 0.85 | 0.45 | 0.68 | 0.36 | 0.49 | 0.37 | 0.55 | 0.24 | 0.63 | 0.81
0.30 || 1.00 | 0.86 | 0.69 | 0.64 | 0.57 | 0.53 1.06 || 1.37 | 0.78 | 1.09 | 0.54 | 0.76 | 0.54 | 0.87 | 0.38 | 0.78 | 1.11
035 | 142 | 1.24 | 095 | 0.89 | 0.81 | 0.76 1.07 || 2.16 | 1.28 | 1.66 | 0.84 | 1.13 | 0.85 | 1.33 | 0.57 | 1.06 | 1.42
040 || 215 | 190 | 1.38 | 1.28 | 1.15 | 1.11 1.08 || 3.40 | 2.01 | 255 | 1.27 | 1.69 | 1.30 | 2.06 | 0.86 | 1.35 | 1.80
045 || 320 | 292 | 211 | 2.02 | 1.71 1.71 1.09 || 530 | 3.13 | 3.82 | 1.94 | 251 | 1.88 | 3.12 | 1.20 | 1.83 | 2.32
0.50 || 5.78 | 531 | 3.57 | 355 | 2.68 | 2.80 110 || 826 | 4.79 | 5.87 | 276 | 3.67 | 2.80 | 4.75 | 1.72 | 2.44 | 3.03

following format, where the subscripts, f, s, n, refer to the fiber, sheet, and normal directions, and the
stress tensor is symmetric, 0¢; = g, Ofn = Opf, Ons = Osn, according to the balance of angular momentum,

Af Vs Y Off 0Ofs Om
F=1| 9% As 7o and 0= | Osf UOss Ogn )
Tnf Yns An Onf Ons Onn

For the six triaxial shear tests, all three stretches remain constant to one, A = A¢ = A, = 1, and all but one
shear term remain constant to zero, yg = Vs = Ynf = Yt = Ysn = Tns = 0. Each shear test is associated

with one non-zero shear strain, and results in one non-zero pair of shear stresses, g = 0y, Ot = Ong,
Ons = Ogn,
(01 | Oy | Ous| | OPgss [0y1 | O | OYur| | Osss
>0: =2 —_L— 4 = >0: =2 = 4+ =
T 2000w =27 |Gt ST G| T o T 20 =27 G T LT G| T Gl
OP1 0Py | OPun]| | s [0y | OPp | OYus| | OYPsin
>0:on =2 = + == >0:0 =2
L T T R S L [P T TR T I T
[ alpl alPZ a1~l74n | a¢85n [ 84]1 811’]2 aIPALS | alpSsn
n > 0:0ns =2%n ns > 01 0sn = 2Yn .
Yon = U+ Ons s | 0L * ol * olun | + 0lgsn Tos ’s Tos | 0L * ol * 0lys | * 0lgsn
(10)
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For the five biaxial extension tests, we vary the ratio of the fiber and normal stretches, A¢ and A,,, determine
the sheet stretch, A; = 1/[A¢An] from the incompressibility condition, and keep all shear strains constant
to zero, Yes = Ysf = Ynf = Yin = Ysn = Tns = 0. We derive the hydrostatic pressure p from the zero-
normal-stress condition, oss = 0, using Eq. (6), which results in the following non-zero normal stresses,

al al al
/\le,AnZL/\S:/\A <1: a¢1 81/)2 al;f (11)
o o =258 P2 - A2 + 2582 22 - 2207 4 25H 22
1 2 4n

The definitions of the shear and normal stresses in Eqs. (10) and (11) use the derivatives of the free energy
with respect to the eight invariants in Eq. (7), which are parameterized in terms of the network weights
that we learn by minimizing the loss function in Eq. (8).

2.4 Real heart simulations

To probe the performance of our discovered models within a realistic real heart simulation, we incorporate
our newly discovered models in the finite element analysis software solver Abaqus [1], and predict the
stress state of the left and right ventricular wall during diastolic filling. We create a finite element model
of the left and right ventricles from high-resolution magnetic resonance images of a healthy 44-year-old
Caucasian male with a height of 178cm and weight of 70kg [51,54]. We discretize the myocardial wall
using 99,286 quadratic tetrahedral elements, with a total of 462,498 degrees of freedom. We incorporate
the tissue microstructure through a helically wrapping fiber architecture in terms of 99,286 local fiber,
sheet, and normal directions, fo, sg, ngp. We compute these local microstructural orientations by solving a
Laplace-Dirichlet problem across our computational domain, and assuming a transmural fiber variation
from +60° to -60 ° from the endocardial to the epicardial wall [72]. To fix the ventricles in space, we
apply homogeneous Dirichlet boundary conditions at the mitral, aortic, tricupid, and pulmonary valve
annuli [53]. To translate our newly discovered orthotropic material models for myocardial tissue into a
finite element analysis environment, we adopt our new universal material model subroutine [55,56]. Here,
each free energy contribution from our constitutive neural network in Figure 1 translates into one line
of the parameter table that describes the term’s invariant, first-layer activation function, second-layer
activation function, and weights w; o [-] and w; . [kPa].

3 Results

We successfully trained our constitutive neural network from Figure 1, first with the six triaxial shear
tests, then with the five biaxial extension tests, and finally with all eleven tests simultaneously [61]. When
only using the triaxial shear tests for training, we use the biaxial extension tests for testing, and vice
versa. For all cases, the loss function converges robustly within 30,000 epochs, with an early stopping
criterion for no accuracy change, see Table 2, bottom row. With a batch size of 32, each training run takes
between one and eight hours using Google Colab. The computational time varies between individual and
simultaneous training, and depends on the amount of training data and the regularization level. For each
training set, in every direction, we compare the experimentally reported stress-shear and stress-stretch
data to the discovered stress-shear and stress-stretch model. We report the goodness of fit in terms of
the correlation coefficient, R?, and the root-mean-square error, rms, for both training and testing. We also
report both the means of both metrics across all 16 testing modes, six for triaxial shear and five for biaxial
extension in each of the two directions.
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Figure 2: Model discovery for human myocardium trained on triaxial shear tests. Cauchy stress components as functions
of shear strain during triaxial shear used for training, first row, and stretches during biaxial extension used for testing in fiber and
normal directions, second and third rows, for the orthotropic, perfectly incompressible constitutive neural network with two hidden

layers and 32 nodes from Figure 1. Dots illustrate the the experimental data [61] from Table 1; color-coded areas highlight the
32 contributions to the discovered stress function.
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Figure 3: Model discovery for human myocardium trained on biaxial extension tests. Cauchy stress components as func-
tions of stretches during biaxial extension in fiber and normal directions used for training, second and third rows, and shear strain
during triaxial shear used for testing, first row, for the orthotropic, perfectly incompressible constitutive neural network with two

hidden layers and 32 nodes from Figure 1. Dots illustrate the the experimental data [61] from Table 1; color-coded areas highlight
the 32 contributions to the discovered stress function.

Rich training data are critical to discover generalizable models. In the first set of examples, we
train the neural network with three different train-test scenarios: training with triaxial shear and testing
with biaxial extension; training with biaxial extension and training with triaxial shear; training with both
triaxial shear and biaxial extension [61]. In this first set of examples, we do not apply any regularization.
Figure 2, top, and Figure 3, bottom, summarize the results for training with the triaxial shear data and
with the biaxial extension data only. In both cases, the network trains well with a goodness of fit above
R? = 0.989 for all shear tests and above R? = 0.924 for all biaxial extension tests with maximum fiber
stretches of Ay = 1.10, first, second, and fourth column. The quality of training is compromised for smaller
fiber stretches, with a goodness of fit as low as R? = 0.712 for the smallest maximum fiber stretches of A; =
1.05, fifth column. Figure 2, bottom, and Figure 3, top, summarize the results for testing with the biaxial
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Figure 4: Model discovery for human myocardium trained on triaxial shear and biaxial extension tests. Cauchy stress
components as functions of shear strain during triaxial shear, first row, and stretches during biaxial extension in fiber and normal
directions, second and third rows, all used for training of the orthotropic, perfectly incompressible constitutive neural network with
two hidden layers and 32 nodes from Figure 1. Dots illustrate the the experimental data [61] from Table 1; color-coded areas
highlight the 32 contributions to the discovered stress function.

extension and triaxial shear data, when trained with the other data set. In both cases, the predictions are
poor with a mean goodness of fit of R? = 0.532 and rms = 0.558 for training with the triaxial shear data
and R? = —2.462 and rms = 1.411 for training with the biaxial extension data. Figure 4 summarizes
the results for simultaneous training with the triaxial shear and biaxial extension data combined. Notably,
the overall goodness of fit improves significantly with values above R?> = 0.789 for shear and above
R? = 0.719 for biaxial extension, and mean values of R = 0.896 and rms = 0.409 across all eleven data

sets. Interestingly, for simultaneous training with all eleven data sets combined, we robustly discover an
eight-term model,

P = wyswas[h — 3] + waeexp(wy e[l — 3]) — 1] + w1 ywa7[lr — 312+ wo 12 exp (w12 [Iss — 1)) — 1]

+ wa 16 exp (w116 lus — 1]7) — 1] + wa o[ exp (w10 Ian — 1]7) — 1] + w1 21w221 [Isgs] + W120w2,29[Issn] ,

with linear, exponential linear, and quadratic terms in the second invariant I, exponential quadratic terms
in all fourth invariants Iy, Lis, Iin, and linear terms in two of the eighth invariants Igs, Igsn. Strikingly, the
discovered model does not contain a single term in the first invariant I;, and the isotropic response is
entirely represented through the second invariant I,. Notably, all other 24 terms, including the classical
neo Hooke term, naturally train to zero, even without any regularization. Table 2 summarizes the discov-

ered non-zero weights of the discovered eight-term model. In total, the discovered model contains twelve
parameters,

Y= %Hl[lz -3+ %P‘z[lz -3 + % lexp(b[L —3]) —1]  + zaij [exp (bi[Lus —1]%) — 1]

(12)
+ g [exp(bullis = 1) = 1] + 3 [exp(nllan — 1) = 1) + St ] + stn T,
the eight stiffness-like parameters y; = 2wiswo5 = 0.068kPa, yp = 2wi;wp7 = 9.296kPa, a =
2w1,6w2,6 = 0.626 kPa, ag = 2w1,12w2,12 = 3.065 kPa, ag = 2?/()1,16?/()2,16 = 1.091 kPa, and an = 2101[20&)2/20 =
2.235kPa, ag, = 2wipwap = 0.200kPa, asn = 2wioowrp9 = 0.008kPa, and the four exponents
b = w16 = 0.037, bf = W112 = 24.328, bs = W116 = 19.489 and bn = W120 = 11.761. When compar-
ing the parameter values with the dominant colors in Figure 4, we conclude that the orange quadratic
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Table 2: Model discovery for human myocardium trained on triaxial shear and biaxial extension test for varying reg-
ularization levels. Discovered material parameters for simultaneous training with six shear and five biaxial tests for varying
regularization levels «; mean goodness of fit R? and root mean squared error rms; and number of epochs towards convergence.

network weights model term regularization level
W16 [-], w26 [KPa] [-] a=00 [ «a=000I | a«a=00I [ a=01 | a=10
W15 Wos [12 — 3] 0.034 - - - -
W16, W26 exp( [Iz — 3]) 0.037, 8.454 - - - 2.100, 0.926
Wiy Wy [I, —3]2 4.648 - 5.162 5.978 -
Wig, Wi exp([I; — 3]%) = 0.368, 13.291 - = -
w112, W12 exp([Iy — 1]%) || 24.328,0.063 | 22.530,0.073 | 21.151,0.081 | 6.626, 0.389 -
W1 16, W) 16 exp([lss — 1]7) || 19.489, 0.028 - - = -
W1,20, W2,20 exp([lsn — 1]%) || 11.761,0.095 | 9.618,0.126 | 4.371,0.315 | 1.211,1.079 -
W121-W2 21 [Igfs] 0.100 0.108 - - -
W1 24, W2 24 exp( [Igfs]z) - 5.478, 0.011 0.508, 0.486 - -
W1,20°W2,29 [I8sn] 0.004 - - - -
R? 0.896 0.892 0.894 0.872 0.640
rms 0.409 0.423 0.426 0.460 0.644
epochs 30 000 27900 26 400 12700 4400

second invariant I, term, the yellow exponential quadratic fourth invariant Iy term, and the turquoise
exponential quadratic fourth invariant I, term associated with the nodes 7, 12, 20 of our network in Fig-
ure 1 are the most relevant terms to represent the behavior of myocardial tissue. Taken together, these
results suggest that, to discover the best model for myocardial tissue, it is critical to train the network on
both triaxial shear and biaxial extension data simultaneously. From now on, we will only use both tests
simultaneously and discover modes for all eleven data sets combined.

Sparse regression promotes interpretable models. In the next set of examples, we explore the role of
L;-regularization to induce sparsity in the discovered models [48]. We systematically increase the penalty
parameter « in the loss function in Eq. (8), « = [0.0,0.001,0.01,0.1,1.0], and study its effect on the num-
ber of non-zero terms and the goodness of fit. Table 2 and Figure 5 summarize the resulting network
weights and stress-shear and stress-stretch relations for the discovered models. The discovery converges
robustly in all five cases, but requires progressively fewer epochs towards convergence, [ 30000, 27900,
26400, 12700, 4400 ]. The model without regularization, « = 0.0, is the eight-term model in Figure 4 in the
previous section. This study confirms our general intuition that L;-regularization is an intricate balance
between model sparsity and model accuracy, and that the penalty parameter « serves to fine-tune and
down-select the number of relevant terms: As the penalty parameter increases, the network discovers
progressively fewer non-zero terms, n = [8,5,4,3,1]. At the same time, the mean goodness of fit across
all eleven data sets decreases, R? = [0.896,0.892,0.894,0.872,0.640 ], and the mean root mean squared
error increases, rms = [0.409,0.423,0.426,0.460,0.644|. For « = 0.01, we robustly discover a four-term
model,

¥ = Wy 7wa 7 [l — 3]+ wa 12 [exp(wy 12[Ias — 1]%) — 1] +wa 20 [exp (w1 20[Tan — 1]?) — 1] 4 w204 [exp (w1 24 Iges)?) — 1],

with a quadratic term in the second invariant I, exponential quadratic terms in the fiber and normal
fourth invariants Iy and Iy, and an exponential quadratic term in the fiber-sheet eighth invariant Ig.
Increasing the penalty parameter to « = 0.1 results in a three-term model, that is a special case of this
four-term model, independent of the eighth invariant,

¥ = w1 7wa7[l — 3)* 4+ wa o[ exp (w1 12[Ias — 1]7) — 1] 4+ wa o0 exp (w1 20[Ian — 1]%) — 1]
Clearly, the model with the largest penalty parameter of & = 1.0, the one-term model,

= wye[exp(wie[l —3]) —1],
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Figure 5: Model discovery for human myocardium trained on triaxial shear and biaxial extension test for varying regu-
larization levels. Effect of penalty parameter « = {0,0.001,0.01,0.1,1} for L;-regularization to induce sparsity. Cauchy stress
components as functions of shear strain during triaxial shear, first row, and stretches during biaxial extension in fiber and normal
directions, second and third rows, all used for training of the orthotropic, perfectly incompressible constitutive neural network with
two hidden layers and 32 nodes from Figure 1. Dots illustrate the the experimental data [61] from Table 1; color-coded areas
highlight the 32 contributions to the discovered stress function.

with an exponential linear second invariant I, term, is incapable of capturing anisotropy and is not well
suited to represent myocardial tissue. Its goodness of fit is significantly lower than that of all other mod-
els, suggesting that a penalty parameter of « = 1.0 over-regularizes model discovery and is simply too
large to provide a reasonable fit. Figure 5 illustrates selected shear and biaxial tests for the five different
regularization levels. Interestingly, the trend towards three relevant terms is clearly visible when com-
paring the the « = 0.0, « = 0.01, and « = 0.1 regularization, and their discovered eight-term, four-term,
and three-term models that all contain the same dominant quadratic second invariant I, term in orange,
exponential quadratic fourth invariant Iy term in yellow, and exponential quadratic fourth invariant Iy,
term in turquoise, with only minor modifications when adding additional terms. The striking dominance
of the orange, yellow, and turquoise terms, which already stood out prominently in the non-regularized
eight-term model of Eq. (12), suggests that the best models to characterize the most important mechanical
features of myocardial tissue are the four-term model,

1 a - -
S 514[12 -3+ Z—bff[exp(bf[LLf —1) 1]+ = 2bn ~ [exp (bn[Isn — 1]%) — 1] 2b > lexp (bgs[Ises)*) — 1] (13)
with seven material parameters, the four stiffness-like parameters y = 2w;yw,; = 10.324kPa, a; =
2?1)1[1271]2,12 = 3.427 kPa, an = 2w1,20w2,20 = 2.754 kPa, and afg = 2ZU1,24ZU2,24 = 0.494 kPa, and the three
exponents by = wq 12 = 21.151 by, = w19 = 4.371, and bg; = w04 = 0.508, and the three-term model,

1 a - _

p= o ull— 37+ o [exp(belli — 1) = 1] + 2= [exp(bn[lan — 12) — 1] (14)
2 2b 2b,

with the five material parameters, the three stiffness-like parameters y = 2w, yw,7 = 11.956 kPa, a; =

2w1 12wp,12 = 5.155kPa, and a, = 2w ppwo00 = 2.613 kPa, and the two exponents by = wy 12 = 6.626 and

bn = w00 = 1.211, according to Table 2.

Model discovery is robust and relatively insensitive to the initial conditions. To demonstrate the
robustness of our model discovery, independent of the initial conditions for our model parameters, we
perform a series of random initializations and compare the discovered models. Table 3 confirms that,
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Table 3: Model discovery for human myocardium trained on triaxial shear and biaxial extension test for varying initial
conditions. Discovered material parameters for simultaneous training with six shear and five biaxial tests with a regularization
of & = 0.01 for five random parameter initializations ; mean goodness of fit R? and root mean squared error rms.

network weights model term random initialization
W16 [-], w26 [KPa] [-] #1 [ #2 [ #3 [ #4 [ #5
Wiy - Way [I, —3]? 5.162 5.162 5.171 5.153 -
Wwig, Wog exp([l, — 3]%) - - — — 1.390 3.482
w112, W12 exp([I;s — 1]%) | 21.151,0.081 | 21.174,0.081 | 19.499,0.093 | 21.146,0.081 | 19.230, 0.098
w120, W2,20 exp([Iyn — 1]%) | 4.371,0.315 | 4.373,0.315 | 1.986,0.784 | 4.371,0.315 | 1.393,1.062
w123, W23 Igg]? - - 0.335 - -
W1,04, W24 exp([Igss)?) 0.508,0.486 | 0.507 0.486 - 0.508,0.486 | 0.586, 0.489
R? 0.894 0.894 0.893 0.894 0.893
rms 0.426 0.426 0.428 0.426 0.430

independent of the initial guess, our constitutive neural network robustly discovers the same best four-
term model and the same best seven parameters, with only minor deviations. For brevity, we only show
the results for a regularization level of « = 0.01, but emphasize that all other discovered models in Table
2 are equally robust to their initialization. For the displayed regularization level, for all five models, the
invariants I, Iy, lan, Isgs contribute quadratically to the free energy. The mean goodness of fit is largest,
R? = 0.894, and the mean error is smallest, rms = 0.426, for the first, second, and fourth initializations,
which all contain the same four terms in the quadratic second invariant I, exponential quadratic fourth
invariants Iy and Iy,, and exponential quadratic eighth invariants Igg, the orange, yellow, turquoise, and
blue terms in Figure 5. Taken together, this example confirms that, although the loss function of our
minimization problem in Eq. (8) is non-convex, our model discovery is robust and consistently discovers
similar models with similar parameter values.

Our constitutive neural network specializes well to classical constitutive models. By constraining
the majority of weights to zero and only training for a selective subset of weights [43], we can utilize our
neural network to identify the parameters of popular classical constitutive models. We demonstrate this
feature for three widely used orthotropic models for myocardial tissue: the Holzapfel Ogden model [33],
the Guan model [26], and the generalized Holzapfel model [33]. The Holzapfel Ogden model is a four-term
model [33] that features an exponential linear term in the first invariant I;, exponential quadratic terms in
the fiber and sheet fourth invariants Iy and Iy, and an exponential quadratic term in the fiber-sheet
eighth invariant Ig;;. We obtain the Holzapfel Ogden model by selectively training four sets of weights,
{wop, Wo 12, Wo 16, Wo 24 }, While constraining all other weights to zero,

9= 5plexp (bl —3]) 1]+ 5 [exp (bl — 1) 1]+ 55 [exp(bellis = 117) = 1)+ 35 [exp(bis[s]) ~ 1]
(15)

The Guan model is a slightly different four-term model [26] that features an exponential linear term in the
first invariant I, exponential quadratic terms in the fiber and normal fourth invariants Iy and Iy, and an
exponential quadratic term in the fiber-sheet eighth invariant Ig;;. We obtain the special case of the Guan
model by selectively training four sets of weights, {w, 2, W 12, Wo 20, Wo 24}, While constraining all other
weights to zero,

9= 5plexp (bl —3]) 1]+ 5 [exp(bli— 1) 1]+ 5 [exp(bnllan — 1) = 1]+ 33 [exp(bisl o)) ~ 1]
(16)
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Table 4: Model specification for human myocardium fit for triaxial shear and biaxial extension tests. Identified material
parameters for Holzapfel Ogden, Guan, and generalized Holzapfel models, from simultaneous training with six shear and five

biaxial tests; mean goodness of fit R and root mean squared error rms.

network weights | model term neural network special case
w16 [-], wo,e [kPa] [-] Holzapfel OgdenEq. (15)]  Guan Eq. (16) [ gen. Holzapfel Eq. (17)
W1p, W2 exp(I; —3]) 3.949, 0.297 7.248, 0.054 5.457,0.087
W1 12, W12 exp ([l — 1]%) 14.389,0.114 14.571,0.154 23.701, 0.070
W1 16, Wa 16 exp([lgs — 1) - - 20.067, 0.035
W1 20, W2,20 exp ([l — 1% - 10.929, 0.115 16.976, 0.060
W1 04, W4 exp([Tgss)?) - 4.959,0.044 1.081, 0.271
w1 3, W30 exp([Igsn]?) - - 11.842,0.002
R? 0.788 0.867 0.876
rms 0.554 0.442 0.420

The generalized Holzapfel model is a seven-term model [33] that contains both previous models as spe-
cial cases and features an exponential linear term in the first invariant I;, exponential quadratic terms
all fourth invariants Iy, Iis, Isn, and an exponential quadratic term in all eighth invariant Igg, Iggm,
Issn.  We obtain the special case of the Guan model by selectively training seven sets of weights,
{Wop, Wo 12, Wo 16, Wo 20, Wo 24, Wo 28, Wo 32 }, while constraining all other weights to zero,

55 exP(bll = 3]+ 3 lexp(bellie — 11%) — 1+ 50 [exp(bulTis — 1) — 1]+ 55+

V= [exp (b [Ian — 1)) — 1]

Ags 2 o
+ Zijs [exp(bgs[Ises)*) — 1] + 2l§fn lexp (b [Isin]?) — 1]+ zgsn exp(benTaen]?) — 1.

(17)

We emphasize that our network weights translate directly into physically meaningful constitutive param-
eters with well-defined physical units, namely the stiffness like parameters with the unit of kilopascals,
a = 2wypWop, df = 2W112W212, ds = 2W116W2,16, An = 2W120W220, s = 2W124W224, Ay = 2W128W2 28,
Asn = 2W13W;32, and the unit-less nonlinearity parameters, b = w1, by = w112, bs = W1,16, bn = W1 20,
bts = w14, by = w128, bsn = w132. To compare these three models against our discovered model and
against each other, we constrain our network and train selectively for their non-zero weights. Figures 6
and 7 and show the stress-shear and stress-stretch plots of the Holzapfel Ogden and Guan models, and Ta-
ble 4 summarizes the resulting network weights. Notably, the classical four-term Holzapfel Ogden model
in Eq. (15) displays limitations when calibrated simultaneously for triaxial shear and biaxial extension;
its stress plots in Figure 6 result in a mean goodness of fit as low as R?> = 0.788 and a root mean squared
error of rms = 0.544. The four-term Guan model in Eq. (16) results in a visibly improved fit of the stress
plots in Figure 7, with an improved mean goodness of fit of R = 0.867 and a root mean squared error
of rms = 0.442. Naturally, the generalized seven-term Holzapfel model in Eq. (17) provides the most
freedom to fit the data and results in an even better mean goodness of fit of R> = 0.876 and a root mean
squared error of rms = 0.440, yet at the cost of two additional terms and four additional parameters.
Interestingly, our discovered three- and four-term models with a mean goodness of fit of R* = 0.872 and
R? = 0.894 and only five and seven parameters both outperform the classical four-term Holzapfel Ogden
and Guan models. Taken together, these results confirm that our constitutive neural network contains
classical constitutive models as special cases and can successfully identify their parameters by constrain-
ing as large subset of weights to zero.

Our discovered models generalize well from homogeneous tissue tests to real heart simulations.
To explore whether our discovered models not only explain the behavior of myocardial tissue in the lab-
oratory setting, but generalize to realistic human heart simulations, we predict the stress profiles across
the left and right ventricular walls during diastolic filling. Specifically, we apply endocardial pressures of
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Figure 6: Parameter identification for Holzapfel Ogden model trained on triaxial shear and biaxial extension tests simul-
taneously. Cauchy stress components as functions of shear strain during triaxial shear, first row, and stretches during biaxial
extension in fiber and normal directions, second and third rows, all used for training of the orthotropic, perfectly incompressible
constitutive neural network with two hidden layers constrained to four nodes [33]. Dots illustrate the the experimental data [61];
color-coded areas highlight the four contributions to the discovered stress function.
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Figure 7: Parameter identification for Guan model trained on triaxial shear and biaxial extension tests simultaneously.
Cauchy stress components as functions of shear strain during triaxial shear, first row, and stretches during biaxial extension in
fiber and normal directions, second and third rows, all used for training of the orthotropic, perfectly incompressible constitutive
neural network with two hidden layers constrained to four nodes [26]. Dots illustrate the the experimental data [61]; color-coded
areas highlight the four contributions to the discovered stress function.

8mmHg and 4mmHg in each ventricle, to mimic the healthy ventricular end diastolic pressure states. Fig-
ures 8 and 9 summarize the long-axis, short-axis, frontal, and top views of wall stress predictions for dis-
covered model of different complexity: the four-term model, ¢ = w; 7wy 7[lr — 3]* + wy 12| exp (w1 12[Ls —
1)%) — 1] + wa o[ exp (w1 20[Isn — 1]?) — 1] + wo 04 exp (w1 24[Is5s]?) — 1] for & = 0.01, the three-term model,
Y= w1,7w2,7[12 — 3]2 + w2,12[exp(w1,12[f4f — 1]2) — 1] + erzo[eXp(wllzo[Lm — 1]2) — 1] for « = 0.1, and the
one-term model ¢ = wy[exp(wi6[l2 —3]) — 1] for « = 1.0, from left to right, with model parameters
from Table 2. In this direct side-by-side comparison of the maximum principal stress profiles, we observe
an excellent agreement for both anisotropic models, the « = 0.01 four-term model and the « = 0.1 three-
term model. Strikingly, the isotropic model, the « = 1.0 one-term model, performs almost identically, with
only minor local differences in the form of reduced stresses along the septum and across the left endocar-
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Figure 8: Stress profiles across the human heart, in short-axis and long-axis views, predicted by our discovered ma-
terial models. Maximum principal stresses generated by a healthy left and right ventricular end-diastolic pressure of 8mmHg
and 4mmHg. Predictions with three different models for varying regularization levels, discovered four-term model for « = 0.01,
three-term model for « = 0.1, and one-term model for « = 1.0 with parameters from Table 2.
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Figure 9: Stress profiles across the human heart, in a frontal and top views, predicted by our discovered material
models. Maximum principal stresses generated by a healthy left and right ventricular end-diastolic pressure of 8mmHg and
4mmHg. Predictions with three different models for varying regularization levels, discovered four-term model for « = 0.01,
three-term model for « = 0.1, and one-term model for « = 1.0 with parameters from Table 2.

dial wall. We can easily understand these differences when comparing the performance of the discovered
x = 0.01, « = 0.1, and &« = 1.0 models during the homogeneous laboratory testing in Figure 5, where
the &« = 1.0 model overestimates the stresses in the low-stretch regime, but underestimates the stresses
in the high-stretch regime. In the real heart simulations of Figure 8, this high-stretch regime is located
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along the left endocardial wall, where the differences between the models are most pronounced. In the
frontal and top views of Figure 9, these differences are barely visible and most characteristic features are
captured equally by all three models, including the isotropic model with only a single term. Taken to-
gether, our discovered models generalize well from homogeneous tissue tests to real heart simulations,
with an unexpectedly accurate performance of the simplest isotropic model with a single exponential sec-
ond invariant term. Figures 10 and 11 summarize the long-axis, short-axis, frontal, and top views of wall
stress predictions for our discovered four term model in Eq. (13) compared to popular existing models,
the Holzapfel Ogden model in Eq. (15), the Guan model from Eq. (16), and the generalized Holzapfel
model from Eq. (17), with model parameters from Table 4. Interestingly, our side-to-side comparison
showcases remarkably similar maximum wall stresses across all four models. In the short-axis and long-
axis views of Figure 10, we observe small quantitative differences between the maximum principal wall
stresses across the endocardial left ventricular free wall, with larger values for our discovered model and
the Guan model and smaller values for the Holzapfel Ogden model. Again, we can explain these differ-
ences by comparing the performance of these three models during the homogeneous laboratory testing
in Figures 5, 6, and 7, where the Holzapfel Ogden model underestimates the stresses in the high-stretch
regime, while our discovered model and the Guan model approximate these stresses more accurately.
This is in line with the lowest goodness of fit for the Holzapfel Ogden model of R?> = 0.788, compared to
our discovered model with R? = 0.894, the Guan model with R? = 0.867, and the generalized Holzapfel
model with R? = 0.876. Additionally, our diastolic hemodynamic loading enforces deformation and
stress states that surpass the homogeneous tissue testing protocols of the triaxial shear and biaxial exten-
sion training data, which creates local regions of extrapolation beyond the initial training regime. Taken
together, while our discovered four-parameter model best explains the laboratory experiments of triaxial
shear and biaxial extension, all four models translate well into a single universal material subroutine and
predict fairly similar stress profiles across the human heart.

4 Discussion

The objective of this work was to discover the model and parameters that best describe the mechani-
cal behavior of human cardiac tissue. Towards this goal, we adopt the paradigm of constitutive neural
networks, supplemented by L,-regularization. We explore and discuss the most important features and
challenges of model discovery, with a view towards selecting appropriate training data, sparsifying the
discovered model, comparing the model to popular existing models, and generalizing it from homoge-
neous training data to heterogenous real heart simulations.

Our constitutive neural network discovers sparse and interpretable models to explain human car-
diac tissue. Our constitutive neural network in Figure 1 features 32 individual terms, 8 isotropic and
24 anisotropic. This results in 232 possible combinations of terms, a total of more than 4 billion models,
represented through 64 network weights. Of these 64, all odd weights of the first layer are redundant,
and we can set them equal to one to reduce the total number of trainable weights to 48. We first train
the network with three different data sets, triaxial shear, biaxial extension, and shear and extension com-
bined [61], initially without any regularization. From Figures 2, 3, and 4, we conclude that the network
trains well for all three data sets, and successfully discovers models to explain the training data. However,
the discovered models are not sparse; they contain a large number of terms and a large set of non-zero
parameters [63]. For example, in Figure 3, top row, we observe that, although we only use biaxial exten-
sion data for training, the network activates terms and parameters that are not associated with any of the
tive biaxial extension tests: Although training with biaxial extension in the fn-plane does not provide any
information about the shear behavior in the fs- and sn-planes, the weights related to the eighth invariants
It and Igsn are non-zero and contribute to the shear response. Strikingly, this issue resolves itself natu-
rally when training with triaxial shear and biaxial extension combined. For training with both data sets
simultaneously, three quarter of all weights train to zero, even in the complete absence of regularization.
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Figure 10: Stress profiles across the human heart, in short-axis and long-axis views, predicted by our alternative dis-
covered material models. Maximum principal stresses generated by a healthy left and right ventricular end-diastolic pressure
of 8mmHg and 4mmHg. Predictions for four different models, our discovered four-term model for « = 0.01 with parameters from
Table 2, and the Holzapfel Ogden, Guan, and generalized Holzapfel models with parameters from Table 4.
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Figure 11: Stress profiles across the human heart, in a frontal and top views, predicted by our alternative discovered
material models. Maximum principal stresses generated by a healthy left and right ventricular end-diastolic pressure of 8mmHg
and 4mmHg. Predictions for four different models, our discovered four-term model for « = 0.01 with parameters from Table 2,
and the Holzapfel Ogden, Guan, and generalized Holzapfel models with parameters from Table 4.

Figure 4 highlights the remaining non-zero terms and Table 2, third column, summarizes their parameter
values. However, these unregularized models are still fairly complex, sensitive to noise, and computation-
ally expensive [9,42]. This includes both, convergence during training, as we conclude from the required
number of epochs in Table 2, and performance during simulations. To induce sparsity, we supplement
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the loss function in Eq. (8) with L;-regularization or lasso [48, 67]. Table 2 confirms that increasing the
regularization level & from zero to one induces sparsity by gradually dropping the weights that have the
smallest influence on the loss function. Figure 5 visualizes this reduction in model complexity, from left to
right, associated with a decreasing number of colors, from eight to one, but also emphasizes the associated
reduction of the goodness of fit. Taken together, we conclude that our L;-regularized constitutive neural
network can reliably discover sparse and interpretable models and physically meaningful parameters to
explain the complex behavior of human cardiac tissue.

Our constitutive neural network is a generalization of popular constitutive models. By constraining
the majority of weights to zero and only training for a selective subset of weights [43], we can utilize our
neural network to identify the parameters of popular classical constitutive models. As a matter of fact, our
neural network in Figure 1 is a generalization of previous invariant-based neural networks for isotropic
materials [43] and for transversely isotropic materials [44] and naturally captures all their features as spe-
cial cases. As such, we can reduce it to represent popular isotropic models including the neo Hooke [68],
Blatz Ko [8], Mooney Rivlin [49, 58], or Demiray [12] models, as well as transversely isotropic models in-
cluding the Lanir [39], Weiss [71], Groves [25], or Holzapfel [31] models. Figures 6 and 7 and Table 4
confirm that we can also reduce our neural network to represent popular orthotropic models including the
Holzapfel Ogden [33], Guan [26], and generalized Holzapfel [33] models. Interestingly, the objective of
the Guan model [26] was to systematically reduce the 14-parameter generalized Holzapfel model [33] us-
ing the Akaike information criterion, for the same experimental data of human myocardium that we used
in this study [61]. The Akaike information criterion rewards the goodness of fit and penalizes the number
of parameters with the goal to induce sparsity and prevent overfitting [2]. This reduces the generalized
Holzapfel model with seven terms and 14 parameters in Eq. (17) to the Guan model with four terms and
eight parameters in Eq. (16). Strikingly, when using L;-regularization with a penalty parameter « = 0.01,
we discover exactly the same three anisotropic terms as the Guan model [26]: exponential quadratic terms
in the invariants Iy, Iy, Igs, associated with terms 12, 20, 24 of our constitutive neural network, color-
coded in yellow, turquoise, and blue. Yet, our discovered four-term model with a mean goodness of fit of
R? = 0.894 and an error of 0.426 outperforms the Guan model with a mean goodness of fit of R?> = 0.867
and an error of 0.442. Notably, while both models share these same anisotropic terms, they feature a different
isotropic term, the classical exponential linear I; term in the Guan model [26] and the quadratic I, term in
our discovered model.

Our constitutive neural network consistently discovers second-invariant models. For decades, the
gold standard in constitutive modeling has been to first select a constitutive model and then fit the model
to data [5,6,17,32,60,69]. Attempts to improve the goodness of fit have slightly adjusted the terms of the
model, and gradually modified or replaced individual terms [11]. Admittedly, this has probably been the
only way to improve constitutive models, simply because of the extreme non-linearity associated with this
problem, its non-convexity, its multiple local minima, and the shear computational complexity associated
with finding a good constitutive model. Now, with the massive advancement of computational power
and the development of fast and efficient solvers, a unique opportunity presents itself to simultaneously
discover both the best model and the best parameters to explain experimental data [42]. This opens doors
to probe a huge variety of common functional building blocks [43], in our case 32, and automatically select
the best combination of terms, in our case out of more than 4 billion possible combinations. Traditionally,
cardiac tissue models have a priori postulated that the isotropic behavior is best described by the first
invariant of the strain, and ignored the second invariant [12,20,24,33,35]. This is in line with dozens of con-
stitutive models for other biological systems and natural and man-made soft matter [22,32]. Intriguingly,
our constitutive neural network allows us to probe both invariants simultaneously, not only in their linear
or quadratic forms, but also embedded in exponentials, not only in isolation, but also in combination with
other anisotropic terms [44]. This would have been unthinkable a decade ago! The models we discover
using this approach display a striking yet consistent trend: All discovered models feature the second
invariant instead of the first. Importantly, this observation is not exclusive to sparsification, it reflects a
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universal trend that is present, even in the complete absence of regularization. Table 2 confirms that both
the non-regularized network in column three and the regularized networks in columns four to eight only
discover models in terms of the second invariant I;. Visually, we can easily confirm this selective activa-
tion in the color-coded stress terms in Figure 4, which prominently display orange-type colors associated
with the second invariant. The remarkable dominance of the second invariant is in stark contrast with the
popularity of classical models that only feature the first invariant [10,12,31,33,39,68], but consistent with
recent models for soft biological tissues [8,25,34,49,58,71]. Notably, for triaxial shear testing, the first and
second invariants are identical, I; = I, = 4% + 3. This implies that their differentiation is meaningless if
the model is trained on triaxial shear experiments alone. This explains why the classical Holzapfel Ogden
model, fit only to six triaxial shear experiments [33], performs exceptionally well, although it only uses
the first invariant. When using biaxial extension experiments, the first and second invariant are no longer
identical and the model consistently favors the second invariant over the first. Taken together, in agree-
ment with previous observations [43,56], we find that the second invariant is better suited to capture the
isotropic response of biological tissues [34] and describes the experimental data more accurately than the
first.

Our constitutive neural network consistently discovers exponential quadratic terms. Prior to
the now widely used invariant-based Holzapfel-type models [31], the common standard to model the
anisotropic behavior of arterial and cardiac tissues were strain-based Fung-type models [21] that simply
embedded a combination of strains into an exponential free energy function. The fundamental difference
between both families of models is that Fung-type models draw motivation from the macrostructural ori-
entation encoded in radial, circumferential, and longitudinal directions [22], while Holzapfel-type models
are inspired by the microstructural architecture encoded in fiber, sheet, and normal orientations [32]. Our
constitutive neural network models anisotropy using an invariant-based microstructural approach [44].
Yet, rather than using a limited number of invariants, our network offers the full set of three fourth invari-
ants Iy, lss, lsn and three eights invariants Igg, Igf,, Issn. And rather than using a specific functional form,
our network offers linear, exponential linear, quadratic, and exponential quadratic activation functions
(o), (exp(0)), (0)?, (exp((0)?)) to each of these invariants. Notably, this results in a total of (6 x 4)2,
more than 16 million, of possible combinations of anisotropic terms. Strikingly, of all these combinations,
our network consistently favors models with exponential quadratic terms. Tables 2 and 3 suggest that the
dominance of these exponential quadratic terms is independent of the regularization level and indepen-
dent of the initial conditions. This observation stands in contrast to the popularity of earlier anisotropic
models including the linear fourth invariant Lanir model [39] and the exponential linear Demiray [12],
Weiss [71], and Groves [25] models, but is in line with the massive popularity of the exponential quadratic
Holzapfel model for both arteries [31] and cardiac tissue [33]. Taken together, our automated model dis-
covery consistently discovers and confirms the widely used exponential quadratic terms that have been
introduced more than two decades ago to model the strain-stiffening behavior of collagen fibers in soft
biological tissues.

Limitations. Our results demonstrate that we can successfully adopt constitutive neural networks to dis-
cover a model and a set of physically meaningful parameters that best describe the behavior of human
cardiac tissue. However, we encountered a few limitations that point towards future investigations: First,
while we have discovered the best model to explain the available data, the data themselves might be bi-
ased towards probing more in the fiber and normal plane, which could explain why we have prominently
discovered Iy and Iy, terms instead of I45. Second, we have assumed that cardiac tissue is perfectly incom-
pressible, a limitation that we could address by adding the third invariant and learning the bulk modulus
as additional network weight, provided we have sufficient experimental data. Third, we have assumed
that the tissue is hyperelastic, a limitation that we could address by incorporating an inelastic potential, for
example, to account for time-dependent viscoelastic effects. Fourth, our network architecture in Figure 1
is limited to models with decoupled invariants, which we could address by using a more densely connected
architecture in which some or all nodes between the first and second hidden layers are interconnected.
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Fifth, at times, our method is sensitive to its initialization, which we view as strength rather than weak-
ness, since it allows us to explore alternative models with different combinations of terms. Sixth, while
we currently assume that we know the fiber, sheet, and normal orientations, we could introduces these
microstructural features as trainable parameters and discover them alongside the macroscopic model pa-
rameters. To address any of these limitations, it would be tremendously useful to acquire additional data,
ideally from tension and compression tests, in isolation and in combination with shear, for quasi-static
loading, and for loading at different rates.

Conclusion

For more than five decades, scientists have been trying to develop constitutive models for the heart. While
most models work well for individual tests such as tension, compression, or shear, each model has its own
limitations when fit simultaneously to a combination of tests. Here, instead of a priori selecting a specific
model and fitting its parameters to data, we simultaneously discover the best model and parameters
using incompressible orthotropic constitutive neural networks. We train our network using six triaxial
shear and five biaxial extension tests and sparsify the resulting model using L-regularization. Our results
suggest that an accurate material model for cardiac tissue should at least include one isotropic and two
or three anisotropic terms. Strikingly, instead of a linear first invariant term, the network consistently
discovers a quadratic second invariant term to best represent the isotropic response. Notably, to model
the anisotropic response, the network discovers two exponential quadratic fourth invariant terms that
resemble the classical Holzapfel format. Importantly, all our discovered weights have a clear physical
interpretation and translate into stiffness-like and nonlinearity parameters. Finally, we embedded all
discovered models into a finite element simulation to predict the stress profiles across the human heart
during diastolic filling, and compared them against other popular cardiac models. Our results suggest
that constitutive neural networks can successfully discover interpretable and generalizable model and
parameters to accurately simulate and predict deformations and stresses in the human heart in real life
situations. We anticipate that our new four-term model for cardiac tissue will have broad applications in
biomedical device design, medical diagnostics, and management of cardiovascular disease.

Data availability

Our source code, data, and examples are available at https://github.com/LivingMatterLab/CANN.
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