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Abstract. Double dipping is a well-known pitfall in single-cell and spatial transcriptomics data anal-
ysis: after a clustering algorithm finds clusters as putative cell types or spatial domains, statistical
tests are applied to the same data to identify differentially expressed (DE) genes as potential cell-type
or spatial-domain markers. Because the genes that contribute to clustering are inherently likely to be
identified as DE genes, double dipping can result in false-positive cell-type or spatial-domain markers,
especially when clusters are spurious, leading to ambiguously defined cell types or spatial domains. To
address this challenge, we propose ClusterDE, a statistical method designed to identify post-clustering
DE genes as reliable markers of cell types and spatial domains, while controlling the false discovery
rate (FDR) regardless of clustering quality. The core of ClusterDE involves generating synthetic null
data as an in silico negative control that contains only one cell type or spatial domain, allowing for the
detection and removal of spurious discoveries caused by double dipping. We demonstrate that Clus-
terDE controls the FDR and identifies canonical cell-type and spatial-domain markers as top DE genes,
distinguishing them from housekeeping genes. ClusterDE’s ability to discover reliable markers, or the
absence of such markers, can be used to determine whether two ambiguous clusters should be merged.
Additionally, ClusterDE is compatible with state-of-the-art analysis pipelines like Seurat and Scanpy.

Keywords: Single-cell RNA-seq - Spatial Transcriptomics - Clustering - Differential Expression Anal-
ysis - Marker Gene Identification.

1 Introduction

Single-cell RNA-seq (scRNA-seq) and spatially resolved transcriptomics (SRT) technologies have revolu-
tionized transcriptomic studies by providing unprecedented snapshots of gene expression within individual
cells and in a spatial context, respectively. A major task in scRNA-seq and spatial transcriptomics data
analysis is to annotate cell types and spatial domains with marker genes. For example, in scRNA-seq data
analysis, a standard annotation procedure includes two steps: (1) partitioning cells into clusters, and (2)
finding differentially expressed (DE) genes between cell clusters as marker genes for annotating clusters as
potential cell types [1, 2, 3, 4], as in state-of-the-art analysis pipelines such as the R package Seurat [5] and
the Python module Scanpy [6]. However, it has been realized that this post-clustering differential expression
(DE) procedure is conceptually flawed. For instance, Seurat contains the warning message that “P values
should be interpreted cautiously, as the genes used for clustering are the same genes tested for differential
expression.” This issue is commonly referred to as “double dipping,” meaning that the same gene expression
data are used twice: first to find cell clusters and then to identify DE genes. The double dipping issue leads
to an inflated false discovery rate (FDR) when identifying post-clustering DE genes as putative cell-type
marker genes. The FDR inflation is more pronounced when the cell clusters are more ambiguous.

To explain this double-dipping issue in scRNA-seq cell-type annotation, we discuss two extreme scenarios.
In one scenario, if two cell types are considered “distinct” (i.e., cell-type marker genes exhibit bimodal ex-
pression distributions, with the high-expression mode corresponding to the cell type in which they are highly
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expressed) and the inferred clusters are accurate, then double-dipping has no impact on post-clustering DE
analysis. In this case, DE analysis can successfully identify cell-type marker genes that are highly expressed
in a cluster corresponding to a distinct cell type (Fig. la, top). In the opposite scenario, when a clustering
algorithm over-clusters a single cell type into two clusters, post-clustering DE analysis will identify genes
highly expressed in each cluster due to double-dipping: the clustering is based on gene expression data,
and variations in the expression of certain genes drive the clustering, resulting in these genes being highly
expressed in one of the clusters (Fig. la, bottom). However, since only one true cell type exists, these post-
clustering DE genes cannot be used to justify the two clusters as distinct cell types and should not be
regarded as cell-type marker genes.

Some biologists might argue that even if the two clusters are “indistinct” (i.e., all genes exhibit unimodal
expression distributions across all cells), they could still reflect meaningful biological variation and thus
represent potential cell sub-types. While this argument may hold in certain scenarios, we argue that if the
two clusters are indistinct, it is impossible to determine whether they should be classified as two distinct
cell types or merely arbitrary divisions along a continuum of cell state changes, without external knowledge.
A more critical issue is that if clusters are not required to be distinct, cells could be continuously divided
into finer and finer clusters, which would make it unreasonable to consider any such clusters as potential cell
types. This would also hinder the transfer of cell type labels from one dataset to another. Given this issue
and the need for a clear definition of cell types in cell atlases—reflected by the ongoing debate about what
constitutes a cell type [7, 8]—we focus, in this work, on the practice of using post-clustering DE analysis to
annotate distinct cell clusters as potential cell types.

Methods aimed at addressing the double-dipping issue in scRNA-seq post-clustering DE analysis include
the Truncated Normal (TN) test [9] and the Countsplit method [10]. The TN test method relies on splitting
cells and consists of five steps: (1) dividing the cells into two sets—training and test cells; (2) applying
a clustering algorithm to the training cells to identify two clusters; (3) training a support vector machine
(SVM) classifier on the training cells to predict cluster labels based on gene expression; (4) using the trained
classifier to predict the cluster labels of the test cells; and (5) identifying differentially expressed (DE) genes
between the two clusters in the test cells using the TN test. Since the TN test method requires gene expression
levels to follow normal distributions, it applies the log-transformation to the scRNA-seq count data before
the five steps. Instead of splitting cells, the Countsplit method splits the scRNA-seq cell-by-gene count
matrix into training and test matrices of the same dimensions (cells and genes) using a procedure called data
thinning [11], which splits each count into two counts, whose sum equals the original count, through binomial
sampling. Countsplit identifies cell clusters by applying a clustering algorithm to the training matrix. Since
the test and training matrices contain the same cells, the cell cluster assignments can be directly applied to
the test matrix. Countsplit then identifies DE genes between the clusters based on the test matrix, allowing
the use of any suitable statistical test for count data, beyond the TN test. Although both methods claimed to
provide well-calibrated P values (i.e., uniformly distributed between 0 and 1 under the null hypotheses), our
findings indicate that their P values are anti-conservative (i.e., enriched near 0) in the presence of gene-gene
correlations (see Results). The reason behind this issue is that the validity check of P values in the TN test
and Countsplit papers relied on simulation studies that implicitly assumed genes to be independent [10], an
assumption that, however, does not hold in real scRNA-seq data. As a result of their anti-conservative P
values, both methods still lead to inflated FDRs when applied to real scRNA-seq data.

Several cluster-free DE tests attempt to circumvent the double-dipping issue by bypassing the cell clus-
tering step [12, 13, 14, 15, 16, 17]. However, it is important to note that these cluster-free methods are not
designed to identify potential cell types. Consequently, the DE genes identified by these methods cannot be
interpreted as marker genes for specific cell types, unlike the DE genes identified post-clustering. In other
words, cluster-free DE genes and post-clustering DE genes serve different purposes and are not conceptually
comparable. Another class of methods aim to assess the quality of clustering results, such as evaluating
the “purity” of a cluster or determining if two clusters should be merged [18, 19, 20, 21, 22, 23, 24, 25].
However, these methods lack a direct statistical test for identifying DE genes and rely on setting a threshold
for clustering quality—an arbitrary decision to mitigate concerns about double dipping. In this study, we
focus on identifying reliable marker genes for cell clusters during the cell-type annotation process. Hence,
we do not consider cluster-free DE tests and clustering assessment methods as competing alternatives in our
investigation.
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The double-dipping issue in post-clustering DE analysis is not unique to scRNA-seq data; it is also relevant
for the more recent spatially resolved transcriptomics (SRT) data, which captures tissue context information
of cells or cell neighborhoods, depending on the spatial resolution of the SRT technology used [26]. A common
analysis task is spatial domain detection, which involves clustering proximal spatial spots—representing cells
or cell neighborhoods—based on their gene expression profiles, with the goal of identifying spatial domains
that correspond to functionally distinct tissue structures [27]. Although not widely discussed, the double-
dipping issue can lead to unreliable marker genes for “indistinct” spatial domains, where no genes show
sharp expression changes at the domain boundaries [28]. However, we argue that reliable spatial domains
should be “distinct” from nearby domains, meaning that the domain’s marker genes should exhibit sharp
expression changes at the boundaries. Otherwise, similar to the challenge of defining cell types in scRNA-
seq data, indistinct spatial domains cannot have their labels reliably transferred across datasets. Despite
this challenge, no methods have been developed to circumvent the double-dipping issue in spatial domain
annotation. Motivated by the need for annotating distinct spatial domains, we define spatial domain marker
genes as those exhibiting discontinuity or sharp changes in expression at domain boundaries (Fig. 1b, top).
In contrast, genes that are not defined as spatial domain markers may still show spatial variation, but
the variation is smooth (Fig. 1b, bottom). Similar to scRNA-seq data analysis, our goal is to enable post-
clustering DE analysis to identify reliable marker genes for annotating distinct spatial domains.

Here we introduce ClusterDE, a post-clustering DE method designed to identify potential cell-type or
spatial-domain marker genes while avoiding the inflated FDR, caused by double dipping. ClusterDE effectively
controls the FDR when identifying marker genes, even in cases where cell or spatial clusters are spurious.
The ultimate goal is to use the identified marker genes to reliably annotate distinct cell types or spatial
domains. It is important to note that ClusterDE is not intended to replace existing pipelines that perform
cell or spatial clustering followed by DE analysis (e.g., Seurat). Instead, it functions as an add-on to any
current pipeline, enabling more reliable discoveries. Additionally, ClusterDE offers a practical advantage by
allowing users to interpret an abstract statistical null hypothesis through concrete synthetic null data (i.e.,
in silico negative controls). This feature enables users to assess whether the synthetic null data accurately
reflects the negative control scenario they envision and, if necessary, adjust the generation of the synthetic
null data.

ClusterDE demonstrates strong performance in both scRNA-seq and SRT post-clustering DE analysis.
In scRNA-seq applications, ClusterDE was benchmarked against the Seurat pipeline (which includes double
dipping), the TN test, and Countsplit, and was shown to be the only method that effectively controls the FDR.
ClusterDE effectively avoids false-positive cell-type markers, including housekeeping genes, and prioritizes
relevant canonical markers in datasets from five cell lines and peripheral blood mononuclear cells (PBMC).
Additionally, ClusterDE outperforms Seurat in distinguishing cell types in an adult Drosophila dataset. When
extended to SRT post-clustering DE analysis, ClusterDE also outperforms the double-dipping approach
(BayesSpace for spatial clustering and Seurat for DE), demonstrating effective FDR, control. ClusterDE
successfully identifies no DE genes between spurious spatial clusters in a human brain tissue SRT dataset
and a human pancreas cancer tissue SRT dataset. Moreover, the top marker genes identified by ClusterDE for
spatial domains, which align well with annotated cancer regions, exhibit distinctly higher expression in these
regions compared to the genes identified by the double-dipping approach. Hence, ClusterDE is an effective
tool for scRNA-seq and SRT data analysis, enabling the reliable identification of cell-type or spatial-domain
marker genes that can effectively distinguish cell types or spatial domains.

2 Results

2.1 ClusterDE: a synthetic control and contrastive approach to address double-dipping

ClusterDE introduces a novel synthetic control and contrastive approach to identify reliable cell-type and
spatial-domain genes that are robust to double dipping (clustering followed by DE analysis). The approach
centers on establishing an in silico negative-control data (referred to as the “synthetic null data”) to be
analyzed in parallel with the real data (referred to as the “target data”) through a computational pipeline,
which includes cell or spatial clustering followed by DE analysis. The contrastive approach identifies reliable
cell-type and spatial-domain marker genes by comparing DE analysis results from the target data to those
from the synthetic null data. The target data consists of cells or spatial spots divided into two potentially
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ambiguous clusters, which are then analyzed by DE analysis to identify cell-type or spatial-domain marker
genes. To generate the synthetic null data, ClusterDE includes two null models: an scRNA-seq null model,
which assumes that the cells in the target data belong to a homogeneous cell type, with gene expression
exhibiting unimodal distributions across the cells; and an SRT null model, which assumes that the spatial
spots in the target data belong to a homogeneous domain, with gene expression varying smoothly within the
domain. Under the null models, no cell-type or spatial-domain marker genes are expected to be detected. To
identify potential cell-type or spatial-domain marker genes, ClusterDE involves four main steps (Fig. 1c).

Step 1 of ClusterDE is synthetic null data generation, where the statistical simulator scDesign3 [29] is
used to generate the synthetic null data that represents a hypothetical homogeneous cell type or spatial
domain. The synthetic null data preserves key statistics of the target data, including gene means, variances,
and, importantly, gene-gene correlations, while maintaining the same number of cells or spatial spots and the
same set of genes (Figs. 2a and S2 for scRNA-seq; Figs. S3 and S4 for SRT). Details of the generation process
for scRNA-seq and SRT data are provided in “Supplementary Methods” in the Supplementary Material.

Steps 2 and 3 of ClusterDE comprise a user-defined pipeline for clustering and subsequent DE analysis,
with examples including Seurat in R or Scanpy in Python. ClusterDE offers flexibility, allowing users to
choose their preferred clustering algorithms and DE tests to analyze the target data and synthetic null data
in parallel. These two steps yield a “target DE score” and a “null DE score” for each gene. Specifically,
we define a gene’s DE score as a summary statistic that quantifies the significance of the gene’s expression
difference between two clusters in the target data or the synthetic null data; a higher DE score indicates
that the gene is more likely DE. In the default setting of ClusterDE, the DE score is defined as the negative
logarithm of the P value obtained from a DE test (e.g., the Wilcoxon rank-sum test) that compares a gene’s
expression levels between two clusters.

Finally, Step 4 of ClusterDE implements a contrastive strategy to compare each gene’s target DE score
and null DE score. A gene is identified as a reliable cell-type or spatial-domain marker only if its target DE
score significantly exceeds its null DE score. To implement this identification strategy, ClusterDE computes
“contrast score” for each gene by subtracting its null DE score from its target DE score. True non-marker
genes are expected to have contrast scores symmetrically distributed around zero. ClusterDE uses the FDR
control method Clipper [30] to determine a contrast score cutoff based on a target FDR (e.g., 0.05). Genes
with contrast scores equal to or exceeding the cutoff are identified as DE genes. Regarding why ClusterDE
can control the FDR when the number of genes is large, a mathematical proof is provided in “Theoretical
justification of ClusterDE” in the Supplementary Material.

Through these four steps, ClusterDE effectively eliminates false-positive marker genes caused by double
dipping, particularly when the target data consists of a single cell type or spatial domain (Fig. 1d).

2.2 Simulations verify ClusterDE’s reliable FDR control and statistical power

We conducted extensive simulation studies to validate ClusterDE as a post-clustering DE method with
reliable FDR control under double dipping. We also compared ClusterDE with Seurat, the most widely used
analysis pipeline that involves double dipping, and two methods designed to address double dipping—the TN
test [9] and Countsplit [10]. For all four methods, we used the default Louvain clustering algorithm in Seurat,
as it is commonly employed in scRNA-seq data analyses. In the DE analysis step for ClusterDE, Seurat,
and Countsplit, we evaluated five DE tests available in Seurat: the Wilcoxon rank-sum test (Wilcoxon; the
default in Seurat), the two-sample ¢-test (t-test), the negative binomial generalized linear model (NB-GLM),
logistic regression (LR), and the likelihood-ratio test (bimod). The TN test was an exception, as it requires
its own DE test. Since Seurat, Countsplit, and the TN test all produce a P value for each gene, we applied
the Benjamini-Hochberg (BH) procedure to determine a P value cutoff for a given target FDR (e.g., 0.05).
Genes with P values at or below the cutoff were identified as DE genes.

In the first simulation setting, we simulated target data from a single cell type, mimicking naive cytotoxic
T cells in a PBMC scRNA-seq dataset [31] (Fig. 2a, top left; see “Simulation designs” in the Supplemen-
tary Material), representing the most severe double-dipping scenario. Since the data consist of only a single
cell type, any identified DE genes are false discoveries. At a target FDR of 0.05, all three existing meth-
ods—Seurat, Countsplit, and the TN test—failed to control the actual FDR below 0.05 (Fig. 2b). Seurat,
which employs a double-dipping approach, performed the worst, with all five DE tests yielding actual FDRs
of 1, indicating that Seurat consistently identified false DE genes across 200 simulation runs. Although
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Countsplit and the TN test were designed to mitigate double dipping, their actual FDRs still far exceeded
0.05 due to anti-conservative P values in the presence of gene-gene correlations (Fig. S5, middle to right),
despite their validity in idealized settings with independent genes, as demonstrated in their own simulation
studies [10]. In contrast, ClusterDE successfully controlled the FDR below 0.05 for three of the five DE tests:
Wilcoxon, t-test, and LR (Fig. 2b), supported by contrast scores that satisfied the required symmetry around
zero (Fig. S5, left; “Theoretical justification of ClusterDE” section of Supplementary Material). While Clus-
terDE did not control the FDR below 0.05 for the NB-GLM and bimod tests, likely due to violations of
their parametric modeling assumptions, the FDR inflation for these tests was substantially less severe than
that observed with Countsplit. Specifically, ClusterDE’s actual FDRs were 0.28 and 0.16 for NB-GLM and
bimod, respectively, compared to Countsplit’s actual FDRs of 0.68 and 1 for the same tests (Fig. 2b).

In the second simulation setting, we generated datasets with varying degrees of double-dipping, again
mimicking naive cytotoxic T cells from the same PBMC scRNA-seq dataset [31] (Fig. 2¢, top; see “Sim-
ulation designs” in the Supplementary Material). Each simulated dataset consisted of two cell types with
equal numbers of cells and 200 pre-specified true DE genes with varying expression level differences between
the cell types, summarized as the log fold change (logFC), where larger logFC values indicate greater dis-
tinctions between cell types. After applying Seurat’s default clustering algorithm to each dataset to identify
two clusters, the agreement between the identified clusters and the true cell types was assessed using the
adjusted Rand index (ARI), with lower ARI values corresponding to more severe double-dipping scenarios,
as visualized by UMAP (Fig. 2¢c, top row). For DE analysis, we used Wilcoxon, the default DE test in Seurat,
as it provided the best FDR control for both ClusterDE and Countsplit, while the TN test employed its
own DE test. Results show that ClusterDE consistently controlled FDRs across a range of target thresh-
olds under varying degrees of double dipping, whereas Seurat, Countsplit, and the TN test failed to control
FDRs under the target thresholds and exhibited greater FDR inflation as the severity of double dipping in-
creased (Fig. 2¢, middle row). Notably, ClusterDE achieved comparable or superior statistical power relative
to Seurat, Countsplit, and the TN test at equivalent actual FDR, levels (Fig. 2¢, bottom). These findings
held across four other DE tests (t-test, NB-GLM, LR, and bimod) when used with ClusterDE, Seurat, and
Countsplit (Fig. S6). To further evaluate performance in realistic scenarios with unbalanced cell type sizes,
we simulated datasets with cell type size ratios of 1:4 and 1:9, where ClusterDE still outperformed the other
three methods in FDR control across target thresholds and varying degrees of double-dipping. Specifically,
ClusterDE consistently demonstrated robust FDR control and comparable or superior statistical power to
the other methods when using Wilcoxon as the DE test (Figs. S6-S8).

Technically, ClusterDE and knockoff methods share the concept of controlling the FDR by generating in
silico negative control data [32], but their applications differ significantly. Knockoff methods are designed to
identify important features in high-dimensional predictive models within a supervised-learning framework, in
contrast to the unsupervised-learning setting addressed by ClusterDE. Broadly, knockoff methods generate
features uncorrelated with the outcome variable given the other features while preserving feature-feature
correlations. To assess their applicability to our unsupervised learning setting, we applied the default model-
X knockoffs method [33] to the target data from the aforementioned simulation, treating genes as features
and the cell cluster label as the outcome variable. While the method controlled the FDR, it consistently
yielded zero statistical power, making it impractical for DE gene identification. Furthermore, we compared
three alternative strategies for synthetic null data generation in Step 1 of ClusterDE: the model-X knockoffs
method, a permutation-based approach (where genes are independently permuted across all cells to create
a homogeneous cell population), and a variant of ClusterDE using scDesign3 without copula modeling [29]
(assuming gene independence). Fig. S9 shows that ClusterDE’s synthetic null data effectively preserved
per-gene mean and variance statistics, as well as gene-gene correlations. In contrast, the model-X knockoffs
method failed to maintain gene mean and variance statistics, while the permutation-based approach and
the ClusterDE variant (labeled as “scDesign3 Ind”), as expected, did not preserve gene-gene correlations.
As a result, only ClusterDE’s synthetic null data effectively mimics the target data while creating a single
hypothetical cell type (Fig. S9). Overall, results on simulated datasets demonstrate that ClusterDE achieved
the most robust FDR control and the best statistical power among the four strategies for synthetic null
generation (Fig. S10).

To address concerns about the randomness involved in generating synthetic null data—a process that
relies on random sampling from the null model fitted to the target data—we conducted an analysis to evaluate
the stability of DE genes identified by ClusterDE. The results demonstrate that the DE genes identified by
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ClusterDE are relatively stable and robust to this randomness (Fig. S11). In summary, these simulation
studies confirm that ClusterDE is an effective method that controls FDR under varying degrees of double
dipping while maintaining strong statistical power.

2.3 ClusterDE distinguishes cell-type marker genes from housekeeping genes

We applied ClusterDE to multiple scRNA-seq datasets to demonstrate its ability to enhance the reliability
of cell-type marker genes identified through post-clustering DE analysis.

In the first application, we aimed to demonstrate that ClusterDE can avoid false-positive cell-type marker
gene discovery when the cells belong to only one type, not more than one. To this end, we analyzed five
datasets of pure cell lines commonly used as gold standards of a “single cell type” in benchmarking studies
[34, 35] (Fig. 3a, left). While biological heterogeneity within a cell line may include variations in cell cycle,
differentiation, or subclonal populations, a cell line is generally not considered to be composed of distinct cell
types [36, 37]. Accordingly, any post-clustering DE genes identified from a cell line should not be interpreted
as between-cell-type DE genes. Hence, these cell-line datasets served as negative cases to demonstrate the
inflated FDRs of existing methods and the ability of ClusterDE to eliminate this inflation. As a sanity check,
we verified that the synthetic null data generated by ClusterDE resembled the target data (Fig. 3a, right).
Applying ClusterDE, Seurat, Countsplit, and the TN test to the five datasets, we found that all methods
except ClusterDE identified thousands of DE genes, often exceeding 50% of all genes, indicating severe FDR
inflation at the target threshold of 5%. In contrast, ClusterDE identified zero DE genes in 22 out of 25
combinations of the five datasets and five DE tests (Wilcoxon, t-test, NB-GLM, LR, and bimod). Notably,
ClusterDE consistently identified zero DE genes in all five datasets when using Wilcoxon, leading us to
designate Wilcoxon as the default DE test for ClusterDE.

In the second application, we analyzed eight PBMC datasets of CD14" /CD16™ monocytes [38] to evaluate
ClusterDE’s ability to detect known or potential marker genes for these two monocyte subtypes. The datasets
were generated from two technical replicates using four UMI-based scRNA-seq protocols (10X Genomics
Versions 2 and 3, Drop-seq, and inDrop). After applying the default Seurat clustering to identify two clusters
in each dataset, we found that four datasets exhibited relatively accurate clustering results (ARI > 0.5;
Fig. 3c, left; Fig. S12, top), while the other four showed poor agreement between clusters and the two
monocyte subtypes (ARI < 0.2; Fig. S12, bottom). We anticipated that an effective post-clustering DE
method would be able to detect meaningful marker genes for monocyte subtypes in the first four datasets
with high-quality clusters, but not necessarily in the latter four datasets with low-quality clusters. The reason
is that low-quality clusters do not accurately reflect the true distinction between the two cell subtypes,
making it unreasonable to expect reliable subtype marker genes to be identified by comparing these clusters.
When applied to the latter four datasets with low-quality clusters, Seurat, Countsplit, and the TN test often
identified hundreds to thousands of DE genes (Fig. S13). In contrast, ClusterDE did not identify any DE
genes in most cases (Fig. S13), yielding a more reasonable result.

On the first four datasets with high-quality clusters (Fig. S12, top), which align well with the two
monocyte subtypes, we expected post-clustering DE genes to reveal cell-subtype markers. As a sanity check,
we verified that ClusterDE’s synthetic null data resembled the target data but filled the “gap” between
CD14% and CD16% monocytes, representing a single “hypothetical” cell type in each dataset (Fig. 3c,
right). When applied to these four datasets, ClusterDE with Wilcoxon identified between 55 and 173 DE
genes (corresponding to 1-4% of all genes) at the target FDR of 5%. In contrast, Seurat and Countsplit
identified between 1 and 1,288 DE genes (0-26% of all genes), while the TN test consistently identified at
least 1,187 DE genes (25% of all genes) (Fig. 3d). Given the knowledge that the two monocyte subtypes
are not drastically different, identifying thousands of potential marker genes seemed implausible. Thus,
the number of DE genes identified by ClusterDE appeared more reasonable and aligned with biological
expectations.

Examining the post-clustering DE genes identified by ClusterDE and Seurat across the five DE tests on
the four datasets (resulting in 20 DE gene lists for each method), we found that ClusterDE more effectively
distinguished known subtype marker genes from housekeeping genes compared to Seurat. For each dataset,
both methods performed post-clustering DE analysis on the same two clusters identified by Seurat’s default
clustering, with ClusterDE acting as an add-on to address the double-dipping issue in Seurat’s post-clustering
DE results. The distinction in the two methods’ results was evident in the ranking of specific genes within
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the DE gene lists. For instance, we focused on FCGR3A (CD16), a canonical marker for distinguishing
CD14" monocytes from CD16" monocytes, and B2M, a widely recognized housekeeping gene expressed
across various cell types [39]. Notably, ClusterDE consistently ranked FCGR3A among its top DE genes
(typically ranked between 1 and 10) while placing B2M consistently low in its DE gene lists (generally
ranked below 1,000) (Fig. 3e, top). In contrast, Seurat ranked the two genes similarly (with ranks between
10 and 100), making it difficult to discern which gene was more likely to be a subtype marker without prior
knowledge (Fig. 3e, bottom). Using the dataset “Rep2_10x(V2)” as an example, we examined the five most
frequently identified post-clustering DE genes (determined based on the top 50 DE genes identified by each
of the five DE tests) by ClusterDE and Seurat (Fig. 3f). Our analysis revealed that the five genes identified
by ClusterDE displayed more distinct distributions of normalized expression levels between the two clusters
compared to the five genes identified by Seurat, suggesting that the genes identified by ClusterDE are more
likely to be subtype markers (Fig. 3f).

Further, we performed gene set enrichment analysis (GSEA) to evaluate the enrichment of two gene
sets—known CD14" /CD16" monocyte markers and housekeeping genes—in the post-clustering DE gene
lists identified by ClusterDE and Seurat. GSEA revealed a strong enrichment of monocyte subtype markers
among the top-ranked DE genes identified by ClusterDE, with a clear distinction from housekeeping genes
(Fig. 3g, top). In contrast, monocyte subtype markers exhibited a weaker enrichment in Seurat’s top-ranked
DE genes and showed a similar enrichment pattern to that of housekeeping genes, making it difficult to
distinguish the two gene sets in Seurat’s ranked DE gene list (Fig. 3g, bottom). GSEA results from the
other three datasets further confirmed that ClusterDE consistently outperformed Seurat in distinguishing
monocyte subtype markers from housekeeping genes (Fig. S14).

Considering the common practice of using only the top k DE genes (e.g., k = 100) for further investigation,
we summarized the numbers of monocyte subtype markers and housekeeping genes among the top k =1 to
100 DE genes identified by ClusterDE and Seurat across the five DE tests on the four datasets. Fig. S15 shows
that ClusterDE consistently identified more monocyte markers and fewer housekeeping genes among the top
DE genes compared to Seurat. To further explain why ClusterDE better distinguished monocyte markers
from housekeeping genes, we used the minus-average (MA) plots [40] to illustrate the role of the synthetic
null data as a contrast to exclude housekeeping genes from the top DE genes. In the MA plots (Fig. S16), we
observed that four exemplary housekeeping genes (ACTB, ACTG1, B2M, and GAPDH, marked in blue in
Fig. S16) exhibited both large target DE scores and large null DE scores, resulting in close-to-zero contrast
scores. Consequently, these genes were excluded from the top DE genes by ClusterDE. In contrast, Seurat
identified these housekeeping genes as top DE genes solely based on their large target DE scores. On the
other hand, we examined four exemplary monocyte markers (CD14, FCGR3A, MS/A7, and LYZ, marked in
red in Fig. S16) and found that they had large target DE scores but small null DE scores, allowing ClusterDE
to correctly identify them as top DE genes.

In the third application, we used a scRNA-seq atlas of the adult Drosophila neuronal visual system [41]
to demonstrate ClusterDE’s usage for guiding the merging of spurious clusters caused by over-clustering.
The original study clustered the data using the Louvain algorithm at a resolution of 10, resulting in 208
clusters, and identified spurious neuron clusters using a random forest-based method in Seurat. We applied
ClusterDE to three pairs of spurious neuron clusters flagged as over-clustered and subsequently merged in
the original study (Fig.4a). For all three pairs, ClusterDE identified zero DE genes, supporting the original
merging decisions, while Seurat (using Wilcoxon as the DE test) identified hundreds of DE genes at the target
FDR of 5% (Fig.4b). The gating plots, commonly used in single-cell literature to assess the separation of
clusters based on marker gene expression, also indicate that each of the three pairs of neuron clusters should
be merged (Fig. 4¢), consistent with the conclusion that these pairs of clusters were spurious. Additionally,
we examined three specific genes—alrm, nrv2, and Gs2—that Seurat identified as DE in at least two of the
three pairs of neuron clusters. These genes are glial cell markers [42, 43|, unlikely to be expressed in neurons,
and more plausibly attributed to contamination from ambient glial RNA. Hence, ClusterDE successfully
identified cases of over-clustering and avoided false-positive marker gene identifications between spurious
clusters.

We further analyzed the Tm1l and Tm2 cell types in the same dataset to assess the reliability of cell-type
marker genes identified by ClusterDE and Seurat. ClusterDE identified 105 DE genes, while Seurat identified
768, including the 105 genes found by ClusterDE and an additional 663 genes. To evaluate the ability of these
genes to distinguish the two cell types, we trained binary classifiers using random forest and support vector
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machine with three gene sets as features: the 105 DE genes identified by ClusterDE, the top 105 DE genes
uniquely identified by Seurat (ranked by p-value), and a random selection of 105 genes as a baseline. The
binary classifiers were tested on held-out cells (20% of the dataset), revealing significantly higher classification
accuracy with genes identified by ClusterDE compared to those from Seurat (P value < 2.2 x 10716, two-
sided t-test, n = 100 train-test splits). Moreover, the accuracy improvement over the random baseline was
substantially greater for ClusterDE’s DE genes. Gene expression heatmaps further supported this finding,
showing that DE genes identified by ClusterDE exhibited more distinct expression differences between Tm1
and Tm?2 cell types compared to those identified solely by Seurat. GSEA revealed that the DE genes identified
by ClusterDE were significantly enriched in pathways specific to the visual system, including G protein-
coupled receptor (GPCR) activity and eye development pathways, consistent with the known roles of Tml
and Tm2 cell types. Furthermore, the enrichment of “positive regulation of response to stimulus” in Tm2
aligns with the knowledge that Tm1 exhibits a delayed response compared to Tm2 [44]. In contrast, DE
genes uniquely identified by Seurat were enriched in more general pathways applicable to many cell types
(Fig. S17). These analyses demonstrate that ClusterDE identifies more biologically relevant and reliable
cell-type marker genes.

2.4 ClusterDE reveals reliable spatial-domain marker genes

In spatial domain detection and annotation, spatial clustering (e.g., using BayesSpace [45]) is initially applied
to SRT data to infer putative spatial domains (referred to as “spatial clusters”). Then, DE tests are conducted
to identify potential domain marker genes, leading to a double-dipping issue similar to that in scRNA-
seq data analysis. We define “spatial-domain marker genes” as those exhibiting discontinuous expression
changes between adjacent domains while being more highly expressed in one domain compared to the others
(Fig.S18). In contrast, other genes may still display spatial variation but change smoothly across adjacent
domain boundaries (Fig.S18).

Both scRNA-seq and spatial clustering rely on the gene expression profiles of cells or spots; however, spa-
tial clustering algorithms also incorporate the spatial coordinates of spots. This incorporation creates spatial
dependency among spots within clusters, which ClusterDE accounts for in the generation of synthetic null
data (see “Supplementary Methods” in the Supplementary Material). Using both simulated and real data,
we demonstrated how ClusterDE effectively resolves the double-dipping problem in post-spatial clustering
DE analysis, facilitating the identification of reliable and interpretable spatial-domain marker genes.

We first simulated an SRT dataset with a single spatial domain (see “Supplementary Methods” in the Sup-
plementary Material) and applied ClusterDE alongside a common SRT post-clustering DE analysis pipeline,
which included the popular spatial clustering algorithm BayesSpace [45] to infer spatial domains, followed by
two commonly used DE tests—the Wilcoxon rank-sum test and t-test in Seurat—to identify spatial-domain
marker genes (referred to as BayesSpace+Seurat). Since the dataset contained only one domain, no true
domain marker genes should be detected by this post-clustering DE analysis. However, only ClusterDE met
this expectation, whereas BayesSpace+Seurat identified hundreds of false-positive spatial-domain marker
genes, failing to control the target FDR of 0.05 (Fig. S19a). Further examination of the P values obtained
from BayesSpace+Seurat revealed an anti-conservative bias, whereas the corresponding contrast scores from
ClusterDE exhibited symmetry around zero, satisfying the symmetry requirement (Fig. S19b), which ex-
plained the observed differences in FDR control. In summary, in this single spatial domain scenario, only
ClusterDE successfully controlled the FDR and avoided reporting spurious spatial-domain marker genes.

We next simulated two datasets with multiple domains: (1) a two-domain dataset containing 200 pre-
specified true domain marker genes and (2) a three-domain dataset containing 200 and 168 pre-specified true
domain marker genes for each pair of adjacent domains. These true marker genes defined distinct domains
with clear boundaries in the target datasets; these domains were approximately captured by spatial clusters
(Fig. S19c¢ for two domains; Fig. 5a for three domains). Since ClusterDE compares two spatial clusters at a
time, we analyzed each pair of adjacent clusters separately in the three-domain case—specifically, Layer 5
vs. Layer 6 and Layer 6 vs. WM. In both the two- and three-domain scenarios, BayesSpace+Seurat failed to
control the target FDR of 0.05 (Fig. S19d for two domains; Fig. S20 for three domains). In contrast, ClusterDE
successfully controlled the FDR while maintaining high power to detect most true domain marker genes in
both datasets (Fig. S19d for two domains; Fig. S20 for three domains). To further assess the reliability of
the identified spatial-domain marker genes, we visualized the top three genes identified by ClusterDE and
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BayesSpace+Seurat, respectively. The top genes detected by ClusterDE exhibited sharp expression changes
at the spatial domain boundaries, whereas those identified by BayesSpace+Seurat showed no such distinct
changes (Fig. 5b). In conclusion, these simulation experiments demonstrated that ClusterDE effectively
controlled FDR while reliably identifying spatial-domain marker genes.

We applied ClusterDE to real spatially resolved transcriptomics (SRT) datasets to verify its performance
in identifying spatial-domain marker genes, analyzing slices from the human dorsolateral prefrontal cortex
(DLPFC) dataset [46] and the human primary pancreatic cancer (PDAC) dataset [47].

In the DLPFC dataset, we first applied ClusterDE and BayesSpace+Seurat to Layers 1, 4, and 5. Based
on manual annotations, each of these layers represents a homogeneous domain; therefore, any detected DE
genes within a layer would be false-positive domain marker genes. Using BayesSpace, we identified two
clusters within each layer and applied both methods to compare these clusters. ClusterDE identified nearly
zero DE genes, while BayesSpace+Seurat detected hundreds to thousands of DE genes (Fig. S21). This result
highlighted the double-dipping issue and demonstrated ClusterDE’s effectiveness in addressing it.

Next, we used BayesSpace (in its default setting, without constraining the number of clusters per layer)
to perform spatial clustering across the entire DLPFC slice. Several layers (annotated spatial domains) were
divided into smaller clusters. Focusing on Layers 3 and WM, we applied ClusterDE and BayesSpace+Seurat
to pairs of clusters within each domain. In both cases, ClusterDE did not identify DE genes, supporting
the merging of these clusters and demonstrating its ability to correct over-clustering (Fig. S22). In con-
trast, BayesSpace+Seurat identified DE marker genes between most pairs of clusters, potentially leading to
the misidentification of spurious spatial domains due to over-clustering. These findings demonstrate that
ClusterDE effectively avoids identifying spurious domain marker genes and prevents the annotation of false
spatial domains, whereas BayesSpace+Seurat, due to double-dipping issues, cannot mitigate these problems.

In the PDAC dataset (Fig. 5¢), we examined pairs of adjacent spatial domains (duct epithelium vs.
interstitium, and interstitium vs. cancer regions) to evaluate the quality of spatial-domain marker genes
identified by ClusterDE and BayesSpace+Seurat. The top marker genes detected by ClusterDE exhibited
clearer domain-specific patterns compared to those identified by BayesSpace+Seurat (Fig. 5d). For instance,
the gene CRP, identified by ClusterDE, was exclusively expressed in the duct epithelium region. In con-
trast, the top marker genes identified by BayesSpace+Seurat did not align with specific domains, instead
showing smooth expression changes across the entire slice. We also examined the DE ranks of four known
marker genes and two housekeeping genes. ClusterDE ranked the known marker genes VMA1, POSTN,
SFRP2, and F'8 higher and assigned lower ranks to the housekeeping genes TMSB10 and S100A6 compared
to BayesSpace+Seurat (Fig. S23). These results underscore ClusterDE’s effectiveness in detecting spatial-
domain marker genes that represent spatial domains by exhibiting sharp expression changes at domain
boundaries.

3 Discussion

In conclusion, ClusterDE effectively addresses the double-dipping issue in post-clustering DE analysis of
scRNA-seq and SRT data. One practical consideration is the scalability of ClusterDE, which primarily
depends on the speed of synthetic null data generation. Our results show that this process can be completed
within a reasonable timeframe (Fig. S24). Notably, the generation process is fully parallelized, enabling
significant reductions in computational time with the use of additional CPUs (Fig. S24).

Another consideration is the power of ClusterDE, which is influenced by the conservative nature of the
synthetic null data. The null model assumes a single cell type or spatial domain, which is necessary for
controlling over-clustering when the target data contains only one homogeneous cell type or spatial domain.
However, when the target data consists of two distinct cell types or spatial domains, this conservative null
can lead to power loss. Despite this limitation, the goal of ClusterDE is to annotate distinct cell types or
spatial domains, and the top DE genes identified by ClusterDE are typically sufficient for this purpose.
Improving the power of ClusterDE while maintaining control of false discoveries is an important area for
future research.

ClusterDE adapts well to a wide range of clustering algorithms and DE tests. Through extensive sim-
ulation studies and real data analyses, we demonstrated that ClusterDE effectively avoids false discoveries
caused by double-dipping and identifies biologically meaningful cell-type or spatial-domain marker genes. For
post-clustering DE analysis involving more than two clusters, we recommend using ClusterDE in a stepwise
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manner, potentially following a hierarchical organization of clusters based on their similarities (Fig. S25). In
this approach, users compare pairs of ambiguous clusters at each step, using identified DE genes to deter-
mine whether the clusters are biologically meaningful and should remain distinct. For SRT data with multiple
spatial clusters, this stepwise method would involve comparisons between spatially adjacent clusters.

Finally, while ClusterDE addresses the double-dipping problem specifically in post-clustering DE analysis,
the concept of synthetic null data (in silico negative controls) has broader potential applications. It could be
extended to other analyses affected by double-dipping, such as post-pseudotime DE analysis [48] and data
integration analyses. Since double-dipping is an almost inevitable challenge in single-cell and spatial omics
data analysis, we propose a general strategy to reduce false discoveries by implementing synthetic null data
and applying a contrastive approach. This strategy can help achieve more reliable findings across various
analyses.

Data Availability

All datasets used in the study are publicly available. The pre-processed datasets are available at https:
//figshare.com/articles/dataset/ClusterDE_datasets/23596764.

Code Availability

The R package ClusterDE is available at https://github.com/SONGDONGYUAN1994/ClusterDE. The tuto-
rials of ClusterDE are available at https://songdongyuan1994.github.io/ClusterDE/index.html. The

source code and data for reproducing the results are available at: http://doi.org/10.5281/zenodo.8161964
[49].

Competing interests

The authors declare no competing interests.

Acknowledgements

The authors appreciate the comments and feedback from the Junction of Statistics and Biology members at
UCLA (http://jsb.ucla.edu).

Funding

This work was supported by the following grants: National Science Foundation DBI-1846216 and DMS-
2113754, NIH/NIGMS R01GM120507 and R35GM140888, Johnson & Johnson WiSTEM2D Award, Sloan
Research Fellowship, UCLA David Geffen School of Medicine W. M. Keck Foundation Junior Faculty Award,
and the Chan-Zuckerberg Initiative Single-Cell Biology Data Insights Grant (to J.J.L.). J.J.L. was a fellow
at the Radcliffe Institute for Advanced Study at Harvard University in 2022-2023 while she was writing this
paper.


https://figshare.com/articles/dataset/ClusterDE_datasets/23596764
https://figshare.com/articles/dataset/ClusterDE_datasets/23596764
https://github.com/SONGDONGYUAN1994/ClusterDE
https://songdongyuan1994.github.io/ClusterDE/index.html
http://doi.org/10.5281/zenodo.8161964
http://jsb.ucla.edu
https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

Synthetic control counteracts double dipping 11

4 Figures


https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

12 D. Song et al.
a Issue: Double Dipping c Solution: ClusterDE
Single-cell RNA-seq (scRNA-seq) (1) Synthetic Null Data Generation
Case 1: Two Gene1 - scRNA-seq SRT
cell types exist 2| 2 Identified  True Target ull
5 7] DE gene DE gene ® Target Null -
5 o c o)
a /\ g X X 2« ; S
wi- g g = s ‘ s O
Genem 2 % ‘ #
> -% g
B 7] UMAP 1 UMAP 1 o
JIUN 5
(=] X O
wi=

(2) Clustering

Case2:Only ] Gene 1 é 2 o
one cell type B @ 5 <
exists & J\ g X X 2 %
a X o
— S UMAP 1 UMAP 1 [
Genem . S L 1
N -?, g (3) DE analysis
Z 2 v X = Target DE scores _Null DE scores
& A S S,S,S, - S 5§55, 3
Q 3 m m
Wl [ .
b Spatially Resolved Transcriptomics (SRT) (4) FDR control
Case 1: Two Genel o igentified  True g Contrastscores Target FDR
spatial domains 2 DE gene DE gene .(% C=S5-S (6.9, 0.05)  pE genes
exist 2 X X CCC, ... C, ‘

Expression
—{ 1T+
\
N
o

Case 2: Only Genel1 _ Gene 1 Gene m
one spatial °
domain exists by g X X B B
pd & 5 5
S o o
Ge.ﬁ.e m . Idenlt-:i)ffz(rjesswn Expression Expression  Expression
k<]
2 DE gene X X X X
ety SR T
g rue
e DE gene X X X X
C) Cell types / Spatial domains I Expression level Inferred clusters e Inferred boundaries

Fig. 1: ClusterDE mitigates double dipping in post-clustering DE analysis for identifying cell-
type and spatial-domain marker genes. a-b, An illustration of the double-dipping issue in (a) scRNA-seq
and (b) SRT post-clustering DE analysis. In case 1, where two cell types or spatial domains exist and are
accurately identified through clustering, double dipping has minimal effect, and the identified post-clustering
DE genes align well with the true cell-type or spatial-domain marker genes (top row in panels a and b).
However, in case 2, where a single cell type or spatial domain is incorrectly split into two clusters, double
dipping results in post-clustering DE genes that are false-positive cell-type or spatial-domain marker genes
(bottom row in panels a and b). ¢, An overview of ClusterDE, consisting of four steps. Step (1): Given
the target real data (“Target”), ClusterDE generates synthetic null data (“Null”) using scDesign3 [29] to
represent the null hypothesis of a single “hypothetical” cell type (scRNA-seq) or spatial domain (SRT).
Steps (2)—(3): A clustering algorithm is used to divide cells or spatial spots into two clusters, followed by
a DE test to compare each gene between the clusters. This process is applied to both the target data and
the synthetic null data, producing two DE scores per gene—one from each dataset. Step (4): ClusterDE
calculates a contrast score for each gene by subtracting the synthetic null DE score from the target DE
score. It then applies the FDR~control method Clipper [30] to determine a contrast score cutoff based on all
genes’ contrast scores and a target FDR (default: 0.05). DE genes are identified as those with contrast scores
exceeding this cutoff, as indicated by the vertical dashed line in the contrast score distribution across genes.
d, ClusterDE mitigates the false discoveries caused by double dipping in case 2 shown in a and b (e.g., gene
m is no longer identified as a false-positive marker gene).
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Fig. 2: ClusterDE achieved reliable FDR control and good power in simulation studies. a, When
the target data contained cells from a single type (simulation; see Supplementary Methods “Simulation set-
ting with one cell type” in the Supplementary Material), the synthetic null data generated by ClusterDE
resembled the target data well in terms of UMAP cell embeddings (left), per-gene expression mean and
variance statistics (middle), and gene-gene rank correlations (right). b, On the target data in a, ClusterDE
(with five DE tests) outperformed three other methods—including Seurat (which involves double dipping),
Countsplit (which aims to address double dipping and works with any DE test), and TN test (which aims
to address double dipping and has its own DE test)—in FDR control. The horizontal dashed line indicates
the target FDR of 0.05. The five DE tests are the Wilcoxon rank-sum test (Wilcoxon), t-test, negative bi-
nomial generalized linear model (NB-GLM), logistic regression model predicting cluster membership with
likelihood-ratio test (LR), and likelihood-ratio test for single-cell gene expression (bimod). ¢, The FDRs and
power of ClusterDE and the three other methods under various severity levels of double dipping. The log
fold change (logFC) summarizes the average gene expression difference between two cell types in simula-
tion (see Supplementary Methods “Simulation setting with two cell types and 200 true DE genes” in the
Supplementary Material). Corresponding to a small logFC, a small adjusted Rand index (ARI) represents a
bad agreement between cell clusters and cell types, representing a more severe double-dipping issue. Across
various severity levels of double dipping, ClusterDE controlled the FDRs under the target FDR thresholds
(diagonal dashed line) and achieved comparable or higher power compared to the three other methods at
the same actual FDRs.
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Fig. 3: ClusterDE achieved reliable FDR control and good power in identifying cell-type marker
genes from real scRNA-seq data. a, UMAP visualizations of target data (left) and synthetic null data
(right) of five cell lines. b, Numbers of DE genes (at the target FDR of 0.05) identified by ClusterDE and
the three other methods (Seurat, Countsplit, and TN test). While the three other methods found thousands
of DE genes—false positives when interpreted as cell-type marker genes—within a single cell line, ClusterDE
made no false discoveries when used with most DE tests. The numbers in black and white indicate the
number of DE genes and the proportions of DE genes among all genes, respectively. The five DE tests
are the Wilcoxon rank-sum test (Wilcoxon), t-test, negative binomial generalized linear model (NB-GLM),
logistic regression model predicting cluster membership with likelihood-ratio test (LR), and likelihood-ratio
test for single-cell gene expression (bimod). ¢, UMAP visualizations of target data (left) and synthetic null
data (right) for four datasets containing two monocyte subtypes: CD141 monocytes and CD16™ monocytes.
The synthetic null data captured the global topology of cells in the target data while filling the gap between
the two cell subtypes. The dashed box labels the dataset used in panels f and g. d, ClusterDE identified
DE genes between the two cell subtypes. The numbers in black and white indicate the number of DE genes
and the proportions of DE genes among all genes, respectively. e, The ranks of two exemplary genes (a
monocyte subtype marker FCGR3A in red and a well-known housekeeping gene B2M in blue) in the DE
gene lists of ClusterDE and Seurat across the five DE tests and the four datasets in c. In each boxplot
representing the distribution of 20 ranks, the center horizontal line represents the median, and the box limits
represent the upper and lower quartiles. f, The top DE genes identified by ClusterDE exhibited distinct
expression patterns in the two cell clusters identified by Seurat clustering, a phenomenon not observed for
the top DE genes identified by Seurat. For ClusterDE and Seurat, the top DE genes are defined as the
common DE genes found by the five DE tests in d at the target FDR of 0.05. The UMAP plots show each
top DE gene’s normalized expression levels in the dataset “Rep2-10x(V2)” (marked by the dashed box in c;
see “Dimensionality reduction and visualization” in the Supplementary Material). The density plots depict
each top DE gene’s normalized expression distributions in the two cell clusters. g, Gene set enrichment
analysis (GSEA) of the ranked DE gene lists identified by ClusterDE and Seurat with five DE tests from the
dataset Rep2.10x(V2). The red lines represent the enrichment of the CD14™ /CD16" monocyte marker gene
set, and the blue lines represent the enrichment of the housekeeping gene set. The normalized enrichment
score (NES) reflects the direction and magnitude of enrichment, and the P value indicates the significance
of enrichment.
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Fig.4: Application of ClusterDE to the adult Drosophila neuronal atlas. a, t-SNE visualization
of the data with highlighted cell types: T1 (Clusters 1 and 2), Tm3 (Clusters 126 and 127), Tm1 (Clusters
140 and 141), and Tm2. b, Numbers of DE genes (at the target FDR of 0.05) identified by ClusterDE
and Seurat (with Wilcoxon as the DE test). ¢, Gating plots comparing Clusters 1 vs. 2 (left), Clusters 126
vs. 127 (middle), and Clusters 140 vs. 141 (right). d, Boxplot showing accuracy achieved by RF and SVM
models using the 105 DE genes found by ClusterDE, the top 105 genes (ordered by increasing P value)
found by Seurat only, and 105 random genes. A two-sided t-test comparing the accuracy obtained using
the DE genes from ClusterDE vs the DE genes from Seurat only shows a significant difference (P value
< 2.2 x 10716, n = 100 samples each) for both RF and SVM models. e, Heatmap of the 105 DE genes found
by ClusterDE. f, Heatmap of the top 105 DE genes found by Seurat only. In both e and f, genes are ordered
by hierarchical clustering as implemented by R function heatmap.2.
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Fig.5: ClusterDE mitigates double dipping and identifies reliable spatial-domain marker genes
in SRT post-clustering DE analysis. ClusterDE demonstrates robust statistical power in identifying
spatial-domain marker genes from both a simulated SRT dataset containing three domains and the PDAC-B
cancer slice from the human primary pancreatic cancer (PDAC) SRT dataset. a, Visualization of annotated
spatial domains alongside the spatial expression patterns of three representative principal components (PCs)
among the top five PCs in the target data (simulated) and synthetic null data. b, Spatial expression patterns
of top domain marker genes. The first and second rows display the expression of top domain marker genes of
Layer 5 and Layer 6, respectively, detected by ClusterDE and BayesSpace+Seurat (BayesSpace for clustering
and Seurat for DE). ¢, Visualization of annotated domains alongside the spatial expression patterns of three
representative PCs among the top five PCs in the target data (PDAC-B) and synthetic null data. d, Spatial
expression patterns of top domain marker genes. The first and second rows display the expression of top
domain marker genes of the Duct Epithelium and Interstitium, respectively, detected by ClusterDE and
BayesSpace+Seurat.
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S1 Supplementary Methods

S1.1 Practical guidelines for using ClusterDE

ClusterDE is designed to identify potential cell-type or spatial-domain marker genes through pairwise com-
parisons of ambiguous cell or spatial clusters obtained from cell or spatial clustering. Generally, the goal of
cell clustering based on gene expression is to infer distinct cell types, where marker genes exhibit bimodal
distributions between two cell types. Similarly, the goal of spatial clustering for spatially resolved transcrip-
tomics (SRT) data is to infer distinct spatial domains, where marker genes show discontinuous expression
changes at domain boundaries.

To unify and simplify terminology, we do not strictly differentiate between “cells” and “spots” (for spot-
resolution SRT) or between “cell clusters” (potential cell types) and “spatial clusters” (potential spatial
domains) in the following text. In practice, we recommend using ClusterDE by following these steps.

1. Given a set of clusters, identify two clusters that may represent potentially distinct cell types/subtypes
or spatial domains. For users employing Seurat for scRNA-seq data analysis, the BuildClusterTree
function can be used to construct a hierarchical tree of the cell clusters, allowing examination of two leaf
clusters with ambiguous distinctions. For users performing spatial clustering, select two clusters that are
spatially adjacent.

2. Subset the data to include only the cells or spots within the two selected clusters.

. Use the subsetted data as the “target data” input for ClusterDE.

4. Review the DE genes identified by ClusterDE and assess whether the two clusters represent biologically
meaningful and distinct cell types/subtypes or spatial domains.

w

Notably, ClusterDE does not automatically determine whether two clusters should be merged, unlike
methods designed to directly assess clustering quality for scRNA-seq data [1, 2, 3, 4, 5]. Instead, ClusterDE
emphasizes identifying reliable post-clustering DE genes that may serve as potential cell-type or spatial-
domain markers. This approach allows researchers to gain biological insights by analyzing the specific genes
that distinguish potentially ambiguous clusters, aiding in the determination of whether these clusters repre-
sent distinct cell types or spatial domains. Thus, unlike clustering quality assessment methods, ClusterDE
enables researchers to explore the functional and molecular characteristics of clusters.

In step 3 of the above procedure, users can either provide pre-existing cell cluster labels for the target
data (the default option in ClusterDE) or allow ClusterDE to re-cluster the target data. If the default option
is selected, ClusterDE clusters only the synthetic null data, and the target DE scores are computed based
on the input cell clusters. Alternatively, if re-clustering is chosen, ClusterDE performs clustering on both
the target data and the synthetic null data in parallel. However, the downside of this alternative approach
is that the resulting target cell clusters may differ from the original input clusters, making it unsuitable for
determining whether the original clusters in the target data represent distinct cell types or spatial domains.

S1.2 ClusterDE method details

Notations for the double-dipping problem in post-clustering DE analysis. The target data is
represented as Y = [Y;;] € NLG™, where n observations are rows, m genes are columns, and Y;; denotes the
UMI count of gene j = 1,...,m in observation ¢ = 1,...,n. In scRNA-seq data, each observation corresponds

to a cell, while in SRT data, observations can vary in spatial resolution—for instance, each spot may contain
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a single cell or multiple cells. For simplicity, we may refer to spots as cells. Each observation i is represented
as an m-dimensional gene expression vector, Y; = (Y;1,..., Yim)".

In our formulation of the post-clustering DE problem for scRNA-seq data, the n cells belong to two latent
cell types, which may or may not be identical, and are partitioned into two clusters by a clustering algorithm.
We represent cell i’s latent cell type using Z; € {0,1}. We define the “ideal DE test” as the test that decides
whether a gene has equal mean expression in two cell types. For gene j, we assume that its expression levels in
cells of type 0, {(Y;;|Z; = 0)}-,, share a common mean, denoted as 11o; = IE[Y;;|Z; = 0], and its expression
levels in cells of type 1, {(Y;;]Z; = 1)}, share a common mean, denoted as p1; = IE[Y;;|Z; = 1]. The ideal
DE test is then formulated with the following null hypothesis Hy; and alternative hypothesis H;;:

Hoj @ poj = p1j  vs.  Hij:poj # pag -

Hence, gene j is a true DE gene if and only if Hy; does not hold. If all n cells belong to a single cell type
(i.e., the two latent cell types are identical), then all m null hypotheses, Ho1, ..., Hom, hold simultaneously.

Note that the null hypothesis depends on the DE test used. In most cases, the DE test evaluates the
equality of means. However, the default DE test in Seurat, the Wilcoxon rank-sum test, assesses whether a
gene’s expression distributions are identical between the two latent cell types. Nonetheless, the above ’equal
mean’ formulation can be easily generalized.

Since Z;’s are unobserved, standard scRNA-seq data analysis partitions cells into two clusters using
a clustering algorithm ¢ (e.g., the Louvain algorithm in Seurat) applied to Y. We denote cell ¢’s cluster
membership as Z; = gy (Y;) € {0,1}, where gy : {Y1,...,Y,} — {0,1} is the clustering function con-
structed from the clustering algorithm g and the data Y, mapping a cell’s gene expression vector to a cluster
membership.

For spot ¢ in SRT data, in addition to the gene expression vector Y, we also observe the two-dimensional
spatial location X; = (x;1,22)". Typically, spatial clustering algorithms incorporate both gene expression
data Y and spatial locations X = [X1,---, X,,]" when clustering spots. Consequently, the cluster membership
for spot i is given by Z; = gy, x (Yi, 21, zi2) € {0,1}, where gy x represents the clustering function utilizing
both data types.

After clustering, standard scRNA-seq and SRT analyses conduct a DE test for each gene based on
Yi:,..., Y, and Z3,...,Z,. In this process, the data Y is used twice—once in clustering and again in DE
analysis—a phenomenon referred to as the “double-dipping (DD) issue.” The standard post-clustering DE
analysis in Seurat has this DD issue and employs a statistical test that differs from the ideal DE test.
Specifically, for gene j, we define ug® = IE[Yj;]|Z; = 0] and pp° = IE[Yj;|Z; = 1]. The post-clustering DE
analysis in Seurat corresponds to the following null hypothesis H(])DjD and alternative hypothesis H 1DjD:

DD . DD _ DD DD . DD DD
Ho;” tpoj- = pry vse Hyp tpgg 7 By -

Hence, gene j would be falsely identified as a cell-type marker gene if H(%D is rejected but Hy; holds, leading
to an inflated FDR in identifying cell-type marker genes. Fig. S26 provides a toy example illustrating this
issue; the same problem also arises in post-clustering DE analysis for SRT data.

ClusterDE Step 1: synthetic null data generation. Previous studies on scRNA-seq data have shown
that, within a single cell type, each gene’s UMI counts can be well-modeled by a negative binomial (NB)
distribution [6, 7, 8]. Furthermore, the joint UMI counts for all genes can be effectively approximated by a
multivariate negative binomial (MVNB) distribution defined using the Gaussian copula [9]. Based on these
findings, ClusterDE employs an MVNB distribution specified by the Gaussian copula as the scRNA-seq null
model, representing a single “hypothetical” cell type. In step 1 of ClusterDE, the null model is fitted to the
target data Y, and synthetic null data are subsequently sampled from the fitted null model. The assumption
behind this null model is that a single cell type is a homogeneous population where the marginal count
distribution for each gene follows an NB distribution, and the gene-gene correlation structure is specified by
the Gaussian copula. Moreover, if users have prior knowledge of a more appropriate marginal distribution,
ClusterDE can generate synthetic null data from other models, including multivariate Gaussian, multivariate
Poisson, multivariate zero-inflated Poisson, and multivariate zero-inflated NB distributions.

For SRT data, we define a null model representing a single “hypothetical” spatial domain. In this model,
each gene exhibits smooth spatially variable expression across the spots, without abrupt changes that would
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Synthetic control counteracts double dipping 3

suggest the presence of more than one spatial domain. The gene-gene correlation structure is still modeled
using the Gaussian copula.

The concept of fitting a null model to the target data, regardless of whether the target data aligns with
the null model, underpins the widely used likelihood-ratio test in statistics [10]. In this test, the maximum
likelihood under the null hypothesis is calculated from the target data and compared with the maximum
likelihood under a more flexible alternative hypothesis, also calculated from the target data. The null hy-
pothesis is rejected only if the maximum likelihood under the null is significantly smaller than that under the
alternative. ClusterDE extends this principle by sampling synthetic null data from the null model fitted to
the target data using maximum likelihood estimation. This approach allows any post-clustering DE pipeline,
regardless of complexity, to be applied simultaneously to both the synthetic null data and the target data.
A contrastive strategy is then used to identify trustworthy DE genes—those with DE scores significantly
higher in the target data than in the synthetic null data.

1. Specifying a null model
Under the null model for scRNA-seq data, we assume that Y;;, gene j’s UMI count in cell ¢, independently
(across cells, not genes) follows the NB(u;, 0;) distribution with the probability mass function:

g J gl
Hoij_y;//bj,a'j) = ( ) ( I >

r (gi) T(y+1) \L+oj; L+ o5

ye{oalaQa"'}v

where p; and o; are the mean and dispersion parameters of the NB distribution for gene j. That is,

ii.d.
Y1j7 Tty YTL] " NB(:U’]’O-])a
with “i.i.d.” short for “independent and identically distributed,” meaning that the n cells’ counts for
gene j represent a random sample from NB(u;,0;).

For SRT data, we have additional information: the two-dimensional spatial location of each cell/spot,
X, = (:cil,:niz)T. In the null model for SRT data, each gene’s mean expression is modeled as a smooth
surface over spatial locations. Specifically, we assume that gene j’s mean expression at spot i is given by
log(pij) = —&—ijP(xih xi2, K'), where o; denotes gene j’s specific intercept, and the ijP(-) represents a
penalized Gaussian process regressor with K bases specific to gene j. The parameter K defines the upper
bound of the “wiggliness” of the smooth surface. In our default ClusterDE setting, we use K = 4, the
minimum possible value for K, ensuring the smoothest spatial pattern that a two-dimensional Gaussian
process regressor can represent. This choice reflects the smoothest spatial variation that aligns with the
null hypothesis, avoiding overfitting to gene expression measurement noise. That is,
ind.

Yij ~ NB(ij» 05)
where j1;; = o + ijP(mil, x;2,4). In other words, we assume that under the null model, each gene within
a single domain exhibits a smooth spatial expression surface.

Let F; denote the cumulative distribution function (CDF) of NB(u;, 0;) for scRNA-seq data or NB (4, 05)
for SRT data, where j = 1,...,m and ¢« = 1,...,n, the MVNB distribution specified by the Gaussian
copula is

(& U (F1 (Y1), & (Fn (Vi)
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where ® is the CDF of the standard Gaussian distribution N(0,1), and N,, (0,R) is an m-dimensional
Gaussian distribution with an m-dimensional 0 mean vector and an m-by-m correlation matrix R (which
is also the covariance matrix because all m Gaussian variables have unit variances). This null model
assumes that, after each gene is transformed to a standard Gaussian random variable, the n cells represent
a random sample from an m-dimensional Gaussian distribution with zero means, unit variances, and a
correlation matrix R. Technically, to address the issue that the Gaussian copula is unidentifiable for
discrete Fj’s, each Fj is converted into a continuous CDF using a random interpolation procedure called
the “distribution transform” (detailed below) [11].
In summary, the scRNA-seq null model parameters include {p1;,0;}7"; and R, while the SRT null model
is specified by {a;, f&F, 0517, and R.

2. Fitting the null model to target data (parameter estimation)
First, F; is fitted for each gene j = 1,...,m. For the scRNA-seq null model, the parameters {1;,0; };”:1
are estimated using maximum likelihood estimation for the m NB distributions. Specifically, Yi;,...,Y,;
are used to estimate p; and o; as fi; and ;, respectively, for each j = 1,..., m. For the SRT null model,
Yi4,...,Y,; and spatial locations Xi,..., X, are used to estimate 11ij as ,uz] and o, as 0; through a
penalized Gaussian process. The resultmg fitted CDF's are denoted as F1, ey Fm. N
Second, to estimate the correlation matrix R, each Y;; is transformed into U;; = V; - F;(Yi;) + (1= Vi) -

F\j(Yij +1), where V;; b Uniform(0, 1], so that U;; ~ Uniform[0, 1]. This procedure is referred to as the
“distribution transform” to convert the discrete random variable Y;; into U;;, a continuous Uniform|0, 1]
random variable [11]. Then, R is estimated as the sample correlation matrix of the transformed data

(&1 (U1), -, @ (Urm))

and denoted as R. R R R
In summary, the fitted null model is specified by Fi, ..., F,, and R.
3. Sampling from the fitted null model (synthetic null data generation)
First, n Gaussian vectors of m dimensions are independently sampled from N,, (0, ﬁ) as

(leu"' 721777,)—]-7 Tty (Z’I’Lla"' 7Z’er)T‘

Second, The n Gaussian vectors are converted to NB count vectors as

B R N N - T
Y1 = (Ffl(fb(Zu)), 7F,,;1((I)(Zlm))> ’

Vo= (B @) (@(Zun))

which represent the n synthetic null cells, each of which contains m genes’ synthetic null counts sampled
from the null model.

In summary, the target data is an n-by-m count matrix Y, with the n real cells Yy,...,Y, as the rows.
Similarly, the synthetic null data is an n-by-m count matrix Y with the n synthetic null cells Yl, e ,Yn
as the rows. Note that there is no one-to-one correspondence between the real cells and the synthetic
null cells, as the synthetic null cells are independently sampled from the null model.

ClusterDE Step 2: cell clustering. While ClusterDE supports any clustering algorithm, we followed
common practice by using the R package Seurat (version 4.2.0) for scRNA-seq data and the R package
BayesSpace (version 1.14.0) for SRT data. Specifically, we applied the same clustering algorithm to both the
target data and the synthetic null data in parallel, resulting in two clusters for each dataset.

For scRNA-seq data, the default Seurat clustering procedure includes the following steps, applied sepa-
rately to both the target data and the synthetic null data, each of which is stored as a Seurat object, denoted
as Seurat.obj.
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1. Normalize each cell to have a total count of 10,000; then perform log(normalized count + 1) transforma-

tion.

NormalizeData(Seurat.obj, normalization.method = "LogNormalize", scale.factor = 10000)
2. Select 2,000 highly variable genes.

FindVariableFeatures(Seurat.obj, selection.method = "vst", nfeatures = 2000)

3. Scale the data.
ScaleData(Seurat.obj)
4. Run PCA on the data.
RunPCA(Seurat.obj, features = VariableFeatures())
5. Compute cells’ k-nearest neighbors.
FindNeighbors(Seurat.obj, dims = 1:30, nn.method = "rann", k.param = 20)
6. Perform Louvain clustering on the cells.
FindClusters(Seurat.obj, resolution)
Since the Louvain clustering cannot pre-specify the cluster number, we tried resolutions starting from
the default resolution of 0.5 and adjusted the resolution until two clusters were found.

For SRT data, we employed the spatial clustering algorithm, BayesSpace, for spatial domain detection.
Both the target and synthetic null datasets were stored as SingleCellExperiment objects, each denoted as
sce.obj.

1. Perform log-normalization and then apply PCA.
spatialPreprocess(sce.obj, platform="ST", n.PCs=15, log.normalize=TRUE)

2. Cluster the spots and add the predicted domain labels to the sce.obj.
spatialCluster(sce.obj, q=2, platform="ST", d=7, init.method="mclust", model="t", gamma=2,
nrep=1000, burn.in=100, save.chain=TRUE)

After applying the above clustering procedure, we obtained the cluster labels 22 e Zn from the target
data Y, and Z1,...,Z, from the synthetic null data Y, respectively, where Z;, Z; € {0,1}, i = 1,...,n.
Again, there exists no one-to-one correspondence between Z1,...,7Z, and Zy,...,Z,.

ClusterDE Step 3: DE analysis. ClusterDE supports any DE test in principle. For scRNA-seq data, we
employ five DE tests included in the Seurat FindMarkers function: the Wilcoxon rank-sum test (Wilcoxon,
the default), t-test, negative binomial generalized linear model (NB-GLM), logistic regression model pre-
dicting cluster membership with a likelihood-ratio test (LR), and likelihood-ratio test for single-cell gene
expression (bimod; see [12]). For SRT data, we use only the Wilcoxon rank-sum test and t-test, which are
commonly applied to identify spatial-domain marker genes.

For a given DE test applied to the target dataset, ClusterDE computes a P value P; for each gene j to test
the double-dipping null hypothesis H(])DjD : ,uODjD = u]ij, where uODjD = ]E[Y”\Z = 0] and ,uIIDjD = ]E[Y”|Z =1].
The target DE score for gene j is then defined as S; := —log;( P;.

In parallel, on the synthetic null data, ClusterDE calculates a P value ﬁj for each gene j to testing the
null hypothesis fI(])DjD : ﬁ(]))jD = [I]l)jD, where ﬁODjD = ]EDN/MZ = 0] and ﬁ]ij = ]E[}N/MZ = 1]. The null DE score
of gene j is defined as S = — log,, ]5j.

In summary, ClusterDE generates target DE scores S1,...,S5,, and null DE scores 51, .. .,gm for m
genes.

ClusterDE Step 4: FDR control. Given the target DE scores Si,...,S;, and the null DE scores
S1,...,Sm, we use the FDR-control method Clipper [13] to identify DE genes at a target FDR thresh-
old g € (0,1). Given a set of identified DE genes (i.e., discoveries), the FDR is defined as

FDR = IE # false discoveries

# discoveries V1 |’

where a V b denotes the maximum of two numbers a and b.
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To ensure valid FDR control, Clipper requires each gene to have a contrast score such that the true
non-DE genes (i.e., non-marker genes defined based on the ideal DE test) have contrast scores symmetric
about zero. In ClusterDE, the contrast score for gene j is defined as

Cj Z:Sj—gj.

Then ClusterDE uses Clipper to find a contrast score cutoff T within C (the set of non-zero contrast score
values) given the target FDR threshold g:

. card({j: C; < —t})+1
= : <
T mm{tEC card({j: C; > t}) V1 =4

and outputs {j € {1,--- ,m} : C; > T} as discoveries. Here, card(A) defines the cardinality (i.e., size) of a
set A. This contrast score thresholding procedure for FDR control is from the knockoffs method [14].
Under the assumption that the majority of genes are true non-DE genes, the distribution of all genes’
contrast scores is expected to have a mode at zero, thereby satisfying Clipper’s symmetry requirement for
contrast scores under the null hypothesis. Ideally, slightly less than 50% of all genes’ contrast scores would
be negative. However, in practice, this symmetry requirement may not hold in real datasets. For example:

1. The contrast score distribution might have a positive mode, resulting in too few negative contrast scores
and inflated false discoveries.

2. Conversely, the distribution could have a negative mode, leading to too many negative contrast scores
and reduced statistical power.

To address this, ClusterDE checks the symmetry of contrast scores around zero using Yuen’s trimmed mean
test (via the function yuen.t.test() from the R package PariedData (version 1.1.1)). This test examines
the symmetry of the contrast score distribution after excluding the smallest 10% and largest 10% of the
contrast scores.

If symmetry is rejected by Yuen’s trimmed mean test, ClusterDE adjusts the contrast score distribution to
better satisfy the symmetry requirement. In detail, ClusterDE employs “robust fitting of linear models” using
the function r1m() from the R package MASS (version 7.3-60). A linear model is fitted between the target
DE scores (response variable y) and the null DE scores (explanatory variable x), and the predicted values ()
are used as the adjusted null DE scores. Then the adjusted contrast scores, defined as the differences between
the target DE scores and the adjusted null DE scores, are expected to meet the symmetry requirement more
closely.

To maintain conservatism in the adjustment process, ClusterDE applies a one-sided (“greater than”)
Yuen’s trimmed mean test at a significance level of 0.001. Hence, adjustment is performed only when there
are too few negative contrast scores, a scenario that would likely inflate false discoveries by Clipper.

S1.3 Implementation of the TN test and Countsplit

We compared ClusterDE with two existing methods—the TN test [15] and Countsplit [16]—both designed
to address the double-dipping issue in post-clustering DE analysis.

For the TN test, we used the Python module truncated-normal (version 0.4). We followed the GitHub tu-
torial for the implementation (https://github.com/jessemzhang/tn_test/blob/master/experiments/
experiments_pbmc3k.ipynb). In the clustering step, we used the same procedure as in ClusterDE Step 2.
In the DE analysis step, unlike ClusterDE and Countsplit, the TN test has its own DE test, so we did not
use any DE tests from the R package Seurat (version 4.2.0).

For Countsplit, we used the R package countsplit (version 1.0) to split the original count matrix (i.e., the
target data used by ClusterDE) into a training matrix (for clustering) and a test matrix (for DE analysis).
In the clustering step, we used the same procedure as in ClusterDE Step 2. In the DE analysis step, we used
the five DE tests provided in the R package Seurat (version 4.2.0).
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S1.4 Alternative strategies for synthetic null data generation

Although the model-X knockoffs method was originally developed for feature selection in multivariate pre-
dictive models (e.g., the Lasso) [17], rather than for marginal DE tests (where each feature is analyzed
independently), we compared it to ClusterDE because both methods share the concept of generating syn-
thetic null data (or negative-control data) based on real data.

To implement the model-X knockoffs method for post-clustering DE analysis, we used the R package
knockoft (version 0.3.6) to construct knockoff data (i.e., the negative control). For feature selection, we
applied the default glmnet method for binary logistic regression, treating the cluster labels as the response
variable (y) and the genes as features. Testing this approach on 50 simulated datasets with logFC = 2.6 (see
“Simulation setting with two cell types and 200 true DE genes”), we observed that it consistently selected 0
DE genes, resulting in a power of 0.

Moreover, we tested three alternative strategies for synthetic null data generation in ClusterDE Step 1:
the knockoff data constructed above, permuted data (where each gene was independently permuted across
all cells), and scDesign3 without copula modeling (assuming gene independence) (Fig. S9). Our results on
simulated datasets showed that scDesign3 provided more robust FDR control and better statistical power
compared to these three alternative strategies for synthetic null data generation (Fig. S10).

S1.5 Simulation designs

To benchmark post-clustering DE methods in terms of FDR and statistical power, we required ground truths
for DE genes and non-DE genes. We used the R package scDesign3 (version 0.99.0) [9] to simulate realistic
data with true DE genes and non-DE genes, based on model parameters estimated from real data.

1. Simulation designs for scRNA-seq data

Under each simulation setting, we simulated 200 replicates. Each replicate contained n = 998 cells and
m = 9239 genes, matching the dimensions of the naive cytotoxic T cells in the Zhengmix4eq dataset [18]
after Seurat’s default preprocessing step, which removed genes expressed at extremely low levels. In the
following, we let ¢ and j denote the indices of cells and genes, respectively, : = 1,...,n; j = 1,...,m.
The simulation involved estimating the following one-cell-type model parameters from the naive
cytotoxic T cells using scDesign3. For details of the model formulation, refer to the section “ClusterDE
Step 1: synthetic null data generation.”

— Per-gene NB mean parameter p; € RT, j=1,...,m;

— Per-gene NB dispersion parameter o; € RT, j =1,...,m;

— Gene-gene correlation matrix in the Gaussian copula R € [—1, 1]™>*™.

Using the estimated model parameters {fi;,0;}7"; and ﬁ, we designed two settings: (1) one cell type
and (2) two cell types with 200 true DE genes.

Simulation setting with one cell type. Alln = 998 cells were simulated as belonging to one cell type,
modeled by an MVNB distribution specified by the Gaussian copula with correlation matrix R. Gene
j’s counts followed an NB distribution with mean fi; and dispersion ¢, j = 1,...,m. The R package
scDesign3 was used to simulate a cell-by-gene count matrix Y € NZ§™, representing the one-cell-type

target data (Fig. 1c) in simulation studies.

Simulation setting with two cell types and 200 true DE genes. All n = 998 cells were assigned
to two cell types, each modeled by its own MVNB distribution specified by the Gaussian copula. To
simulate each replicate, we randomly selected 200 true DE genes with distinct mean parameters M? and
/1% for the two cell types, based on [i;.

For the two cell types, we simulated three cell-type size ratios, r € {1,4,9}, such that cells i =
1,...,|n/(r + 1) belonged to cell type 0, and cells ¢ = [n/(r + 1)] + 1,...,n belonged to cell type
1. For each replicate, we specified 200 true DE genes with the index set Jpg C {1,---,m}. For each
true DE gene j € Jpg, we set its mean parameter in cell type 0 as the estimate, i.e., ,u‘j)- = 11;. Then we
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modified its mean parameter in cell type 1, /1,;7 using a pre-specified log fold change, logFC, with a 50%
probability of up-regulation and a 50% probability of down-regulation:

~. logFC . -
1 {“J x2me s iz =1 Z; ~Ber(0.5), j € Jpg.

Hi =\ iy x 27%8FC if 7, = 0

For each true non-DE gene j, we set

The pre-specified logFC determines the differences between the two cell types and is expected to have
an inverse relationship with the severity of double dipping (i.e., greater differences between the two cell
types lead to better clustering, which in turn reduces the severity of double dipping). Accordingly, we
simulated two cell types using a sequence of logFC values

logFC = 1.05,1.1,...,1.95,2,2.1,...,2.9,3.

For each logFC value, we simulated cells from cell types 0 and 1, each modeled by an MVNB distribution
specified by the Gaussian copula with correlation matrix R. Specifically, gene j’s counts in cell types 0
and 1 followed NB distributions with distinct mean parameters /LJQ and ,u}, respectively, and a shared
dispersion parameter 7;, j = 1,...,m. For detailed simulation procedures, refer to the section “Clus-
terDE Step 1: synthetic null generation.” The R package scDesign3 was used to simulate a cell-by-gene

count matrix Y € NI5™, which served as the two-cell-type target data (Fig. S2) in simulation studies.

2. Simulation designs for SRT data

We assume that the expression of non-domain marker genes changes gradually across spatial locations,
while the expression of domain marker genes shows significant discontinuities (sudden changes) at domain
boundaries. In our modeling of SRT data, gene j’s counts are assumed to follow a negative binomial
(NB) distribution with spot-specific mean ;; and a common dispersion parameter o; (i =1,...,n;j =
1,...,m). Additionally, all genes are modeled to follow an MVNB distribution specified by the Gaussian
copula with correlation matrix R. We simulated three settings: (1) one spatial domain; (2) two domains
with 200 true domain marker genes; (3) three domains with 200 and 168 true domain marker genes
between adjacent domains.

Simulation setting with one spatial domain. A single domain (n = 989 spots) was simulated
using Layer 3 of slice 151673 from the LIBD human dorsolateral prefrontal cortex (DLPFC) dataset
as the reference. We modeled gene j’s mean expression as log(pi;) = o + ijP(xﬂ,a:ig,K), where «;
denotes gene j’s specific intercept, and ijP () represents a smooth function modeled by a penalized
Gaussian Process regressor with K bases. We set K = 10 to constrain the mean expression surface to be
smooth. The R package scDesign3 was used to simulate a spot-by-gene count matrix Y € NZ§™, based
on log(i;;) = @; + ]?]-GP(xil,xig, K),5; (j=1,...,m), and R estimated from the reference data. The
simulated matrix, along with the spots’ 2D locations (identical to those in the reference data), served as
the one-domain target data for the simulation studies.

Simulation setting with two spatial domains and 200 true spatial-domain marker genes. All
n = 1207 spots from Layers 3 and 4 of slice 151673 in the DLPFC dataset were used as reference data to
simulate SRT data with two domains. We selected 200 genes as the true domain marker genes for Layer
4, meaning their expression values exhibited abrupt changes between the two domains.

To select these 200 genes, for each gene j, we modeled the mean parameter p;; as:

log(ij) = oy + ajI(Z; = 1) + f7F (i, 242, K),

where g, is the intercept, ay; represents the domain effect, Z; is the domain label for spot i (Z; = 0
corresponds to Layer 3, and Z; = 1 corresponds to Layer 4), and K = 10. The model was fitted to the
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Synthetic control counteracts double dipping 9
reference data to obtain parameter estimates &y, &5, and ijP , as well as the dispersion estimate ;.
The 200 true domain marker genes were then selected as those with the largest differences ay;/ap; — 1.
For the remaining genes, considered true non-marker genes, we modeled the mean parameter p;; as:

log(pij) = aj + fJGP(CCﬂ,xiz, K).

This model was fitted to data from both domains of the reference set to obtain estimates &;, E-GP and
the dispersion ;.

To amplify the differences between the two domains, a constant value of 2 was manually added to enhance
the domain effect. Consequently, the mean parameter used to simulate a true domain marker gene j for

Layer 4 was defined as:

)

~ —~ e ~GP
log(fiij) = Qoj + (a1 +2)I(Zi = 1) + f; (i1, Taa, K).

The R package scDesign3 was used to simulate a spot-by-gene count matrix Y € Ngém, based on log(fii;),

o;(j=1,...,m), and R estimated from the reference data. The simulated matrix, along with the spots’
2D locations (identical to those in the reference data), served as the two-domain target dataset for the
simulation studies.

Simulation setting with three spatial domains and 200 and 168 true spatial-domain marker
genes. All n = 1878 spots from Layers 5, 6, and WM of slice 151673 in the DLPFC dataset were used as
reference data to simulate SRT data with three domains. We selected 200 and 168 genes as true domain
marker genes for Layers 5 and 6, respectively, indicating that their expression values exhibited abrupt
changes between the adjacent domains.

To select these true domain marker genes, for each gene j, we modeled the mean parameter u;; as:

log (i) = oy + arI(Z; = 1) + ag;I(Z; = 2) + [ (w1, w12, K),

where ag; is the intercept, ai; and as; represent domain effects, Z; is the domain label for spot 4
(Z; = 0 corresponds to Layer 5, Z; = 1 to Layer 6, and Z; = 2 to Layer WM), and K = 10. The model
was fitted to the reference data to obtain parameter estimates &pj;, &1, Q2j, and EGP , as well as the
dispersion estimate ¢;. The 200 true domain marker genes for Layer 5 were first selected as those with
the largest |ap;/@1; — 1]. Then, an additional set of 200 genes for Layer 6 were selected based on the
largest |1 /Qa; — 1|, with overlap from the first set removed, resulting in 168 unique genes.

For the remaining genes, considered true non-marker genes, we modeled the mean parameter p;; as:

log(pij) = aj + fIF (w1, a2, K).

This model was fitted to data from all three domains of the reference set to obtain estimates a;, f;-GP ,
and the dispersion ;.

To amplify the differences between the three domains, constant values of 1 and 2.5 were manually added
to the domain-specific intercepts for Layers 5 and 6, respectively. Consequently, the mean parameter
used to simulate a true domain marker gene j for Layer 5 was defined as:

log(fiyj) = (@; + 1) + &;1(Z; = 1) + &,1(Z; = 2) + FoF (win, 22, K,
and the mean parameter used to simulate a true domain marker gene j for Layer 6 was defined as:
log(Fisj) = & + (@5 + 25)1(Z; = 1) + &,;1(Z; = 2) + foF (win, w2, K),

where a; was set to the minimum of Qy;, &1, and aa;.
The R package scDesign3 was used to simulate a spot-by-gene count matrix Y € Ngém, based on log (1),

o (j=1,...,m),and R estimated from the reference data. The simulated matrix, along with the spots’

2D locations (identical to those in the reference data), served as the three-domain target dataset for the
simulation studies.
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S1.6 Real data analysis

Collection of real data. We collected five scRNA-seq datasets of cell lines. Three datasets—A549, H2228,
and HCC827—were obtained from the study [19] and downloaded from https://github.com/LuyiTian/
sc_mixology/tree/master/data. The other two datasets, HEK293T and JURKAT, were retrieved from
the study [20] and downloaded from https://cf.10xgenomics.com/samples/cell-exp/1.1.0/jurkat/
jurkat_filtered_gene_bc_matrices.tar.gz and https://cf.10xgenomics.com/samples/cell-exp/1.
1.0/293t/293t_filtered_gene_bc_matrices.tar.gz, respectively. Additionally, we collected eight periph-
eral blood mononuclear cell (PBMC) datasets from the study [21], which were downloaded from https:
//github.com/satijalab/seurat-data. These datasets originated from the same biological sample with
two technical replicates (Repl/Rep2) measured by four protocols: 10X Genomics Versions 2 and 3, Drop-
seq, and inDrop. For each dataset, we selected cells labeled as “CD14" monocytes” and “CD16% mono-
cytes.” We also used a neuronal cell atlas for the adult Drosophila from the study [22]. The processed
data, including cell annotations and original cell clustering, are available under accession code GSE142789
at https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE142789. For SRT data, we collected the
LIBD human dorsolateral prefrontal cortex (DLPFC) dataset from the study [23] and selected the slice
151673, which can be downloaded from http://research.libd.org/spatiallLIBD/. Additionally, we down-
loaded human primary pancreatic cancer (PDAC) SRT data from the study [24], available under acces-
sion code GSE111672 https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE111672. From this
dataset, we selected the PDAC-B tumor section for real data analysis.

Data preprocessing. We filtered out lowly expressed genes from the datasets as follows. For the cell line
datasets A549, H2228, and HCCR827, genes expressed in fewer than 20% of cells were removed, while for
the cell line datasets HEK293T and JURKAT, genes expressed in fewer than 10% of cells were excluded.
For PBMC datasets, we removed genes expressed in fewer than 10% of the selected monocyte cells (CD14™
and CD16™ monocytes). When performing the default Seurat clustering, Seurat automatically filtered out
cells with fewer than three expressed genes and genes expressed in fewer than 200 cells. For the Drosophila
dataset, the original authors in [22] applied stringent filtering criteria: cells were required to have a minimum
of 1,000 UMIs, with mitochondrial genes comprising less than 10% of UMIs, and genes expressed in fewer than
three cells across all experiments were removed. For Louvain clustering, the authors performed a grid search
across resolution parameters and the number of principal components (PCs) to identify optimal clustering
parameters, ultimately selecting a resolution of 10 and 120 PCs. Overclustering was evaluated using the
AssessNodes function in the R package Seurat v.2, which builds a random forest model to separate two
potential clusters and reports the out-of-bag error (OOBE). Clusters were required to have an OOBE below
5% and clear differences in between-cluster DE genes. For the slice 151673 in the DLPFC dataset, genes
expressed in fewer than 20% of spots were removed. For the PDAC-B tumor section in the PDAC dataset,
genes expressed in fewer than 5% of spots were excluded.

Dimensionality reduction and visualization. To visualize the high-dimensional single-cell data, we
first applied the PF-logPF transformation to the cell-by-gene count matrix, as described in [25]. We then
calculated the top 50 principal components (PCs) of the transformed matrix using the R package irlba
(version 2.3.5.1). These PCs were subsequently used as input to the R package umap (version 0.2.10.0) to
project the cells from the 50-dimensional PC space to a 2-dimensional UMAP space. For the Drosophila
dataset, the original authors used 120 PCs as input for t-SNE.

When comparing the target data with the synthetic null data, we calculated the PCs and UMAPs jointly
by concatenating the two datasets. This ensured that the target cells and synthetic null cells were projected
into the same 2-dimensional UMAP space.

All plots were generated using the R package ggplot2 (version 3.4.2).

For the UMAP visualizations in Fig. 2f, we truncated each gene’s normalized expression levels to the
99th percentile to better illustrate gene expression patterns.

Gene set enrichment analysis. We performed gene set enrichment analysis (GSEA) using the R package
clusterProfiler (version 4.4.4). The test method used was fgsea, with the number of permutations set to


https://github.com/LuyiTian/sc_mixology/tree/master/data
https://github.com/LuyiTian/sc_mixology/tree/master/data
https://cf.10xgenomics.com/samples/cell-exp/1.1.0/jurkat/jurkat_filtered_gene_bc_matrices.tar.gz
https://cf.10xgenomics.com/samples/cell-exp/1.1.0/jurkat/jurkat_filtered_gene_bc_matrices.tar.gz
https://cf.10xgenomics.com/samples/cell-exp/1.1.0/293t/293t_filtered_gene_bc_matrices.tar.gz
https://cf.10xgenomics.com/samples/cell-exp/1.1.0/293t/293t_filtered_gene_bc_matrices.tar.gz
https://github.com/satijalab/seurat-data
https://github.com/satijalab/seurat-data
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE142789
http://research.libd.org/spatialLIBD/
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE111672
https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

Synthetic control counteracts double dipping 11

100,000. The gene set “CD14" /CD16™ Monocyte Markers” was obtained from the original study [21] and
downloaded from https://bitbucket.org/jerry00/scumi-dev/raw/61£7£001d20b2fc8fa7c2f4f4147bff1b0d620d8/
R/marker_gene/human_pbmc_marker.rda. The gene set “Housekeeping Genes” (HSIAO_HOUSEKEEPING_GENES)

was sourced from the Molecular Signature Database (MSigDB) and originated from the study [26].

Gating plots. We used gating plots to compare two clusters at a time. DE genes between the two clusters
were identified using the Wilcoxon rank-sum test. DE genes were included as marker genes only if their
adjusted P values were less than 0.05 and their absolute log-fold changes between the two clusters exceeded
0.5. Identified markers were categorized into positive and negative markers for each cluster based on the
log-fold change. To calculate the marker rate, we determined the proportion of counts attributed to each set
of marker genes out of the total gene count for each cell.

Heatmaps. We generated gene expression heatmaps using scaled data, with genes ordered by hierarchical
clustering. The heatmaps were created using the heatmap.2 function from the R package gplots (version
3.1.3).

Machine Learning. For each machine learning model, the Drosophila visual atlas scRNA-seq data was
subset to include only cell types Tml and Tm2, along with one of the three specified gene sets: (1) all 105
DE genes identified by ClusterDE, (2) the top 105 genes ranked by increasing P value from the Wilcoxon
rank-sum test in Seurat, and (3) a random selection of 105 genes. The data was split into an 80-20 train-test
split, and this process was repeated 100 times. A new model was trained for each split using the genes from
the respective set. Random forest models were trained using the randomForest function from the R package
randomForest (version 4.7.1.1), and SVM models were trained using the svm function from the R package
€1071 (version 1.7.13).

Validity checks of the contrast scores of ClusterDE and the P values of Seurat, Countsplit,
and the TN test For ClusterDE, the primary assumption is that the contrast scores of true non-DE genes
are symmetric around zero. In Fig. S5 (left), we evaluated the symmetry of the contrast scores of ClusterDE
using five DE tests (Wilcoxon, t-test, NB-GLM, LR, and bimod; corresponding to Fig. Sba—e, left) on a
simulated one-cell-type dataset where all genes are true non-DE genes (see “Simulation setting with one cell
type” in the Supplementary Methods). The dataset used is one of the 200 simulated replicates.

For Seurat, Countsplit, and the TN test, the validity of their FDR control relies on the assumption that
the P values of true non-DE genes follow the Uniform[0, 1] distribution. To examine this, we divided the
genes in the same simulated dataset into two groups using hierarchical clustering (via the default R function
hclust()) applied to the estimated correlation matrix R from the Gaussian copula. Due to the block pattern
nR (Fig. 1c), the two groups consisted of genes that are highly correlated and those that are less correlated,
respectively. We analyzed the P values of the genes in these two groups separately, noting that all genes in
this simulated dataset are true non-DE genes. In Fig. S5 (middle and right), we plotted histograms of the P
values and the quantile-quantile plots (Q-Q plots) of the negative log-transformed P values for Seurat and
Countsplit (both using the five DE tests; corresponding to Fig. Sha—e) and for the TN test (using its own
test; the same panels repeated five times in Fig. Sa—e). To quantify the deviation of the P value distribution
from the theoretical Uniform[0, 1] distribution, we used the R function KL.empirical (from the R package
entropy, version 1.3.1)) to calculate the empirical Kullback—Leibler divergence (KL divergence). A larger KL
divergence indicates a more severe violation of the P value uniformity assumption. The results demonstrated
that Countsplit and the TN test produced nearly uniform P values for the uncorrelated gene group. However,
their P values deviated substantially from the uniform distribution for the correlated gene group.
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S2 Theoretical justification of ClusterDE

In this section, we explain why ClusterDE can asymptotically control the false discovery rate (FDR) and
avoid FDR inflation caused by double dipping. The theoretical justification is based on the results of the
mirror statistics framework, which relies on data splitting [27]. Recall that ClusterDE leverages a multivariate
count model [9] to generate synthetic null data and employs the P-value-free FDR, control framework, Clipper
[13], to identify DE genes.

To achieve FDR control in ClusterDE, the contrast scores {C; : j = 1,...,m} must satisfy the following
assumptions. Recall that the contrast scores {C; : j = 1,...,m} are derived from the target DE scores

S1,...,Sn and the null DE scores S1,...,S,, and are defined as:

Cj = Sj — gj .
Let N C {1,...,m} denote the set of true non-DE genes, and define my = card(N).

Assumption 1. For each true non-DE gene j € N, the distribution of C; is symmetric about 0.

Assumption 2. We assume that the contrast scores {C; : j = 1,...,m} are continuous random variables.
Moreover, there exist constants ¢ > 0 and « € (0,2) such that for any threshold ¢ € R,

Var Z I(C; >t) | <emf.
JEN
Assumption 2 only restricts the correlations among the non-DE genes. In one extreme scenario, if the non-DE
genes are all independent, we have:

Var | Y I(C; > 1) | = > Var(I(C; > t)) < emy,
JEN JEN

where ¢ can be any constant no smaller than 1/4, the maximum variance of a binary random variable. In
this case, « = 1, and Assumption 2 holds. In the other extreme scenario, if all non-DE genes have identical
contrast scores, then:

Var Z 1(C; >t) | = Var (I(C; > 1)) -m§, VieN,
JEN

and Assumption 2 does not hold. More generally, if all contrast scores have constant pairwise correlation or
can be clustered into a fixed number of groups with constant within-group correlation, then a must be 2,
and Assumption 2 does not hold. Hence, Assumption 2 imposes restrictions on the extent and strength of
correlations among the contrast scores of non-DE genes but is less stringent than assuming independence
among these contrast scores. For instance, if only a small proportion of non-DE genes’ contrast scores are
correlated—a realistic scenario in biology—Assumption 2 may still hold.

Theorem 1. We define the false discovery proportion (FDP) at any contrast score cutoff t as

card ({j e N : Cj > t})
card({j: C; >t})v1’

FDP(t) =

its estimate, used to determine the contrast score cutoff for FDR control, as

card({j: C; < —t})+1

FDP() = (G0, s v

and the contrast score cutoff given the target FDR q € (0,1) as

7, = min{t > 0 : FDP(t) < ¢}.
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Assume that there exists a constant t, > 0 such that P(FDP(t,) < ¢) — 1 as m — oo. Then, under

Assumptions 1 and 2, we have:
FDP(7,) < ¢+ o (1),

and
limsup FDR(7) < ¢.
n,m—oo
The existence of ¢, > 0 such that IP(FDP(¢,) < ¢) — 1 as m — oo ensures that the data-dependent
contrast score cutoff 7, is bounded from above with probability approaching 1, thus does not diverge to
infinity. Theorem 1 can be proved based on the proof in [27].
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S3 Supplementary Figures
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Fig. S1: The process for generating synthetic null data from target scRNA-seq data (top left). For illustra-
tion, we show the bivariate case (two genes), whereas the actual case involves high-dimensional data with
thousands of genes. The null model consists of two components: marginal gene modeling and joint gene
modeling.

For marginal gene modeling (top), each gene’s counts are modeled using a negative binomial (NB) distri-
bution. The two NB parameters (mean and dispersion) are estimated from the target data for each gene.
For joint gene modeling part (bottom), there are three steps. (1) Transformation to cumulative distribution
function (CDF) values: Each gene’s counts in the target data are transformed into CDF values using either
the fitted NB distribution or the empirical distribution (if the target data contains a large number of cells),
so the gene’s CDF values are uniform between 0 and 1. (2) Transformation to Gaussian values: Each gene’s
CDF values are transformed into quantiles of the standard Gaussian distribution, N(0,1). (3) Modeling gene
dependence: A multivariate Gaussian distribution (illustrated here as a bivariate Gaussian) is fitted to the
transformed Gaussian values of the genes whose correlations are to be modeled. The correlation matrix of
this fitted multivariate Gaussian distribution specifies the Gaussian copula, capturing the gene dependence
structure.

After the marginal and joint distributions are modeled, synthetic counts are generated in three steps. (1)
Sampling Gaussian values: Standard Gaussian values for genes are jointly sampled from the fitted multivari-
ate Gaussian distribution. (2) Transformation to CDF values: The sampled Gaussian values are transformed
into CDF values of the standard Gaussian distribution. (3) Transformation to counts: The CDF values are
transformed into quantiles of the fitted NB distribution for each gene, becoming synthetic counts that con-
stitute the synthetic null data (top right).
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Fig. S2: When the target scRNA-seq data contains cells from two cell types (simulation; see “Simulation
setting with two cell types and 200 true DE genes” in the Supplementary Methods), the synthetic null data
generated by ClusterDE fills the gap between the two cell types but resembles the target data in other visual
aspects of UMAP cell embeddings (left), per-gene expression mean and variance statistics (middle), and
gene-gene correlations (right).
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Fig. S3: When the target SRT data contains one spatial domain (simulation; see “Simulation setting with one
spatial domain” in the Supplementary Methods), the synthetic null data generated by ClusterDE resembles
the target data (left) while preserving per-gene expression mean and variance statistics (middle) as well as
gene-gene correlations (right).
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Fig. S4: When the target SRT data contains two spatial domains (simulation; see “Simulation setting with two
spatial domains and 200 true spatial-domain marker genes” in the Supplementary Methods), the synthetic
null data generated by ClusterDE blurs the domain boundary (left) while preserving per-gene expression
mean and variance statistics (middle) as well as gene-gene correlations (right).
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Fig. S5: Validity checks of the contrast scores of ClusterDE and P values of Seurat, Countsplit, and the TN
test on an exemplary one-cell-type dataset, where no post-clustering DE genes are true cell-type markers by
simulation design (see “Simulation setting with one cell type” in the Supplementary Methods). The panels
(rows) a—e represent the five DE tests in Seurat used in ClusterDE, Seurat, and Countsplit (see “ClusterDE
step 3: DE analysis” in the Supplementary Material); since the TN test has its own DE test, its results are
the same in the panels a—e. The first column shows that the ClusterDE contrast scores for all genes (true
non-marker genes) are approximately symmetric around 0, which meets the assumption of ClusterDE for
the FDR, control. The second column shows the histograms of the P values of the correlated genes (top)
and the uncorrelated genes (bottom) from Seurat, Countsplit, and the TN test. A larger empirical Kullback-
Leibler divergence (KL div.) between the P value distribution and the theoretical Uniform[0, 1] distribution
represents a more severe violation of the P value uniformity assumption. The results show that Countsplit
(for four out of the five DE tests) and the TN test have close-to-uniform P values for the uncorrelated genes,
but their P values exhibit a severe departure from the uniform distribution for the correlated genes. The
third column contains the quantile-quantile plots of the negative log-transformed P values corresponding to
the second column.
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Fig. S6: Comparison of the FDRs and power of ClusterDE with three existing methods (Seurat, Countsplit,
and the TN test) under varying levels of double-dipping severity when the two cell types have a size ratio of
1: 1. The log fold change (logFC) represents the average gene expression difference between the two cell types
in the simulation (see “Simulation setting with two cell types and 200 true DE genes” in the Supplementary
Methods). A small logFC leads to a small adjusted Rand index (ARI), indicating poor agreement between
cell clusters and cell types and representing a more severe double-dipping issue. Across different levels of
double-dipping severity and the five DE tests, ClusterDE consistently controls the FDRs below the target
thresholds (gray diagonal dashed line) and, under the default Wilcoxon rank-sum test, achieves comparable
or higher power relative to the three existing methods at equivalent actual FDR levels.
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Fig. S7: Comparison of the FDRs and power of ClusterDE with three existing methods (Seurat, Countsplit,
and the TN test) under varying levels of double-dipping severity when the two cell types have a size ratio of
1: 4. The log fold change (logFC) represents the average gene expression difference between the two cell types
in the simulation (see “Simulation setting with two cell types and 200 true DE genes” in the Supplementary
Methods). A small logFC leads to a small adjusted Rand index (ARI), indicating poor agreement between
cell clusters and cell types and representing a more severe double-dipping issue. Across different levels of
double-dipping severity and the five DE tests, ClusterDE consistently controls the FDRs below the target
thresholds (gray diagonal dashed line) and, under the default Wilcoxon rank-sum test, achieves comparable
or higher power relative to the three existing methods at equivalent actual FDR levels.
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Fig. S8: Comparison of the FDRs and power of ClusterDE with three existing methods (Seurat, Countsplit,
and the TN test) under varying levels of double-dipping severity when the two cell types have a size ratio of
1:9. The log fold change (logFC) represents the average gene expression difference between the two cell types
in the simulation (see “Simulation setting with two cell types and 200 true DE genes” in the Supplementary
Methods). A small logFC leads to a small adjusted Rand index (ARI), indicating poor agreement between
cell clusters and cell types and representing a more severe double-dipping issue. Across different levels of
double-dipping severity and the five DE tests, ClusterDE consistently controls the FDRs below the target
thresholds (gray diagonal dashed line) and, under the default Wilcoxon rank-sum test, achieves comparable
or higher power relative to the three existing methods at equivalent actual FDR levels.
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Fig. S9: When the target data contains cells from two cell types (simulation; see “Simulation setting with
two cell types and 200 true DE genes” in the Supplementary Methods), the synthetic null data generated
by ClusterDE (second row) effectively fills the gap between the two cell types while closely resembling the
target data in other visual aspects of UMAP cell embeddings (left), per-gene expression mean and variance
statistics (middle), and gene-gene correlations (right). In contrast, the synthetic null data generated by
scDesign3 without copula modeling (“scDesign3 Ind,” third row), permutations (fourth row) and the model-
X knockoffs (fifth row) do not resemble the target data. Specifically, the synthetic null data generated by
the model-X knockoffs preserves the gene-gene correlations of the target data but does not preserve per-gene
expression mean and variance statistics. Conversely, the synthetic null data generated by scDesign3 Ind and
permutations preserves per-gene expression mean and variance statistics but does not preserve gene-gene
correlations.
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Fig.S10: Comparison of the FDRs and power of ClusterDE with four strategies for synthetic null data gen-
eration in Step 1: scDesign3 (the default in ClusterDE), scDesign3 Ind (without copula modeling, assuming
gene independence), independent permutations of all genes across cells, and the model-X knockoffs. The
default ClusterDE, employing scDesign3, demonstrates superior performance by effectively controlling the
FDR and achieving higher power compared to the three alternative strategies.
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Fig. S11: Stability of the DE genes identified by ClusterDE with respect to the randomness of synthetic null
data generation. Using a target dataset simulated with two cell types (see “Simulation setting with two cell
types and 200 true DE genes” in the Supplementary Methods), 50 synthetic null datasets are generated with
50 random seeds, and DE genes are identified by ClusterDE at varying target FDRs for each synthetic null
dataset. The red curve represents the mean number of DE genes identified at each target FDR, with the
standard deviation shown as half the height of the vertical error bars, calculated across the 50 random seeds.
The cyan curve represents the mean number of DE genes shared between results from two random seeds,
with the standard deviation (half the height of the vertical error bars) calculated across all (520) pairs of
random seeds at each target FDR. The results indicate that DE genes identified by ClusterDE are relatively
stable and robust to the randomness of synthetic null data generation.


https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

Synthetic control counteracts double dipping 29
Target data || Cluster || Synthetic null |
L]
1}
RN
* ARI = 0.961
® CD14+ monocyte
® CD16+ monocyte
— — — - @ Cluster0
® Cluster1

Synthetic null

UMAP2
Rep1_inDrops | | Rep2_inDrops | |Rep2_Drop—seq| | Rep1_10x(v2)A | |Rep1_Drop—seq| | Rep2_10x(v2) | | Rep1_10x(v2)B | | Rep1_10x(v3) |
|

ARI =% .092
UMAP1

Fig.S12: UMAP visualizations and Seurat clustering accuracies (ARIs) for the eight PBMC monocyte
datasets (ordered by ARIs from high to low). The first and second columns show the UMAP visualiza-
tions of the eight datasets (the target data), with cells labeled by monocyte subtypes (the first column) or
Seurat clusters (the second column). The third column shows the UMAP visualizations of the synthetic null
data corresponding to the eight target datasets. The horizontal dashed line separates the eight datasets into
two groups (rows 1-4 and rows 5-8) based on clustering accuracy. Monocyte-subtype markers are expected
to be more likely identified as post-clustering DE genes in the top four datasets (higher ARIs) compared to
the bottom four datasets (lower ARISs).
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Fig. S13: ClusterDE avoids false discoveries under double dipping. Although the datasets contain two mono-
cyte subtypes, the clustering results poorly align with the subtype labels (the bottom four datasets in
Fig. S12), and therefore, few or no DE genes should be identified. The numbers in black indicate the num-
bers of DE genes identified, while the numbers in white represent the proportions of DE genes among all
genes. As expected, in most cases, ClusterDE does not idetify any DE genes.
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Fig.S14: Gene set enrichment analysis (GSEA) of the ranked DE gene lists identified by ClusterDE and
Seurat using five DE tests across three PBMC monocyte datasets. The red lines represent the enrichment
of the “CD14"/CD16" Monocyte Marker Genes” set, while the blue lines represent the enrichment of the
“Housekeeping Genes” set. The short vertical lines at the bottom indicate the rank distributions of genes from
the two gene sets within each ranked DE gene list. The normalized enrichment score (NES) quantifies the
direction and magnitude of enrichment, and the P value reflects the statistical significance of the enrichment.
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Fig.S15: Overlaps between monocyte markers (or housekeeping genes) and the top k& DE genes, with k
ranging from 1 to 100. The four panels correspond to four PBMC monocyte datasets. The horizontal axis
represents k (e.g., k = 100 corresponds to the top 100 DE genes from the DE gene lists), while the vertical
axis indicates the proportion of detected monocyte subtype markers (top row in each panel) or housekeeping
genes (bottom row in each panel) among the top k£ DE genes identified by each of the five DE tests (columns).
In most cases, ClusterDE (blue line) identifies a higher proportion of monocyte subtype markers and a lower
proportion of housekeeping genes compared to Seurat (red line).


https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

Synthetic control counteracts double dipping 33

|
2504 FCGRaAe 190 FCGRaAs FCGRa3As «FCGRAA  900] e [ ]
2004 iyz MSAAT FCGR3A
200} . 400}
cot  100] 250{
150f 300] P
100f 8
100f 50 WS4AT cota oo vz 2
MS4A7 CD14 3
LyZ v, 17 GAPDH . o [ MSaA7 g
50 47 cDi4 . B2M O X
M GAFDH acTB [ B e SEE PP o=t 1000 cpi4 &
GaPDHICTB, Ofy - e BM oo ACTG1 ACTB GAPDH .
O A - ~F Bl === ACTG1 0{ACTC!- ACTE. - - - -~ o - - -
ACTG -250) GAPDH » B2V
5 20 40 60 &0 5 10 20 30 40 80 5 20 40 60 80 [} 100 200 ) 50 100 150
FCGR3As  150) * 500 ]
150} 150] FCGRaA LYZ
. 300]
100f v
100] 250} . P
100f FCGR3A 50] MS4AT 200 FCGR3A 3
. s GARDH MsaAT FCGR3A y S
. N
50 co4 50 Lyz o e - - +ACTG1 100} MsaA7 g
msaa7  LYZ coi4 . Cp4 of-#CD14 T B 2
24, eCTB DH ACTG1  B2M . CDﬁZZ 3
ol acror v o) SARM .. 4CTE. . 5o * cme GAPDY et e
o ACTG1 ) . .
§ |cAroH B2m o 25 GAPDH o]
z 0 20 70 5 10 20 30 4o ) 20 70 80 5 80 100 150 200 5 25 5 75 100
©
g 6004
5 FCGRaAe  150) e reota
9 FCGRaA 19
200 1 400, Ly?
100f 100f Lz »
” Msaat FCGR3A ACTG1 M5z o
GAPDH = 200} AR ¢ N
1001 O suar vz o= \ept - mm e MS4A7 50 18 g
FCGR3A . X
VS ;;ﬁ CD14 ACTG1 ol ACTG ol . cpia ACTE! . )
. - - -
goi4 -éC-T.GJ __________ O{&AppH ACTE Bom=------ ACTE BoM GAPDH 017 GAPDH ~ === o === -
* GAPDRNACTB 10 .
) 20 40 80 5 10 20 d0 40 0 10 20 30 40 80 5 50 100 150 200 ) %0 40 60
60 90- —
60 RoGR3A | FCGR3A
. 200{
FCGR3A “© 60
40- 254 FCGR3A Py
GAPDH LYZ . K]
s u% 100{ 30 i~
CD14 MS#A7" * ACTG1 -
20 20 o1 @ ACTE T FCGRaA/ACTE MSa7 - s
LYZ msan7 . . w sdh7 BoM ACTG®  ACTB <
ACTGi o . £¢QS4A7 . o A ——GapDH - & __ @
AcTB ACTG _ 0 b o 2
Acb B e S 25 . ¢ 2o <
N&apoy T ‘BG/-TW ACTB B2 Tyxcp14 lvz
* Bom CO oo —30|
5 5 10 15 20 ) 5 10 15 20 ) 5 10 15 20 D 80 100 150 200 250 O 10 20 30 40

(target DE score + null DE score)/2

Fig. S16: Minus-average (MA) plots of ClusterDE contrast scores (target DE score minus null DE score) vs.
the averages of target DE scores and null DE scores. Red points represent four well-known CD14" /CD16™
subtype markers, and blue points represent four well-known housekeeping genes. The dashed black line
indicates contrast scores of 0. For housekeeping genes, their DE scores are large in both the target data and
the synthetic null data, resulting in contrast scores centered around 0. As a result, these housekeeping genes
would be ranked highly by Seurat (which only considers target DE scores) but not by ClusterDE. On the
other hand, monocyte subtype markers have much larger DE scores in the target data than in the synthetic
null data, leading to high contrast scores and top rankings by ClusterDE.
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Fig.S17: GSEA analysis for post-clustering DE genes between Tml and Tm2 cell types, identified by cell
clustering, in the Drosophila neuronal visual system scRNA-seq dataset. a, Results for DE genes found by
ClusterDE. b, Results for DE genes found by Seurat using the Wilcoxon rank-sum test (not identified by
ClusterDE).
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Fig. S18: Mlustration of the definition for spatial-domain marker genes under the ClusterDE framework. The
left panel depicts three domains. The right panel presents examples: a domain marker gene showing clear
discontinuity at the domain boundary and a non-marker gene exhibiting a continuous transition across two
domains.
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Fig. S19: ClusterDE achieves reliable FDR control and good statistical power in identifying spatial-domain
marker genes from simulated SRT datasets containing one or two spatial domains. a, Numbers of DE genes
identified by ClusterDE and BayesSpace+Seurat (at the target FDRs of 0.01, 0.05, 0.1, and 0.2) in the
simulated data containing only one domain. The numbers in black indicate the numbers of DE genes, while
the numbers in white represent their proportions among all genes. The statistical tests used in the DE
step are the Wilcoxon rank-sum test (Wilcoxon) and t-test. b, Validity checks for the contrast scores of
ClusterDE and the P values of BayesSpace+Seurat on the simulated one-domain dataset. The first and
second columns show that the ClusterDE contrast scores of all genes are approximately symmetric around
0, satifying ClusterDE’s assumption for FDR control. The third and fourth columns show histograms of P
values obtained from BayesSpace+Seurat. A larger empirical Kullback-Leibler divergence (KL div.) between
the P value distribution and the theoretical Uniform[0,1] distribution indicates a more severe violation of
the P value uniformity assumption. The results show that P values from BayesSpace+Seurat exhibit severe
deviations from the uniform distribution for all genes. ¢, Visualization of manual annotation of real SRT
data and the spatial expression patterns of three representative principal components (PC1, PC2, and PC3)
among the top five principal components in the target data and synthetic null data, respectively. d, The
FDRs and power of ClusterDE and BayesSpace+Seurat using t-test and Wilcoxon at various target FDRs.
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Fig. S20: ClusterDE achieves reliable FDR control and good statistical power in identifying spatial-domain
marker genes from a simulated SRT dataset containing three domains (Fig. S18; see “Simulation setting with
three spatial domains, including 200 and 168 true spatial-domain marker genes” in the Supplementary Meth-
ods). a, The FDRs and power of ClusterDE and BayesSpace+Seurat for identifying marker genes between
Layerb and Layer6 at various target FDRs. b, The FDRs and power of ClusterDE and BayesSpace+Seurat
for identifying marker genes between Layer6 and WM at various target FDRs.
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Fig.S21: ClusterDE achieves reliable FDR control in identifying spatial-domain marker genes from three
target SRT datasets, each derived from a single domain of the real DLPFC SRT dataset (Fig. S22). The
panels (rows) a—c represent the three target datasets: Layerl, Layer4, and Layer5. The numbers of DE genes
identified by ClusterDE and BayesSpace+Seurat at target FDR levels of 0.01, 0.05, 0.1, and 0.2 are shown
for each target dataset. Numbers in black indicate the numbers of identified DE genes, while numbers in
white represent their proportions among all genes. The statistical tests used for the DE analysis are the
Wilcoxon rank-sum test (Wilcoxon) and t-test.
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Fig. S22: Application of ClusterDE to the LIBD human dorsolateral prefrontal cortex (DLPFC) SRT dataset.
a, Visualization of the entire dataset with manual annotation and selected domains: Layer3 (purple) and
WM (yellow). b, Left panel: Spatial clustering results for Layer3 using BayesSpace. Right panel: Numbers of
DE genes identified at the target FDR of 0.05 by ClusterDE and BayesSpace+Seurat (using the Wilcoxon
rank-sum test). ¢, Left panel: Spatial clustering results for WM using BayesSpace. Right panel: Numbers of
DE genes identified at the target FDR of 0.05 by ClusterDE and BayesSpace+Seurat (using the Wilcoxon
rank-sum test).
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Fig. S23: Application of ClusterDE to the PDAC-B cancer slice from the human primary pancreatic cancer
(PDAC) SRT data. Bar plots show the rankings of domain markers and housekeeping genes identified by
ClusterDE and BayesSpace+Seurat. The top row shows the rankings of three exemplary genes between
the Duct epithelium and Interstitium: the domain markers VWA1 and POSTN and the housekeeping gene
TMSB10. The bottom row shows the rankings of three exemplary genes between the Interstitium and Cancer
region: the domain markers SFRP2 and F8 and the housekeeping gene S100A6.
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Fig. S24: Time complexity of synthetic null data generation. The computational time scales approximately
quadratically with the number of genes, linearly with the number of cells, and is inversely proportional to
the number of CPU cores under parallel computing.
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Fig. S25: Demonstration of ClusterDE’s application in the presence of multiple cell clusters. a, UMAP visual-
ization of Seurat clusters found in the PBMC dataset Repl 10x(v3). The blue box highlights two neighboring
clusters that roughly correspond to CD14" /CD16% monocytes. b, Cluster tree constructed by Seurat, with
clusters 2 and 8 corresponding to the two clusters highlighted in the blue box in a. ClusterDE is recom-
mended for annotating two neighboring cell clusters in UMAP or a cluster tree, as it identifies more reliable
marker genes. This is particularly important because neighboring clusters are more likely to be spurious.
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Fig.S26: A toy example illustrating the double-dipping issue. The expression levels of two genes follow a
bivariate Gaussian distribution, representing a homogeneous cell type. However, when K-means clustering
is applied to divide the cells into two clusters, the two genes are artificially forced to exhibit different
distributions between the clusters. As a result, both genes are incorrectly identified as post-clustering DE
genes, leading to the false conclusion that the two clusters represent distinct cell types defined by these genes.


https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

42 D. Song et al.

References

[1] Baolin Liu et al. “An entropy-based metric for assessing the purity of single cell populations”. In:
Nature communications 11.1 (2020), p. 3155.
[2] Jiyuan Fang et al. “Clustering Deviation Index (CDI): a robust and accurate internal measure for
evaluating scRNA-seq data clustering”. In: Genome Biology 23.1 (2022), p. 269.
[3] Wei Vivian Li. “Phitest for analyzing the homogeneity of single-cell populations”. In: Bioinformatics
38.9 (2022), pp. 2639-2641.
[4] Maria Mircea et al. “Phiclust: a clusterability measure for single-cell transcriptomics reveals phenotypic
subpopulations”. In: Genome Biology 23.1 (2022), pp. 1-24.
[6] LN. Grabski, K. Street, and R.A. Irizarry. “Significance analysis for clustering with single-cell RNA-
sequencing data”. In: Nat Methods 1.1 (2023), p. 1.
[6] Valentine Svensson. “Droplet scRNA-seq is not zero-inflated”. In: Nature Biotechnology 38.2 (2020),
pp. 147-150.
[7] Tae Hyun Kim, Xiang Zhou, and Mengjie Chen. “Demystifying “drop-outs” in single-cell UMI data”.
In: Genome biology 21.1 (2020), p. 196.
[8] Ruochen Jiang et al. “Statistics or biology: the zero-inflation controversy about scRNA-seq data”. In:
Genome biology 23.1 (2022), pp. 1-24.
[9] Dongyuan Song et al. “scDesign3 generates realistic in silico data for multimodal single-cell and spatial
omics”. In: Nature Biotechnology (2023), pp. 1-6.
[10] Erich Leo Lehmann, Joseph P Romano, and George Casella. Testing statistical hypotheses. Vol. 3.
Springer, 1986.
[11] Tianyi Sun et al. “scDesign2: a transparent simulator that generates high-fidelity single-cell gene ex-
pression count data with gene correlations captured”. In: Genome biology 22.1 (2021), p. 163.
[12] Andrew McDavid et al. “Data exploration, quality control and testing in single-cell qPCR-based gene
expression experiments”. In: Bioinformatics 29.4 (2013), pp. 461-467.
[13] Xinzhou Ge et al. “Clipper: p-value-free FDR, control on high-throughput data from two conditions”.
In: Genome biology 22.1 (2021), pp. 1-29.
[14] Rina Foygel Barber and Emmanuel J Candes. “Controlling the false discovery rate via knockoffs”. In:
Annals of Statistics (2015).
[15] Jesse M Zhang, Govinda M Kamath, and N Tse David. “Valid post-clustering differential analysis for
single-cell RNA-Seq”. In: Cell systems 9.4 (2019), pp. 383-392.
[16] Anna Neufeld et al. “Inference after latent variable estimation for single-cell RNA sequencing data”.
In: Biostatistics 25.1 (2024), pp. 270-287.
[17] Emmanuel Candes et al. “Panning for gold:‘model-X’knockoffs for high dimensional controlled variable
selection”. In: Journal of the Royal Statistical Society Series B: Statistical Methodology 80.3 (2018),
pp. 551-577.
[18] Angelo Duo, Mark D Robinson, and Charlotte Soneson. “A systematic performance evaluation of
clustering methods for single-cell RNA-seq data”. In: F1000Research 7 (2018).
[19] Luyi Tian et al. “Benchmarking single cell RNA-sequencing analysis pipelines using mixture control
experiments”. In: Nature methods 16.6 (2019), pp. 479-487.
[20] Grace XY Zheng et al. “Massively parallel digital transcriptional profiling of single cells”. In: Nature
communications 8.1 (2017), p. 14049.
[21] Jiarui Ding et al. “Systematic comparison of single-cell and single-nucleus RN A-sequencing methods”.
In: Nature biotechnology 38.6 (2020), pp. 737-746.
[22] Mehmet Neset Ozel et al. “Neuronal diversity and convergence in a visual system developmental atlas”.
In: Nature (2021), pp. 88-95.
[23] Kristen R Maynard et al. “Transcriptome-scale spatial gene expression in the human dorsolateral
prefrontal cortex”. In: Nature neuroscience 24.3 (2021), pp. 425-436.
[24] Reuben Moncada et al. “Integrating microarray-based spatial transcriptomics and single-cell RNA-seq
reveals tissue architecture in pancreatic ductal adenocarcinomas”. In: Nature biotechnology 38.3 (2020),
pp- 333-342.
[25] A Sina Booeshaghi et al. “Depth normalization for single-cell genomics count data”. In: bioRziv (2022),
pp- 2022-05.


https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.07.21.550107; this version posted December 30, 2024. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

Synthetic control counteracts double dipping 43

[26] Li-Li Hsiao et al. “A compendium of gene expression in normal human tissues”. In: Physiological
genomics 7.2 (2001), pp. 97-104.

[27] Chenguang Dai et al. “False discovery rate control via data splitting”. In: Journal of the American
Statistical Association (2022), pp. 1-18.


https://doi.org/10.1101/2023.07.21.550107
http://creativecommons.org/licenses/by-nc-nd/4.0/

	Synthetic control removes spurious discoveries from double dipping in single-cell and spatial transcriptomics data analyses
	Supplementary Material for ``Synthetic control removes spurious discoveries from double dipping in single-cell and spatial transcriptomics data analyses''

