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Abstract 
Motivation: Class imbalance, or unequal sample sizes between classes, is an increasing concern in machine learning 
for metabolomic and lipidomic data mining, which can result in overfitting for the over-represented class. Numerous 
methods have been developed for handling class imbalance, but they are not readily accessible to users with limited 
computational experience. Moreover, there is no resource that enables users to easily evaluate the effect of different 
over-sampling algorithms.  
Results: METAbolomics data Balancing with Over-sampling Algorithms (META-BOA) is a web-based application that 
enables users to select between four different methods for class balancing, followed by data visualization and classifi-
cation of the sample to observe the augmentation effects. META-BOA outputs a newly balanced dataset, generating 
additional samples in the minority class, according to the user’s choice of Synthetic Minority Over-sampling Technique 
(SMOTE), Borderline-SMOTE (BSMOTE), Adaptive Synthetic (ADASYN), or Random Over-Sampling Examples 
(ROSE). META-BOA further displays both principal component analysis (PCA) and t-distributed stochastic neighbor 
embedding (t-SNE) visualization of data pre- and post-over-sampling. Random forest classification is utilized to com-
pare sample classification in both the original and balanced datasets, enabling users to select the most appropriate 
method for their analyses.  
Availability and implementation: META-BOA is available at https://complimet.ca/meta-boa.   
Supplementary Information: Supplementary material is available at Bioinformatics online. 

 

1 INTRODUCTION 
Metabolomics and lipidomics are emerging fields with unprecedented 
potential to elucidate novel pathogenic metabolic processes, producing 
diagnostic and treatment-relevant knowledge. Both “omics” disciplines 
generate high dimensional data. Yet classes of samples are often not 
equally balanced within datasets, presenting a notable challenge for 

machine learning strategies. While some machine learning models, such 
as support vector machines, are relatively robust to imbalanced datasets, 
most models are subject to overfitting, favouring the over-represented 

class.  These challenges can bias overall analyses, contrary to the intent 
of an unbiased machine learning approach. Class imbalance can be ad-

dressed by under-sampling the majority class or over-sampling the mi-
nority class using a variety of computational algorithms (reviewed in 
(Kovács, 2019; Sharma, et al., 2022)). However, to our knowledge, there 
is no tool that enables researchers to rapidly perform and compare differ-
ent over-sampling methodologies. METAbolomics data Balancing with 
Over-sampling Algorithms (META-BOA) is a user-friendly web-based 
application that generates balanced datasets, for both binary and multi-
class datasets. Users can additionally evaluate each methodology through 
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visual representations of unsupervised and supervised analyses, compris-
ing of PCA and t-SNE data visualizations and random forest classifica-
tion. 

2 Implementation 
META-BOA is an application, accessible through any web browser that, 
through over-sampling, generates balanced sample groups for both bi-
nary and multi-class datasets. META-BOA provides users with the op-
tion to select between four over-sampling methods: SMOTE, BSMOTE, 
ADASYN, and ROSE. These algorithms were chosen to maximize user 
alternatives: SMOTE randomly generates new synthetic samples within 

the known minority class samples without replication (Chawla, et al., 
2002). BSMOTE generates synthetic samples on the borderline between 
majority and minority instances (Han, et al., 2005). ADASYN creates 
more samples in the neighborhood of minority samples that are in the 
vicinity of a larger number of the majority class cases.  (He, et al., 2008). 
Finally, ROSE is a bootstrap-based approach that creates synthetic sam-
ples in the neighbourhood of minority class features (Lunardon, et al., 
2014). 
Figure 1. Outline of META-BOA workflow. Output is class balanced 

dataset with or without normalization. 

The META-BOA workflow is presented in Figure 1. The platform 
was coded in Python 3.7 and deployed with an R Shiny graphical user 

interface. To run META-BOA, the user selects a single .CSV file con-
taining their imbalanced dataset. The user then specifies the following 
parameters: 

(1) Choice of over-sampling algorithm (default = SMOTE) 

(2) Normalization applied to data (default = no normalization) 

(3) Dimensionality reduction and visualization by PCA and t-SNE 
analysis (default = yes) 

Users can choose from four over-sampling algorithms: (1) SMOTE, 
(2) BSMOTE, (3) ADASYN, and (4) ROSE. Each option has been im-
plemented using the imblearn package (version 0.8.0) (Lemaitre, et al., 
2017). Data visualization and random forest classification provide a 

means to evaluate the effect of the selected over-sampling algorithm. 
META-BOA performs both PCA and t-SNE dimensionality reduction, 
evaluating linear and non-linear reduction, respectively. The random 

forest classification model is trained and tested with an 80/20 ra
split, and with 250 trees. These evaluations are intended to prov
preliminary analysis of the newly balanced dataset, while showin
effect of over-sampling on the visualization and classification re
Dimensionality reduction and classification are implemented usin

Scikit-learn package (version 0.24.0) (Pedregosa, et al., 2011). R
files are made available for download immediately upon analysis 
pletion, as a zipped file which includes a .CSV datafile and .SVG 
files. 

3 Conclusion 

META-BOA is an open-access web-based application for bala
sample classes in metabolomics and lipidomics datasets, or any 
type of data, using over-sampling algorithms. This tool will help f
tate future machine learning-based analyses and modeling of
tabolomic and lipidomic data. We encourage users to implement M
BOA in their data pre-processing pipelines, as well as test the diff
over-sampling algorithms available to evaluate their effects on 
given datasets. 

Funding 
This work was supported in part by RGPIN-2019-06796 to SALB
the Natural Sciences and Engineering Research Council of Ca
(NSERC), as well as an NSERC CREATE Matrix Metabolomics T
ing grant to SALB and MLA, an operating grants AI-4D-102-3 to S
and MCC from the National Research Council AI for Design Chal

Program, and an NSERC Discovery Grant to MLA. This research
enabled by support provided by Compute Ontario and Compute Ca
with Resource Allocation to M.L.A. EHR received a NSERC CRE
Matrix Metabolomics Scholarship. Conflict of Interest: none declare

References 
Chawla, N.V., et al. SMOTE: Synthetic Minority over-Sampling Techniq

Artif. Int. Res. 2002;16(1):321–357. 

Han, H., Wang, W.-Y. and Mao, B.-H. Borderline-SMOTE: A New Over-Sam

Method in Imbalanced Data Sets Learning. In: Huang, D.-S., Zhang, X.-

Huang, G.-B., editors, Advances in Intelligent Computing. Berlin, Heide

Springer Berlin Heidelberg; 2005. p. 878-887. 

He, H., et al. ADASYN: Adaptive synthetic sampling approach for imba

learning. In, 2008 IEEE International Joint Conference on Neural Networks 

World Congress on Computational Intelligence). 2008. p. 1322-1328. 

Kovács, G. An empirical comparison and evaluation of minority oversam

techniques on a large number of imbalanced datasets. Applied Soft Com

2019;83:105662. 

Lemaitre, G., Nogueira, F. and Aridas, C.K. Imbalanced-Learn: A Python To

to Tackle the Curse of Imbalanced Datasets in Machine Learning. J. Mach. 

Res. 2017;18(1):559–563  

Lunardon, N., Menardi, G. and Torelli, N. ROSE: a Package for Binary Imba

Learning. The R Journal 2014;6:79. 

Pedregosa, F., et al. Scikit-learn: Machine Learning in Python. J. Mach. 

Res. 2011;12(85):2825-2830. 

Sharma, S., Gosain, A. and Jain, S. A Review of the Oversampling Techniq

Class Imbalance Problem. In: Khanna, A., et al., editors, International Conf

on Innovative Computing and Communications. Singapore: Springer Sing

2022. p. 459-472. 

random 
ovide a 
ing the 

 results. 
sing the 

Result 
is com-

image 

alancing 
y other 

p facili-
of me-
META-
ifferent 

on their 

B from 
Canada 
s Train-
o SALB 
hallenge 

rch was 
 Canada 
REATE 
ared. 

nique. J. 

ampling 

-P. and 

idelberg: 

balanced 

ks (IEEE 

sampling 

omputing 

 Toolbox 

h. Learn. 

balanced 

. Learn. 

niques in 

nference 

ingapore; 

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 22, 2022. ; https://doi.org/10.1101/2022.04.21.489108doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.21.489108
http://creativecommons.org/licenses/by-nc-nd/4.0/


METAbolomics data Balancing with Over-sampling Algorithms (META-BOA) 

 

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 22, 2022. ; https://doi.org/10.1101/2022.04.21.489108doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.21.489108
http://creativecommons.org/licenses/by-nc-nd/4.0/

