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ABSTRACT

Systems approaches to elucidate biological processes that impact human health leverage mathematical
models encoding mechanistic hypotheses suitable for experimental validation. However, building a single
model fit to one dataset may miss alternate equally valid mathematical formulations, and available data
may not be sufficient to fully elucidate mechanisms underlying system behavior. Here, we overcome these
limitations via a Bayesian multimodel inference (Bayesian-MMI) approach, which estimates how multiple
mechanistic hypotheses explain experimental datasets, concurrently quantifying how each dataset informs
each hypothesis. We apply this approach to unanswered questions about heterogeneity, lineage plasticity,
and cell-cell interaction dynamics in small cell lung cancer (SCLC) tumor growth. Through available
dataset integration, we find that Bayesian-MMI predictions support tumor evolution promoted by high
lineage plasticity, rather than through expanding rare stem-like populations. These results highlight that
given available data, any SCLC cellular subtype can contribute to tumor repopulation post-treatment,

suggesting a mechanistic interpretation for tumor recalcitrance.
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INTRODUCTION

A mechanistic understanding of cellular processes, explaining causal input-output relationships and
predicting population behaviors (Baker et al., 2018) remains a central challenge in biology. Mathematical
models provide such quantitative formulations, but two fundamental factors remain poorly addressed
toward accurate descriptions of cellular processes. The first concerns model creation, where practitioners
must make choices about which model species and interactions should be included or excluded. Often these
choices are made in support of models with increased predictive power but narrower scope, at the cost of
fundamental insights that could be gleaned from wider-ranging or multiple models (Krakauer et al., 2011).
This has led to a deluge of built-to-purpose models, where different models of the same system share some
key components but significantly differ in their breadth and resolution (Auffray et al., 2020; Burger et al.,
2017; Krakauer et al., 2011; Wiirstle et al, 2014). The second factor concerns the intrinsic relationship
between models and experimental data. The specificity of mechanistic models requires that our assumptions
about the system be articulated in precise form (Stumpf, 2020), almost always with much more precision
than afforded by available data. To date, the most common practice in the field is to optimize model
parameters to a chosen dataset using frequentist minimization or optimization methods and then draw
conclusions about biological mechanisms based on a vector of optimized parameter values (Mitra et al.,
2019; Villaverde et al., 2014). However, whether the available data can inform a model parameter, or even
the model structure, is not routinely considered (Lema-Perez et al., 2019; Raue et al., 2014). Mechanistic
representations for large-scale cellular processes, including cell population dynamics and growth modeling,
suffer from both issues. Multiple hypotheses and parameter fits are possible to explain the same existing
data, decreasing the interpretive power of a model to draw mechanistic, explanatory conclusions about the

underlying system.

This need for a rigorous understanding of the relationship between mathematical models and available data
in the context of a given cellular process is exacerbated in fields where available data is limited and multiple
hypotheses are concurrently proposed. For example, the need to investigate cell population dynamics and
the underlying growth and stasis mechanisms therein is high. Tumor heterogeneity is hypothesized to be
the major cause of tumor treatment resistance and poor outcome in cancer patients (Marusyk et al., 2012).
Numerous experiments and observations in the field in the past few decades led to the cancer stem cell
(CSC) paradigm, where rare stem-like populations can regenerate a tumor if even one cell remains after
treatment (Batlle and Clevers, 2017; Clarke et al., 2006). In this case, tumor heterogeneity is attributed to
the ability of the CSC to self-renew and differentiate into every tumor cell phenotype required for
population equilibrium. On the other hand, more recent approaches have indicated movement up and down

the hierarchy of differentiation in both physiologically ‘normal’ cells as well as cancer cells (Batlle and
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Clevers, 2017), with phenotypic transitions across the stem cell and more differentiated niches (Gupta et
al., 2011). Such movement across the hierarchy can occur based on signaling that a cell receives based on
its proximity to the stem cell or CSC niche (Batlle and Clevers, 2017), and/or feedback mechanisms
maintaining stem and non-stem population equilibrium (Lander et al., 2009).

With these fundamental questions in mind, we study tumor growth mechanisms in small cell lung cancer
(SCLC), where relapse after treatment is extremely common and the survival prognosis is poor. SCLC
comprises ~15% of all lung cancer cases worldwide and results in ~200,000 deaths annually with a 5-year
survival rate of less than 10% (Rudin et al., 2021). Initially, chemotherapy response rates are high at 60-
70%, but nearly all patients relapse and succumb to the disease within two years of diagnosis (Rudin et al.,
2021). Intratumoral heterogeneity is hypothesized to be the main contributor to the natural history of this
disease and its morbidity and mortality (Rudin et al., 2019, 2021; Zeman et al., 2017). SCLC tumors
comprise a mix of functionally distinct subtypes of interacting cells (Calbo et al., 2011; Lim et al., 2017;
Williamson et al., 2016), but investigations into the role of clonal outgrowth versus phenotypic transitions
during development of treatment resistance have only been performed in the past six years (Gay etal., 2021,
Polley et al., 2016; Rudin et al, 2019; Udyavar et al., 2017; Wooten et al., 2019). To date, it is recognized
that neuroendocrine (NE) SCLC subtypes transition to non-neuroendocrine (Non-NE) SCLC subtypes over
time or upon treatment (Gay et al., 2021; Ireland et al., 2020; Lim et al., 2017; Stewart et al., 2020), but the
role of each individually recognized SCLC subtype, studied in varying experimental models (Rudin et al.,
2019) has not been elucidated during the tumor-growth process. Multiple groups have proposed
nonoverlapping models of tumor growth mechanisms, leading to variable conclusions specific to the
experimental model used (Gay et al., 2021; Ireland et al., 2020; Jahchan et al., 2016; Lim et al., 2017,
Mollaoglu et al., 2017; Stewart et al., 2020). Notably, the contribution of CSC-like behavior in a hierarchical
phenotypic heterogeneity perspective vs. tumor cell plasticity in a less hierarchical framework has not been

fully explored or elucidated.

To attain our goals, we introduce a framework that leverages Bayesian model selection, enabling the
researcher to assess the inclusion or exclusion of species and behaviors in a mechanistic model, and
Bayesian principles, revealing the extent to which data can inform model parameters. We integrate the most
suitable available datasets and published theories of SCLC cellular biology to enumerate mechanistic
hypotheses for SCLC tumor growth, resulting in thousands of candidate population dynamics models to
test via nested sampling. Fitting all candidate mathematical models to tumor steady-state data, we apply the
principles of model selection and model averaging for a principled and comprehensive assessment of SCLC
mechanistic hypotheses, including tumor initiation, tumor subtype composition, cell-cell interactions, and

phenotypic transitions within and outside of a differentiation hierarchy. We estimate the likelihood of each
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mechanistic hypothesis given the data, generating an interpretation of SCLC tumor growth: highly likely
non-hierarchical phenotypic transitions indicating SCLC subtype plasticity, and less likely cell-cell
interactions that affect the rate of phenotypic transitions across subtypes. We show how certain aspects of
the SCLC model, such as phenotypic transitions and cell-cell interactions related to these, are well informed
by the available data, but other aspects, such as tumor initiation and growth rate effects, are not informed.
Our approach is generalizable to other systems, and as such it represents a paradigm shift from the common
practice to formulate one mechanistic model of a cellular process and instead propose a move toward a

probabilistic understanding of cellular behaviors.

RESULTS
SCLC tumor growth data integration and subtype deconvolution

We first gathered data to build a mechanistic hypothesis exploration space for SCLC tumor growth
dynamics. We use multiple datasets (Barretina et al., 2012; Lim et al., 2017; Mollaoglu et al., 2017; Wooten
et al., 2019) with the goal of identifying consensus behavior of SCLC and providing a unifying model
supported by SCLC data more broadly. Throughout this manuscript, we refer to experimentally observed
SCLC phenotypic subtypes as “subtypes”. Each subtype comprises a subpopulation within a tumor
identified by differential expression of transcriptional regulators. As shown schematically in Figure 1A,
subtypes broadly fall under one of two characterizations, neuroendocrine (NE) or non-neuroendocrine
(Non-NE) (Figure 1A(1)). Subtypes within the NE category include SCLC-A, positive for Achaete Scute
Homologue 1 (ASCL1), and SCLC-N, positive for neurogenic differentiation factor 1 (NeuroD1), while
Non-NE subtypes include SCLC-P, positive for POU class 2 homeobox 3 (POU2F3), and SCLC-Y, positive
for Yes-associated protein 1 (YAP1) (Rudin et al., 2019) (Figure 1A(3)). Some of these subtypes have
been experimentally verified to coexist within a tumor population, while others have only been identified
in isolation (Baine et al., 2020; Gay et al., 2021; Ireland et al., 2020; Lim et al., 2017). We have also
determined the existence of a fifth subtype, itself a subcategory of SCLC-A, thus designated SCLC-A2
(Figure 1A(4)). SCLC-AZ2 is positive for ASCL1 but also Hesl, a Notch pathway target that typically
represses NE differentiation (Wooten et al., 2019). Other experiments have led to additional proposed
phenotypic subtypes (Chan et al., 2021; Simpson et al., 2020; Gay et al., 2021; Williamson et al., 2016),
but for this investigation we focus on canonical SCLC subtypes identified in (Rudin et al., 2019). It has
been shown that Hesl-negative (NE) cells may undergo a transition toward Hesl-positive (Non-NE)
identities, (Lim et al., 2017) (Figure 1A(1)). Studies in vitro and in vivo have suggested that Non-NE
subtype(s) support growth of NE subtypes (Lim et al., 2017) (Figure 1A(2)), including vasculogenic
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mimicking SCLC cells having such supportive effects (Williamson et al., 2016), while that the presence of
NE subtypes has a dampening effect on Non-NE growth (Mollaoglu et al., 2017). In separate model
systems, SCLC-A subtype cells have been shown to transition to the SCLC-N subtype and from SCLC-N
to SCLC-Y (lIreland et al., 2020) (Figure 1A(5)). It has recently been shown that Hes1-positive (Non-NE)
cells have upregulated YAP1 (Shue et al., 2022) (Figure 1A(2)), and as such could be considered the SCLC-
Y subtype. These conclusions and remaining questions are summarized in Table 1. For a comprehensive

review of SCLC literature, we refer the reader to (Rudin et al., 2019).

We gathered RNA-sequencing data from experiments used to draw these conclusions to explore whether a
unifying mechanistic model of SCLC tumor growth could be formulated. These datasets include two
genetically-engineered mouse models (GEMMs), the triple-knockout (TKO) model (p53™1;Rb™;p130™
tumors (Lim et al., 2017)), and the RPM model (Rb1": Trp53™M:|_ox-Stop-Lox[LSL]-Myc™ (Mollaoglu
et al., 2017)). Data from each model provide multiple replicates of tumors from two genetic backgrounds
and two unique oncogenic processes: replicates of data from the same system are a requirement for the
Bayesian model-fitting process (see Methods). We also used publicly available SCLC human cell line data,
a subset of the cell lines in the Cancer Cell Line Encyclopedia (CCLE) (Barretina et al., 2012), as these
provide the more translationally relevant representation of SCLC. Originally derived from human tumors,
each cell line has a different genetic background and different oncogenic history, and therefore we have
only one replicate per CCLE cell line. To approximate multiple replicates of an SCLC tumor system, we
use cell lines of similar steady state composition (Figure 1B, right). We previously grouped publicly
available SCLC cell line data into clusters that align with the different subtypes, and for the analysis herein
we use cell lines made up largely of the SCLC-A subtype determined in (Wooten et al., 2019). We
previously used CIBERSORT (Newman et al., 2015) to deconvolute the RNA sequencing data of these
GEMMs and majority-SCLC-A cell lines and assign subtype populations (Figure 1B; File S1). The
different datasets represented in Figure 1B demonstrate differing SCLC tumor makeup, according to the

experimental model employed in the study.

Population dynamics modeling of SCLC to explore biological hypotheses

In order to explore the roles of phenotypic heterogeneity and cellular behaviors (cell-cell interactions,
phenotypic transitions) on SCLC tumor growth dynamics, we used population dynamics modeling, building
on our previous work (Harris et al., 2019). Population dynamics models employ a mathematical description

of the dynamics within and between heterogeneous subpopulations in an overall population (Charlebois
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and Balazsi, 2019; Metzcar et al., 2019). With such models, researchers can mathematically simulate
population growth over time and investigate growth dynamics inherent in the simulations (Box 1).

In our attempt to build a mathematical model of SCLC that could unify nonoverlapping conclusions and
hypotheses in the field (Figure 1, Table 1), we came across several levels of bias. For example, phenotypic
transitions were studied in Ireland et al. (2020), but not cell-cell interactions, which themselves were studied
in Lim et al. (2017). In addition, to build one mathematical model it would be necessary to choose one
model topology (subtype makeup of the tumor population) as well as an initiating subtype (cell(s) of tumor
origin), which have not been demonstrated experimentally but have been hypothesized in Wooten et al.
(2019), Ireland et al. (2020), and Ouadah et al. (2019). A common approach to address such a problem is
to informally choose one interpretation of existing data to build the model, such as combining conclusions
from separate investigations, or selecting one out of several possible conclusions if findings in the literature
conflict. These are legitimate model-building methods, but these methods introduce bias because other
interpretations may be plausible. To avoid the bias that comes from selecting a single set of interpretations
on which to build a mathematical model, we instead combine Bayesian statistics and multimodel inference
(Burnham and Anderson, 2002; Fragoso et al., 2017), for which we could develop multiple candidate
models as part of the investigative process. We developed these candidates using HypBuilder, a tool for
generating mechanistic hypotheses of kinetic processes (see Methods), and PySB, a modeling framework
for dynamic biochemical processes (Lopez et al., 2013). These multiple model candidates comprise
between 9 and 13 actions and interactions per cell subtype, with an action or interaction available to a

subtype in the model if it has been shown or hypothesized in the literature (Table 1).

We interpret outstanding questions in the SCLC field - tumor topology, initiation, potential subtype
behaviors - as features (model variables) in candidate models (Table 1). In the following, we define model
variables as representations of qualitative action in the model (e.g., “subtype A cell division”) whose rate
is denoted by a kinetic parameter (e.g., “subtype A division rate”). To fully account for possibilities of
tumor subtype makeup, or topology, we included all potential cell subtype combinations (A, A2, N, Y) with
between two and four subtypes in each model (Figure 2A, Figure S1G). While the SCLC-P subtype is
known to exist (Figure 1A(3)), the data used for our analyses does not include subtype P (Figure 1B).
Growth supportive effects and transition-inducing effects (Figure 2B) (and growth dampening effects, not
shown) are included in some candidate models where, e.g., presence of an effector (supportive cell subtype)
increases the rate of growth of a subtype it affects (supports). Subtype A2 has expression features of both
NE and Non-NE cells (Wooten et al., 2019), including expression of ASCL1 (seen in NE cells) and HES1
(seen in Non-NE cells) and we therefore assigned A2 NE features in some candidate models and Non-NE
in others (Figure 2B, left).
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To compare a hierarchical system, where a CSC can (re)populate a tumor, and non-hierarchical systems in
which phenotypic transitions can occur among multiple or all SCLC subtypes, we include candidate models
with several different potential phenotypic transition schemes. Thus, the set of candidate models considered
include models without phenotypic transitions, models with transitions that reflect hierarchical transitions
observed experimentally (Ireland et al., 2020; Lim et al., 2017), and models with reversible transitions, i.e.,
high plasticity (Figure 2C). Unidirectional transitions stemming from one cell subtype indicate a potential
CSC, while bidirectional transitions from multiple subtypes indicate phenotypic plasticity. We additionally
include tumor initiation from one cell of origin vs. multiple. Thus, candidate models include different
numbers of initiating subtypes (Figure 2C, Figure S1G). Accounting for all these different possibilities
led to a set of 5,891 unique candidate models, each representing a possible SCLC tumor growth mechanistic

hypothesis.

To explore the space of tumor growth mechanistic hypotheses, we employ multimodel inference (MMI) in
the context of Bayesian statistics (Box 2). There have been biological investigations using MMI approaches
(Lu et al., 2021; van de Schoot et al., 2021) but, to our knowledge, this work is the first application of
Bayesian MMI to cell population dynamics models. MMI using information theoretic methods (Burnham
and Anderson, 2002) is subject to issues we attempt to mitigate using our Bayesian approach, as described
in Box 3. Our application of MMI includes assessing the posterior probability of hypotheses from Table 1,
denoted as different model variables in our candidate models. This use of MMI is comparable to Bayesian
variable selection, which in biomedicine has been used to determine genetic loci associated with health and
disease outcomes in linear models (van de Schoot et al., 2021). We apply a Bayesian approach to MMI here
to assess model variables that would be mechanistically meaningful for tumor growth dynamics, and
whether these are likely to be representative of the SCLC system based on the data. This assessment of
population dynamics models, and specifically the Bayesian probability that biologically relevant model
features are supported by the data, is relevant to any cancer or developmental biology application and can

be used to investigate model variables even in the context of limited or uncertain data.
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Table 1. Existing data pertaining to SCLC intratumoral heterogeneity and communication. ASCL1, Achaete-scute
homolog 1; NEURODZ, neurogenic differentiation factor 1; POU2F3, POU class 2 homeobox 3; YAP1, yes-associated
protein; HES1, Hes Family BHLH Transcription Factor 1. TKO, p53"/™:Rb/M:p130%/f tumors (Lim et al., 2017); RPM,
Rb1™/M Trp53fl/™; Lox-Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al., 2017)

Tumor composition

e  Neuroendocrine-classified (NE) subtypes are A (ASCL1+) and N (NEUROD1+), with non-neuroendocrine-
classified (Non-NE) subtype Y (YAP1+) and P (POU2F3+).2

e  Previous work predicted subtype A2, and SCLC-A, SCLC-A2 and SCLC-N have been seen to express
ASCL1.2b¢d SCLC-A2 expresses Hes1.

e Hesl-positive TKO tumor cells (Non-NE) have YAP1 upregulated. ©

e Itisunclear whether A2 is more NE or Non-NE in character.

e  Tumors can be made up of one or more of these subtypes.d

e  Some subtype combinations have been experimentally verified and others have been predicted using
CIBERSORT.2¢d

e We do not see SCLC-P in our subtype deconvolution. ¢

Evidence of phenotypic transitions
e  TKO tumor cells sorted for Hes1-negativity (NE identity) become Hes1 positive (Non-NE identity) when plated
with Notch ligand DLL4. ®
e  Exvivo culturing of in situ RPM tumors results in histologic and transcriptional phenotypic changes from NE to
Non-NE gene expression over time. ©
e  Transitions between A and A2, A2 and N have not been studied.
e  No evidence of SCLC-Y transition to NE identity.”

Subtype-to-subtype effects
e  Cell viability and division are increased when Hes1-negative cells are plated with Hes1-positive cells, compared
to Hes1-negative cells only. °
e  NE cells suppress Non-NE cell division. f
e  Application of conditioned media or of isolated exosomes results in a morphological change in TKO-derived NE
cell line KP3.*

a) Rudin CM, et al. Nat. Rev. Cancer. 2019

b) Lim, J et al. Nature. 2017

c) Ireland, A et al. Cancer Cell. 2020

d) Wooten, Groves et al. PLoS Comput. Biol. 2019
e) Shue, YT et al. Nat. Commun. 2022

f) Jahchan NS, et al. Cell Rep. 2016

*) personal communication (Alissa Weaver, Vanderbilt University)

A small subset of candidate tumor growth models is supported by experimental data

To assess how many of the 5,891 candidate models are supported by experimental data, we performed

model fitting to data and calculation of marginal likelihood using nested sampling (Feroz and Hobson,
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2008; Feroz et al., 2009, 2019; Skilling, 2004). We use nested sampling for model selection because the
marginal likelihood, which nested sampling calculates, enables us to carry out a rigorous Bayesian analysis
(see Box 3). The nested sampling method was run once for each of the 5,891 candidate models on each of
the three experimental datasets, amounting to 17,484 interpretations of tumor growth mechanisms. The
average fitting time for each model was ~19 wall-clock hours, thus necessitating high-performance

computing for a complete parameter space exploration of the candidate models.

To ensure that we are exhaustively exploring a biologically relevant posterior probability space, we
incorporated prior knowledge about mechanistic behavior of tumor populations (Chen et al., 2016; Fuentes-
Gari et al., 2015; Greene et al., 2015; Gupta et al., 2011; Wang et al., 2014; Zhou et al., 2014) and cellular
behaviors likely to exist in SCLC (Ireland et al., 2020; Jahchan et al., 2016; Lim et al., 2017; Mollaoglu et
al., 2017). We therefore expect that all plausible SCLC tumor growth mechanisms are represented in our
5,891-model hypothesis space to the best of our knowledge (see Box 2 for a description of Bayesian
statistics in the context of MMI).

In a Bayesian model selection approach, a more likely model comprises a higher proportion of the
probability of the candidate model space (Figure 3A-C). After nested sampling, our results indicate the
highest-scoring model for each dataset is ~10%° times more likely than the lowest-scoring model, and ~10°
times more likely than the median scoring model. For reference, the smallest comparison between models
that is considered significant is 10%2 (Kass and Raftery, 1995) (see Methods). Therefore, our results indicate
that the data used for model fitting has informed our knowledge about the system, because before nested

sampling, all models are equally likely.

Performing nested sampling on all candidate models did not yield a unique “best-fitting” model for any
dataset (Figure 3A-C). We therefore turned to a multi-model inference approach and calculated a
confidence interval (Cl) representing a set of best-fitting models per dataset. While a 95% Cl is a traditional
approach, (Figure 4A-C, orange) we also calculate a “relative likelihood confidence interval,” as discussed
in Burnham and Anderson (2002) (see Methods). For this relative likelihood CI, we calculate the Bayes
Factor (BF) between the highest-scoring model and every other model, using the least strict cutoff of BF >
102 (see above). Even with this permissive cutoff, the relative likelihood ClI includes only tens of models

per dataset, a large decrease from the initial number of candidates (~1% or less, Figure 3D).

In summary, we can determine a subset of candidate models that adequately represent the data, conditional
on the fitted parameter sets resulting from the model optimization in nested sampling. Investigating these
parameter sets can provide more insight into the similarities and differences between candidate models and

their fits within and between datasets. Moving beyond the parameter values assigned to each model
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variable, we wanted to investigate how the data available can inform model variables. If data does not
inform a model variable and its fitted parameter rates, it indicates that the mechanistic conclusions we desire
to draw from this data using mathematical modeling may require additional or different data.

Most-likely model topologies are nonoverlapping between datasets

Given our observation that no one candidate model stands out among other models to explain the
experimental data, we depart from the traditional single-model mechanism approach, and instead employ
the multi-model inference technique of Bayesian model averaging (BMA). Briefly, the reasoning behind
BMA is that a combination of candidate models will perform better in explaining the data than a single
model (Hinne et al., 2020). In BMA, each model is weighted by its posterior model evidence (Fragoso et
al., 2017) and the model variables within each model receive an averaged likelihood (van de Schoot et al.,
2021) (see Boxes 2, 3).

However, before we could investigate model-averaged probabilities, we found that the fitted parameter
distribution outcome was dependent on choice of initiating subtype (Figure S4). We, therefore, turned to
the literature to impose stricter constraints about initial subtype conditions, to investigate model variable
probabilities when Kinetic parameter posterior distributions were constrained. Reports link NE SCLC
subtypes and long-term tumor propagation (Lim et al., 2017; Jahchan et al., 2016) and, in particular, cells
of subtype A (Ireland et al., 2020). We thus used only candidate models those with a starting subtype of A,
with or without other initiating subtypes. Since we required that subtype A be an initiating subtype, model
structures that do not include subtype A received zero posterior probability (models 3 and 8-10 in Figure

4A; model topology probabilities without filtering by initiating subtype are shown in Figure S5A).

We perform BMA across all models for each dataset. As shown in Figure 4A, all datasets (TKO, RPM,
and SCLC-A cell lines) support both two- and three-subtype topologies. Higher probabilities for two-
subtype topologies are expected given that nested sampling prioritizes model simplicity and goodness of fit
(Skilling, 2004). Statistically, this result suggests that a two-subtype model could be used to interpret the
data reasonably well, but it also shows that topologies comprising three subtypes cannot be excluded.
Approximately 10% of the probability for the GEMM datasets (TKO and RPM) fall in the three-subtype
topology that encompasses the high-probability two-subtype topologies (model 1 for RPM and model 2 for
TKO in Figure 4A). For the models fit to SCLC-A cell line data, most of the probability occurs in the
topologies with higher probabilities for the GEMM data. This is reasonable, given that SCLC-A cell line
data appears as an intermediate between the GEM (Figure 1B). However, the SCLC-A cell line data also
has probability that falls in the A, N, and A2 topology (model 4 in Figure 4A) — this is the only topology

at all likely to represent the SCLC-A cell line data but not at all likely to represent the other two datasets.

10
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We interpret the spread of probabilities across multiple topologies, and that most topologies either are
probable as representing either TKO or RPM data but not both, to mean that data coverage from these
datasets is not sufficient to support one unifying topology. Therefore, each dataset supports a different
representation of SCLC tumor growth given its particular (epi)genetic background and environment. This
does not mean that a unifying topology or unifying model of SCLC growth cannot exist, but that the biases

underlying the experimental data result in different explanations for tumor growth mechanisms.
All datasets support alteration of phenotypic transition rates in the presence of N or A2 subtypes

After establishing that multiple model topologies can explain tumor growth mechanisms, we explored
whether the rates of distinct cellular subtype behaviors were characteristic for given model topologies
within each dataset. We therefore compared kinetic parameters across models to learn about dynamic
variation between model topologies. We again used BMA to attain this goal, applying the approach to fitted
kinetic parameter distributions from nested sampling. In this setting, parameter values from more likely

models are assigned higher weights and corresponding parameter distributions are weighted accordingly.

The highest likelihood model topologies (Figure 4A, blue) for the TKO GEMM data, along with the four-
subtype topology, are compared in Figure 4B (left). Three model variables have significantly different
parameter rates across model topologies: (i) the A-to-Y transition, (ii) the Y-to-A transition; and (iii) the
A-to-A2 transition. The A-to-Y transition has a slower rate if A2 is present in the population and the Y-to-
A transition has a faster rate if A2 is present. However, the presence of N along with A2 does not change
the rate of either transition. Similarly, only Y affects the A-to-A2 transition, increasing its rate. N does
decrease the rate of the A2-to-A transition despite no effect from Y. The Y-to-A2 transition rate is an
increased in the presence of A2. These observations have mechanistic implications: A2 may represent an
intermediate subpopulation in the tumor that is longer-lived, and will only slowly transition to Y. In the
topology with A, A2, and Y (Figure 4A, structure 2), the A-to-A2 transition takes up more of the flux in
the network. Additionally, the N-to-Y transition is faster relative to the A2-to-Y transition (Figure S5B),
suggesting that N is a shorter-lived intermediate in the A-to-N-to-Y transition. This result aligns with
previous experiments (Ireland et al., 2020) where N was identified as a short-lived state in the A-to-N-to-
Y transition. We therefore predict that A2 and N are involved in regulating the relative abundance of, and

flux between, A and Y in the tumor.

We also compared the highest likelihood model topologies (Figure 4A, red) for RPM-fitted models, as well
as the four-subtype topology (Figure 4B, middle). Five parameter rates are significantly different across
model topologies. These are (i) the A-to-Y transition, (ii) the Y-to-A transition; (iii) the A-to-N transition;

(iv) the N-to-Y transition; and (v) the N division rate. The same transitions affected in the TKO-fitted
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models (A-to-Y and Y-to-N transitions) are affected in the RPM models in the same ways, despite the
experimental data being different. We thus predict that N and A2 are modulating the transition between,
and relative abundance of, A and Y. Unlike in the TKO data, when A2 is present the flux through the system
spends more time in the N subtype, with more frequent transitions to N and less frequent transitions to Y;
additionally, the rate of the A2-to-N transition is faster than the N-to-A2 transition (Figure S5B). We
predict that while N may be a shorter-lived intermediate than A2, A2 regulates the flux from A-to-N-to-Y.

Next, we compared the highest likelihood model topologies (Figure 4A, green) for the SCLC-A cell line
data and the four-subtype topology (Figure 4B, middle). Six parameter rates are significantly different
across model topologies, five of which recapitulate rate alterations based on the presence or absence of
different subtypes in TKO or RPM datasets. The rate alteration unique to the SCLC-A dataset is the A2-to-
A transition, which is less frequent in the four-subtype topology, indicating that the presence of Y decreases
this rate. However, in the TKO dataset, the A2-to-A transition decreases with addition of N.

In summary, BMA enabled us to determine that the A-to-Y transition is regulated in a similar manner for
the RPM, TKO, and SCLC-A datasets and that the A-to-N and A-to-A2 transitions are regulated similarly
in each dataset. Using the higher likelihood model topologies and model-averaged parameter sets, we can
infer features of the SCLC tumor generally, despite disparate datasets. Finding the same or similar effects
on kinetic parameter rates across independent datasets lends more weight to these predictions about how
the N and A2 subtypes may regulate the system flux from A to Y through intermediates and is an advantage
of our methodology using BMA and MMI to work toward a unifying model of SCLC tumor growth based

on multiple datasets.
Model analysis supports a non-hierarchical differentiation scheme among SCLC subtypes

We have considered candidate models (Figure 3), model topologies (Figure 4A), and Kinetic parameters
(Figure 4B) to explore tumor growth mechanisms in SCLC. There is compelling experimental evidence
for multi-subtype tumor composition, which implies multiple potential growth mechanisms (Gay et al.,
2021; Ireland et al., 2020; Lim et al., 2017; Mollaoglu et al., 2017; Stewart et al., 2020). We therefore
focused on model topologies 1, 2, and 4, which are three-subtype topologies with detectable probability (>
1%) (Figure 4A), along with the four-subtype model. Using these, we integrate candidate models,
topologies, and kinetic parameters, investigating phenotypic transitions between subtypes, whether the
presence of certain subtypes affects the behaviors of other subtypes, and if so, which subtypes bring about
the effects (see Table 1). We conclude by proposing a unifying four-subtype model of tumor growth in

SCLC, aiming to represent with one model the varying growth mechanisms accessible across datasets.
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We investigate the posterior probabilities, and therefore posterior odds, of each model variable (see Box 2
and Methods). Despite different posterior probability values (Figure 5A), the probabilities of model
variables across datasets were similar in their trends: across all three-subtype topologies, phenotypic

transition probabilities were all more than 1/2 (Figure 5A, red squares). While some probability values
were poorly informed (light red), (probability between 1/2 and 2/3 ), more were informed by the data (deep
red) (2/3 or more). Conversely, probabilities of Non-NE effects on the growth or transitions were all less
than 1/2 (Figure 5A, blue squares). Some probability values were poorly informed, (light blue) (between

1/5 and 1/,) and others were informed (deep blue) (1/5 or less) with the addition of data.

Table 2. Probabilities after hypothesis exploration using Bayesian multimodel inference. ASCL1, Achaete-scute
homolog 1; NEURODZ1, neurogenic differentiation factor 1; POU2F3, POU class 2 homeobox 3; YAP1, yes-associated
protein; HES1, Hes Family BHLH Transcription Factor 1. TKO, p53f/1;Rbf/:p130%/® tumors (Lim et al., 2017); RPM,
Rb1f/M: Trp537/M; Lox-Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al., 2017); SCLC-A cell lines, a subset of SCLC cell
lines from the CCLE (Barretina et al., 2012) representative of SCLC-A tumors (Wooten et al., 2019))

Informed high posterior probabilities

e  Simulated tumors appeared more likely to be made up of fewer than four subtypes, indicating the model selection
algorithm’s preference for parsimony (fewer subtypes to explain the same data).

e  Phenotypic transitions A-to-N, N-to-Y, A-to-Y had posterior probabilities between 60% and 71%

° Posterior odds for these are between 1.5 and 2.5.

e Transitions are bidirectional: phenotypic transitions N-to-A, A2-to-A, Y-to-N, Y-to-A2, and Y-to-A, had posterior
probabilities between 61% and 81%

° Posterior odds: ~1.5 to 4.

e  Transitions between N and A2 (N-to-A2, A2-to-N) had posterior probability 66%

° Posterior odds: ~2

Informed low posterior probabilities

e Low probability of effects that lead to more/quicker phenotypic transitions from NE to Non-NE subtypes, posterior
probabilities between 17% and 43% (average 32%)

° Posterior odds: ~0.5

e In SCLC-A cell line datasets, trophic effects, where Non-NE subtypes increase NE division and decrease NE death,
had posterior probability 16%

° Posterior odds: 0.19
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Uninformed posterior probabilities

e |Initiating / early post-initiation number of subtypes: out of 15 model initiation options, each probability was between
1% and 19%

e  Phenotypic transitions A-to-A2 and A2-to-Y had posterior probabilities between 52% and 62%

° Posterior odds for these are between 1.08 and 1.6.

e In TKO and RPM datasets, trophic effects, where Non-NE subtypes increase NE division and decrease NE death,
had posterior probabilities between 45% and 46%

° Posterior odds: 0.79 to 0.85.

e In TKO three-subtype models (only three-subtype model with both types of effects) A2 and Y effects are 53%
probable vs. Y only effects at 47% probable

° Posterior odds for A2 and Y effects is 1.13, posterior odds for Y only effects is 0.89.

Overall, the data suggests that Non-NE effects on transition rates of N-to-Y, or A2-to-Y, are unlikely,
(Figure 5B-D, deep blue) regardless of whether “Non-NE” defines only the Y subtype, or both A2 and Y
are Non-NE (Figure 2B). Inter-subtype effects on SCLC phenotypic transition rates have not previously
been studied and our analysis predicts that at least effects on “late transition” (Figure 5A), those interactions
affecting N-to-Y or A2-to-Y, are unlikely to exist. By contrast, transitions involving A-to-N, N-to-A, A2-
to-A, N-to-Y, Y-to-N, A2-to-Y, Y-to-A2, N-to-A2, A2-to-N, A-to-Y, and Y-to-A had posterior

probabilities informed by the data (Figure 5B-D, deeper red). We interpret these results as transitions being

likely, i.e., our degree of belief in these transitions has increased. Investigating initiating events via one or
multiple cells of origin across the candidate models, we find that from equal prior probabilities of 6.67%
per initiating subtype(s) (Figure S1G) the posterior probabilities are not significantly altered, being
between 1% and 15% (not shown). Thus, initiating subtype events were poorly informed by the data.
Additionally, analyzing specific model variables, inter-subtype effects on NE subtype growth, inter-subtype
effects on transition rates between A and N, or A and A2, and the A-to-A2 transition, were also poorly
informed by the data (Figure 5B-D, light blue, light red).

Finally, to consolidate phenotypic transitions and cell-cell interactions into a unifying mechanism for SCLC
tumor growth, we integrated model probabilities from each of the three-subtype topologies for each dataset
into one model (Figure 5E). Briefly, phenotypic transition probabilities were chosen from the models least
informed by the data in an attempt to make conservative predictions (see Methods). Model-averaged
parameter rates were visually compared (Figure 5F) to ensure that they were within reasonable bounds and
that transition rates relate to each other between datasets similarly to our analyses using high-probability
topologies (Figure 4B). Values from the consolidated probabilities (Figure 5E) are those reported in Table

2, along with posterior odds to compare one hypothesis to its opposite.
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Taken together, these results provide insight not only into what model variables the data is able to inform,
but SCLC tumor behavior as well. Knowledge of trophic effects provided by Non-NE cells to the benefit
of NE cells was not provided by this particular data; therefore, we cannot use it to understand this behavior.
However, we were able to gain knowledge about the likelihood of phenotypic transitions, in fact indicating
that nearly all options for phenotypic transitions are likely to exist. We interpret this as high SCLC
plasticity, supporting a non-hierarchical differentiation scheme where tumor population equilibrium is
achieved through any phenotypic transitions (Figure 5E). It is also clear that consolidating the results across
different tumor types is an important step, in order to achieve a broader view of the SCLC tumor as a system

rather than as one particular experimental model.

DISCUSSION

In this work, we integrated conclusions, theories, and hypotheses from SCLC literature to develop aspects
of a population dynamics model — initiating subtype, tumor subtype makeup, subtype phenotypic
transitions, and cell-cell interactions affecting growth and transitions (Figure 1, Table 1) — that we could
then view as mechanistic hypotheses to include or exclude from thousands of candidate models (Figure 2)
to which to apply multimodel inference. Using nested sampling and model selection, we fit all candidate
models to data and determined the marginal likelihood that each model best fits the data, which we then
converted to posterior probability (Figure 3). Using model averaging, we aggregated the posterior
probabilities of groups of candidate models representing single hypotheses. Investigating candidate model
topologies, we determined that varying two- and three-subtype topologies were optimal for representing
each dataset (Figure 4a), and assessing growth and transition rates across these topologies, determined that
the presence of N and A2 altered phenotypic transitions rates (Figure 4b). Estimating the likelihood of each
mechanistic hypothesis given the data, we saw overall that all datasets support the high likelihood of non-
hierarchical phenotypic transitions, indicating SCLC subtype plasticity, and less likely cell-cell interaction
that affect these transitions (Figure 5). Comparing between prior and posterior probabilities, we saw that
while aspects of the model such as phenotypic transitions are well informed by the data, other aspects, such

as tumor initiation and growth rate effects, are not informed by the data.

Here we focus on the aspects of growth in the SCLC primary tumor, and thus do not address invasion or
metastasis. The invasive or metastatic potential of the SCLC tumor is known to be increased by Non-NE
subtypes (Kwon et al., 2015; Williamson et al., 2016), which could be included in the model along with
other aspects of tumor invasion. It is unclear whether the conclusions and predictions presented here apply
to SCLC in the invasive or metastatic setting, but future work will include model additions to place the

tumor growth in a physiologic context that includes both the tumor in situ and during invasion. We are
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limited in our ability to use RNA sequencing subtyping data from primary human tumors, an important
detail in the context of recent studies providing such data (Chan et al., 2021; Simpson et al., 2020; Stanzione
et al., 2022; Stewart et al., 2020). We focus on non-human GEMM data due to the Bayesian model-fitting
process: optimal fitting requires multiple biological replicates to provide a distribution of data points that
account for stochastic variation in the system. Samples from each GEMM used here represent replicates of
tumors from identical backgrounds, since each tumor stems from the same genetic modification leading to
oncogenesis. We cannot use any human data similarly, as each tumor has a unique background. We
approximate multiple human tumor replicates via cell lines of similar steady state composition (Figure 1B),
and in this way consider that we have attained some translational relevance. Future work requires
assessment of which patient primary samples may approximate replicates and whose data can thus be used
for fitting our model(s) using the paradigm described herein. With the wealth of primary human tumor data

now available, additional translational relevance and fitting our models to this data is an ongoing effort.

We note that our candidate models only included encoded cell-cell interactions between subtype Y and
others, or between subtypes A2 and Y together and others (Figure 2B), while our analysis comparing rates
across model topologies suggest that cell-cell interactions may occur between N and/or A2 and other
subtypes (Figure 4B). Interestingly, while we find that N or A2 cell-cell interactions may affect the rate of
phenotypic transitions (Figure 4B), the likelihood of Y or A2 and Y affecting phenotypic transitions is low
(Figure 5A-D). Cell-cell interactions where N or A2 affect tumor growth dynamics have not previously
been studied and we did not include them among candidate models, but our analysis predicts that these may

be interactions to further probe experimentally.

The experimental data used for this analysis supports two-subtype topologies as higher-probability
candidates. This is not surprising, because nested sampling prioritizes simpler models. However, mounting
experimental evidence supports multi-subtype tumor composition (Gay et al., 2021; Ireland et al., 2020;
Limetal., 2017; Mollaoglu et al., 2017; Stewart et al., 2020). In fact, previous work from our labs suggests
that a tumor’s genetic background dictates possible phenotypic subtypes within a tumor population, and
that phenotypic transitions likely mediate the ability of tumor cells to achieve these phenotypes (Harris et
al., 2019; Hayford et al., 2021; Paudel et al., 2018). We therefore hypothesize that with additional data,
such as timecourse or perturbation data, the topology likelihood may be shifted toward three- and four-
subtype models. This is consistent with studies of tumor dynamics from cancer broadly, both with regard
to phenotypic transitions toward or away from a rarer subpopulation (Chaffer et al., 2011; Gupta et al.,
2011; Pisco et al., 2013; Yang et al., 2012) and changes in the proportion of phenotypic subpopulations

after a perturbation. Often this perturbation is the application of drug treatment (Hata et al., 2016; Ku et al.,
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2017; Mu et al., 2017; Risom et al., 2018; Shaffer et al., 2018; Zou et al., 2017), but may also be changes
in microenvironment or related factors (Ireland et al., 2020; Watson et al., 2018).

The results presented here provide strong evidence for phenotypic plasticity in SCLC tumors, based on the
higher likelihood for most phenotypic transitions tested, regardless of differentiation hierarchy. Such
plasticity and ability to undergo any phenotypic transition align less with the CSC paradigm, where only
rare cells have the capacity to undergo transitions toward all subtypes, and more with theories supporting
lineage plasticity where most cell types may undergo phenotypic transitions to maintain population
equilibrium, not only in cancer but in physiological tissues as well. We hypothesize that the ability to reach
different phenotypic states other than those apparent in an untreated tumor sample is a reason for the
treatment resistance seen in nearly all SCLC cases. With a more plastic and less CSC-based phenotypic
equilibrium, instead of rare remaining stem-like populations leading to regenerate a tumor after treatment,
any SCLC subtype that remains post-treatment can lead to tumor regeneration and subsequent treatment
resistance, patient morbidity and mortality. While hierarchical phenotypic heterogeneity vs. phenotypic
plasticity has not been experimentally studied in SCLC, here we make headway by predicting that plasticity

is highly likely, and extremely important in the growth and evolution of the SCLC tumor.

With movement across the differentiation hierarchy (Batlle and Clevers, 2017) due to phenotypic transitions
likely based on signaling and/or feedback mechanisms maintaining population equilibrium (Lander et al.,
2009), additional data from perturbing the experimental models used in this analysis and time-course
experiments of increase, decrease, and regulation of tumor subpopulations will be extremely important to
collect. It is of particular interest as well to compare phenotypic plasticity and the prevalence of non-
hierarchical transitions in treated vs. untreated tumor samples, as treatment is likely to alter the mechanisms
by which tumor population equilibrium may be maintained. Time-course experiments with surface marker
labeling or live-reporter imaging can resolve and provide confirmation for bidirectional phenotypic

transitions, which are crucial to understand in order to battle SCLC treatment resistance.

We believe a paradigm shift is needed for the field of modeling in systems biology, moving from single,
built-to-purpose models to a more unbiased approach, investigating the optimal model(s) with identifiable
parameters for a particular dataset. This can help steer investigators away from informal reasoning that may
lead to incomplete models of mechanistic processes. The methodology employed herein incorporates model
selection and model averaging into a multimodel inference framework, followed by Bayesian analysis to
identify not only whether a hypothesis investigated via mechanistic modeling is or is not likely, but how
likely (and thus how informed by the data) that hypothesis is. Not only can hypotheses be compared in

terms of their likelihoods, but the change from prior to posterior probability represents what aspects of a
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system the data at hand is able to inform. Understanding which hypotheses the data informs is especially
important given variability between data in investigations of the same systems, such as a particular tumor
type. It is difficult to attain a consensus model since investigators use varying experimental models within
the same physiologic or disease process and thus may draw nonoverlapping conclusions, building parts of
a picture but not a whole. Striving for the whole picture, via principled statistical analysis, to be followed
by experiments based on informed model predictions, will advance cancer research and lead to better

treatments.
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METHODS
CIBERSORT deconvolution of RNA sequencing data

Data from two GEMM maodels provide multiple replicates of tumors from two genetic backgrounds: one
from p53™"M;Rb™:p130"M (triple-knockout, or TKO) GEMM tumors (Lim et al., 2017), and another from
Rb1"M: Trp53"M; L ox-Stop-Lox[LSL]-Myc™* (RPM) GEMM tumors (Mollaoglu et al., 2017). We also
used publicly available SCLC cell line data as these provide the more translationally relevant representation
of human tumors. Having been originally derived from human tumors, each cell line has a different genetic
background, and therefore we have only one (genetically identical) replicate per cell line sequencing event.
To approximate genetic similarity between cell lines, and thus approximate multiple replicates, we expect
that cell lines exhibiting similar steady state composition will be more genetically similar than those whose
steady state compositions differ. Previously, in Wooten et al. (2019), we both clustered publicly available
SCLC cell line data into clusters that align with the different SCLC subtypes and used CIBERSORT to
deconvolute the proportions of cell line data and tumor samples into SCLC subtypes from their RNA

sequencing signatures. Results used for this publication can be found as File S1.

Population dynamics modeling in PySB

A population dynamics model represents the abundance of species over time, whether increase or decrease
due to birth/growth or death. We use ordinary differential equation (ODE) models coded via PySB to

generate population dynamics models. PySB is a rule-based modeling language, where one will encode

k
A - 2A, k=0.469 (1)
to indicate that A doubles at a rate of 0.469 doublings per day.

Inter-subtype effects are represented by the increase or decrease of the rate of affected reaction. For
example, the above division rule has a baseline rate of 0.469 doublings per day, but in the presence of an
effector subtype the division rule will have a rate of 0.469*1.05 = 0.493 doublings per day. In this case the

effector subtype has increased the division rate by 5%. Thus the rule-based representation is

k
A+Y->2A+Y, k=0.493 (2
to indicate that A doubles at a rate of 0.493 doublings per day in the presence of Y.

To simulate the passage of time, the speed at which the division/death/transition reaction occurs—its rate, k,
of cells per unit time-must be assigned as in the equations above. While a literature search reveals

approximate rates of division and death among different SCLC subtypes (Table S1), each of these are in a
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different context than the system we model here — for example, division rates for the A subtype are
measured in vitro in the presence of only that one subtype, whereas our population dynamics model is
meant to simulate this subtype in the presence of others as well as in vivo in a mouse tumor. Therefore, we
use the rates in the literature as our prior expectations for division and death, that is, we use these values as
approximate starting values for these parameters during the estimation process. Other rates, such as those
indicating the speed of transitions between subtypes, or any rates including the effects of Non-NE subtypes,
have not previously been noted in the literature and we used much wider ranges for each as our prior
expectations. Rate prior expectations are then provided to the Multinest algorithm to perform nested

sampling.

Multiple hypothesis generation via HypBuilder

Because we perform model selection, we use 5,891 ODE models coded via rule-based modeling in PySB.
Each model is generated to include or exclude from 44 reaction rules. There are eight rules that represent
division and death for each subtype, and with the potential for three different inter-subtype effects
(including none) to have an impact on division or death, each division and death reaction has 3 options,
leading to 24 potential rules relating to division/death in total. There are four rules that represent hierarchical
phenotypic transitions, which likewise have three potential inter-subtype effects, for 12 rules in total
representing hierarchical phenotypic transitions. There are eight rules related to non-hierarchical

phenotypic transitions, for 20 total potential phenotypic transition rules out of the 44 rule options.

We use HypBuilder (https://github.com/LoLab-VU/HypBuilder) to automatically generate the 5,891 PySB

models that we would otherwise have to code by hand. HypBuilder is software for the automatic generation
user-specified collections of mechanistic rule-based models in the PySB format. The input CSV file
contains a global list of all possible model components, and reactions, as well as any instructions regarding
model creation. The instructions dictate which subsets of model components and reactions will be
combinatorially enumerated to create the collection of models. The reactions are parsed via HypBuilder’s
molecular interaction library, a library of defined reaction rule sets that is outfitted with common PySB
interactions and is customizable to include more interactions should the user need them. Once parsed and

enumerated each combination of rules is exported as an executable model via PySB.

The instructions for model construction used in this work direct HypBuilder to use a “list” method to
enumerate all candidate models of interest using prior knowledge of likely combinations of model variables

(see {Github link} for code used to enumerate candidate models and create the list for HypBuilder).
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If the candidate model set contains every relevant biologically plausible possibility, we can consider the
entire set of models as representative of 100% of the probability that one of the candidate models explains,
or provides the mathematical basis underlying, the data. This is an assumption that cannot truly be met, and
most model selection literature acknowledges that one cannot find the “true” model (Burnham and
Anderson, 2002). However, prior knowledge enables us to determine that all 5,891 models represent all
possibilities with regard to outstanding SCLC to the best of our ability.

We visualize the prior expectations for the 44 rate parameters as a probabilistic distribution per parameter
(prior marginal distribution) (Figure S2). Correspondingly, a probabilistic representation of best-fitting
rates for each model is returned by the Multinest algorithm (posterior marginal distribution) (e.g., Figure
4B, 5E; Figure S4, S5B).

Parameter estimation and evidence calculation by nested sampling

As noted in Egs. (1) and (2), rate parameters must be set in order to run simulations of a mathematical
model. Parameter estimation is the process of determining optimal rates that result in a model simulation
recapitulating the data it is meant to represent. Multiple methods exist for parameter fitting or model
optimization, (Mitra et al., 2019; van Ravenzwaaij et al., 2018) with Bayesian methods utilizing a prior rate
parameter distribution, P(@), where @ represents the set of n parameters {6, 6,, ..., 8}, and a likelihood

function to assess a parameter set
L£(8;) = P(D|6y), 3)

where 0; is the it" parameter set and D represents the data being used for fitting. Parameter set 0 is scored
via the likelihood function £(0;) and optimization continues, moving toward better-scoring parameter sets

until an optimal score is reached.

For our likelihood function, we represent SCLC tumor steady-state proportion probabilistically, generating
a Beta distribution (bounded by 0 and 1) to represent the means and standard deviations of sample replicate
subtype proportions, accounting for noise in the proportional space. We test n-1 subtype proportions to
ensure independence of each sampled subtype proportion, to result in the probability of n-1 independent

events (tumor subtype proportions) occurring.

With a prior probability, P(0), and a likelihood (Eq. 3) the posterior probability can be calculated via

Bayes’ Theorem,

P(D|6;)P(8;)

P(6;1D) = J,P(DIO)P(6)d6 ° (4)
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The denominator of Bayes’ Theorem represents the likelihood integrated over all parameter sets, called the

marginal likelihood or model evidence. Nested sampling computes this value (Skilling, 2004).

To perform nested sampling, we utilize the Multinest algorithm (Feroz and Hobson, 2008; Feroz et al.,
2009, 2019). Multinest samples multi-dimensional parameter space, bounding its search by parameter
values along each axis in each of the multiple dimensions based on prior expectation of parameters, P(8),
input by the user. It removes the lowest-probability parameter set and chooses a new one from within the
bounded parameter space, subsequently re-drawing the search space with the bounds incorporating the new
parameter set. This continues until all parameter sets representing the bounds of the search space have
approximately equal probability, and the algorithm estimates that the remaining probability of parameter
sets within the bounds is less than a user-defined tolerance. Each parameter set is evaluated based on a user-
defined likelihood function (Eq. 3). Finally, the likelihood values that correspond to each sampled
parameter set are arranged in the order they were replaced, and the integral over these is taken to
approximate the integral over all possible models, that is, the marginal likelihood or Bayesian model
evidence. We used the Multinest-returned importance nested sampling evidence value, because multiple
importance nested sampling runs (multiple ‘replicates’) for the same candidate model and prior parameters
returned more consistent evidence values than ‘vanilla’ nested sampling (data not shown) (Feroz et al.,
2019).

For our likelihood function we represented simulation outcomes — proportions of subtypes at steady state —
by a Beta distribution, calculating o and B using the mean p and variance o2 of each dataset (Kruschke,
2011):

v=a+ f==Z=—1wherev=(a+p)> 0 (meaning 02 < u(1 — p)) (5)
a=uv=#(%—1),ifaz<u(1—ﬂ) (6)
B=0-wyv=01-u(F 1) it <ul-p. ™

We calculated the log-likelihood of each subtype mean from the dataset being fit against the simulated

subtype’s beta distribution,

Usgim =1 Bsgim—1
(ZO xsdata (1_xsdata) if .
g if s € simulated model topology
S-1 B(a,p)
2 (8)
log(Ae _Adeata), where 1 = — , otherwise
Sdata
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where S is the set of subtypes, a;_ and B indicate the calculation of a (Eq. 6) and 8 (Eq. 7) using the

proportion of subtype s from the simulation and the variance of subtype s in the data, x,, . is the mean

T(@I'®)

proportion of subtype s in the dataset, B(a, £) is Tt )

and I is the Gamma function, and o, . is the

standard deviation of the data. Using the exponential function (log(/le 'Adeam)) as part of the log-
likelihood (Eg. 8) enabled us to calculate a likelihood value for subtypes not present in a model’s topology,
which should be a poor log-likelihood if the subtype has a high proportion in the data but was not included
in the model topology, or a better log-likelihood if the subtype has a low proportion in the data but was not
included in the model topology (and therefore potentially contributing to overfitting). The Python module
scipy.stats was used to calculate the Beta log likelihood (Eqg. 8, above) and the exponential log likelihood
(Eqg. 8, below). A simulation would not be scored (return NaN and thus be thrown out by the Multinest
fitting algorithm) if the tumor subtype proportions did not reach steady state (calculated by whether a

proportion timecourse had a slope of zero for the last 7.5% of the simulation).

Multinest is run per model per dataset, which equates to performing 5,891 mechanistic interpretations, 3
times each. CPU time for one model fitting was on average 19 hours (~0.80 days), with a range of 5 minutes
to 28 days. If Multinest had not reached its stopping point by 28 days, we assumed that all regions of
parameter space were similarly unlikely and that further running of the algorithm would only continue to
refine the search of the unlikely space; models with this difficulty are very likely to have low marginal
likelihood due to the unlikeliness of the parameter space. We do not include these incompletely-searched
models in our multimodel inference analyses (Figures 3-5) and we confirmed that all models that reached
28 days of CPU time without reaching the Multinest stopping point have an extremely low evidence value

at the time they were terminated.
Candidate model prior and posterior probabilities and confidence interval calculation

Each candidate model is considered equally likely prior to fitting by Multinest. That is, every candidate
model has an equal prior probability of being the optimal model to represent the underlying SCLC tumor

system,
1
P(My) = L 9)

Where M is the set of all candidate models. With the model evidence, or marginal likelihood, P(D|My,)
estimated by Multinest, (Feroz and Hobson, 2008; Feroz et al., 2009, 2019) the posterior probability per
model can be calculated as

P(D|My)P(My)

P(MilD) = 5 oimypem,y

(10)
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With a posterior probability per model, (Figure 3) we calculate a 95% confidence interval. This is
accomplished by summing decreasing model posterior probabilities until the sum is 0.95, then considering
those models as our 95% CI (Burnham and Anderson, 2002) (Figure 3, orange). Using this confidence
interval results in ~1000 models per dataset, a considerable decrease from the initial 5,891. This is a more
traditional approach to determining a confidence set of models.

We also took an approach discussed in (Burnham and Anderson, 2002). In this approach, a Cl is informed
by use of the Bayes Factor between the highest-scoring model and consecutively decreasing scoring models,

until the Bayes Factor is larger than a particular cutoff. The models in this CI would be those models i for

P(D |Mhighest)

which POIMY)

> cutoff. Burnham and Anderson (Burnham and Anderson, 2002) denote such a

method as a “relative likelihood confidence interval” and discuss its support by statistical theory (Azzalini,
1996; Berger and Wolpert, 1984; Edwards, 1992; Royall, 1997), noting that it is uncommonly found in the
model selection literature. We used a cutoff of 102, the lowest Bayes Factor at which a difference may be
determined (Kass and Raftery, 1995). Even with this permissive cutoff, the relative likelihood CI includes

only tens of models, an even greater decrease from the initial number of candidates.
Prior and posterior probabilities per hypothesis being investigated

Each hypothesis has an assigned prior probability based on our prior expectations. For all hypotheses, we
took an approach where we considered each hypothesis as equally likely compared to competing
hypotheses. For the inclusion of most model variables, this was a prior probability of 50%, where it is 50%
likely the model variable is part of a model that is the best representation of the tumor system, and 50%
likely that same variable is not part of that model. For the inclusion of effects in the candidate models, the
prior probability for a given effect is 33%, where it is equally likely that an effect is generated by Y,
generated by A2 and Y, or that no effect is present. The comparison between effect types (including none)
is included in Tables S2-S4, while the comparison of any effect at all vs. no effect (50% vs. 50%) is included

in the main text.

For the model topology analysis, we considered it equally likely that any model topology could best
represent the tumor system that generated each dataset, and with 11 possible model topologies this resulted
in a 9% prior probability per model topology (Figure 4A). For model initiating subtype hypotheses, (Figure
S1G) with 15 potential combinations of initiating subtypes, each initiating subtype combination has a

6.67% prior probability.

Each candidate model can then be assigned a prior probability conditional on the hypothesis being

considered, P(M,|H;), where M, is the k™ candidate model and H; is the hypothesis being considered. The
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calculation of P(M, |H;) is based on the number of candidate models that fall under the hypothesis being

considered,

P(H;)

P(My|H;) = emadl’

(11)

where {Mj EM, Hi} is the set of all models assigned to H;. For example, if H; is the hypothesis that the
model variable A to Y transition is part of the model that would best represent the SCLC tumor system,

then {M; € M, H;} is the set of all candidate models that include the A to Y transition model variable.

Using this prior probability, the posterior probability for an individual model, conditional on the hypothesis

being considered, can be calculated as

P(D|My,Hi)P(Mg|Hy)
Y;P(DIMjH;)P(Mj|H}) '

P(MlevHi) = (12)

Where P(D|M,, H;) is the Bayesian model evidence (marginal likelihood) for Model,,.

The posterior probability for an individual model k under hypothesis H;, P(M,|D, H;), is not directly used,
as the posterior probability of H; itself, P(H;|D) is of principal interest. Under Bayes” Theorem,

P(D|H;)P(H})

P(H;|D) = 3, P(DIH;)P(H,)'

(13)

Where P(D|H;) is the marginal likelihood of H; over all models to which it applies, {Mj EM, Hl-}.
According to (Kass & Raftery, 1994), this can be calculated as

P(D|H;) = Xy P(D|My, H;)P(My|H;), (14)

with a summation instead of an integral because each model has a discrete prior probability as calculated
in Eq. (11).

Using the results of Eq. (14) in Eq. (13), we then calculate the posterior probability for each hypothesis,
pictured in Figure 5A-D and noted in Table 2. In this way, we can use Bayesian calculation rather than
parameter importance analysis (Galipaud et al., 2014; 2017) to determine the posterior probability of each
model variable. This also enables us to avoid bias in considering models with and without certain model
variables, if an uneven number of candidate models contain a model variable vs. do not contain the variable
(Garthwaite and Mubwandarikwa, 2010).

Posterior odds per hypothesis being investigated

25


https://doi.org/10.1101/2022.07.22.500696
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2022.07.22.500696; this version posted July 23, 2022. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

All model variables begin with a prior probability of 0.5. With equal prior probabilities across all model

variable hypotheses, the posterior odds represented by —P2Ste7io probability

(I—posterior probability) is equivalent to the Bayes

Factor (see Box 2). Therefore, calculation of the posterior odds and the Bayes Factors for each model

variable are equivalent.

A posterior probability of model variable inclusion of 0.75 or more, or probability of 0.25 or less, would be
considered substantial evidence for inclusion or exclusion of that variable, respectively (Kass and Raftery,
1995). Given the nature of the posterior odds, where a value of 2 indicates that one hypothesis is twice as
likely to be true as the other, we also consider posterior probabilities of 0.667 or more, or 0.333 or less, to
be notable evidence for inclusion or exclusion of the model variable considered. We consider probabilities

between 0.333 and 0.667 to not have been significantly informed by the data.
Bayesian model averaging of parameter sets

Since Multinest returns multiple best-fitting parameter sets, each parameter in a model has a frequency
distribution representing the values it takes on over these parameter sets. We thus consider each parameter
using a probabilistic representation, per model (posterior marginal distribution) (Figure 4B, 5E; Figure
S4, S5B). Since each candidate model is assigned a posterior probability as in Equation (11), all best-fitting
parameter sets for that model can be assigned the same posterior probability. The frequency distribution of
one parameter’s values across a model’s best-fitting parameter sets are thus weighted by its model’s
posterior probability. Then, the frequency distributions of weighted parameter values per model can be
combined, representing the distribution of potential values of a particular parameter, weighted by model
posterior probabilities. This way, parameter values in the distribution that come from models with a higher
posterior probability (thus higher model evidence) will have more of an effect on the probabilistic

representation, since they represent more likely values for the parameter.

To assemble representative fitted parameter sets for each candidate model, we used the first 1000 parameter
sets from the Multinest equally weighted posterior samples per model. With up to 44 parameters and up to
5,891 models, the collection has 44 parameter columns and up to 5,891,000 rows representing a parameter

vector. The collections were made per dataset.
Comparing parameter distributions

As above, each kinetic parameter has a frequency distribution representing 1000 fitted values per candidate
model, meaning up to 5,891,000 fitted values across all models (weighted using Bayesian model averaging,
as above). To compare parameter rates across models in the same dataset but with different topologies, we

grouped each parameter according to the model topology from which it came. We then sampled 1000 values
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from the BMA-weighted distribution per kinetic parameter across all models of the same topology. We
performed ANOVA followed by Tukey HSD at family-wise error rate (FWER) of 0.01, using the Python
module statsmodels. Below an FWER of 0.01, we considered the sampled parameters significantly different
across models. We then repeated the sampling, ANOVA, and Tukey HSD for a total of 10 iterations. We
then averaged across determinations of significant/non-significant and if a parameter comparison across
model topologies was significantly different more often than it was not different, we considered the
parameter rates to be different comparing model topologies. The same methodology was used to compare

parameter rates across different datasets.
Generating a consolidated model of the SCLC tumor

A hypothesis (model variable) whose posterior probability is further from its prior probability indicates
more information gained during the nested sampling process - more knowledge provided by the data.
Conversely, a posterior probability similar to the corresponding prior probability indicates that the data did

not inform our prior knowledge.

To unify the varying models into one view of SCLC biology, we brought together model probabilities from
each three-subtype topology per dataset (Figure 5E). To bring together the results for each three-subtype
topology results in the investigation of what appears as a four-subtype topology. In fact, if we are to envision
one model that can represent one system that generated all three datasets, it would need to include all four
subtypes. We consider this a reasonable practice in that all transition posterior probabilities in the three-
topology subtypes either were little informed by the data or had a value indicating that transitions are likely;
in addition, all Non-NE effects were either little informed by the data or had a value indicating that these
effects are unlikely. Posterior probabilities were not the same between three-subtype topologies, but these
trends of likely or unlikely model features generally agreed.

When consolidating models in this way, if model variables were part of multiple topologies (e.g., the A-to-
N transition is part of the A, N, and Y topology, best representing the RPM dataset, and the A, N, and A2
topology, best representing the SCLC-A cell line dataset) we took the posterior probability of the model
feature closer to 0.5. For example, the posterior probability for the A to N transition in the RPM dataset is
0.709 and the posterior probability for this same transition in the SCLC-A dataset is 0.626. Therefore, in
the four-subtype consolidated representation, the posterior probability for the A to N transition is 0.626.
This is the most conservative way to represent the knowledge gained by the data from the perspective of
the entire SCLC system, allowing for the most uncertainty to remain. We consider this practice as avoiding

claiming more certainty about model features than the data may provide.
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Main Figures

Figure 1: Conclusions and hypotheses from the literature, along with experimental data from
mouse and human tumors, enables building a mechanistic hypothesis exploration space for
SCLC tumor growth and development. HES1, Hes Family BHLH Transcription Factor 1;
ASCL1, Achaete-scute homolog 1; NEURODZ1, neurogenic differentiation factor 1; POU2F3, POU
class 2 homeobox 3; YAP1, yes-associated protein. TKO, p53™f:Rbf:p130™"" tumors (Lim et al.,
2017); RPM, Rb1™™:Trp531/M: |_ox-Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al., 2017);
SCLC-A cell lines, a subset of SCLC cell lines from the CCLE (Barretina et al., 2012) that we
previously assigned as representative of tumors made up largely of the SCLC-A subtype (Wooten et
al., 2019)).

A. Synthesis of what is currently known about SCLC subtypes, which have been divided into two
overall phenotypes, neuroendocrine and non-neuroendocrine, and then further classified into
subtypes based on transcription factor expression (SCLC-P not shown). (1) Neuroendocrine
SCLC cells, which do not express Hes1, transition into non-neuroendocrine cells, which do. (2)
Hes1+ cells release unidentified factors (gray circle) that support viability and growth of Hes1-
cells, and the two Hes1+ and Hes1- populations grow better together rather than separately. (3)
Consensus across the field led to labeling SCLC phenotypic subtypes by the dominant
transcription factor expressed in that subtype. (4) Predicted subtype with transcriptional signature
intermediate between neuroendocrine and non-neuroendocrine, named SCLC-A2. (5) Phenotypic
transitions occur in a hierarchical manner from SCLC-A to SCLC-N to SCLC-Y cells.

B. CIBERSORT deconvolution of TKO and RPM genetically engineered mouse model (GEMM)
samples (previously published) as well as SCLC-A cell line samples. CIBERSORT was
performed on RNA-sequencing data.

Figure 2: Exploring SCLC hypotheses via model selection requires building candidate models

representing single or combinations of these hypotheses.

A. Model topologies constructed with 2+ subtypes, with number of combinations per number of
subtypes.

B. Subtype effect schema, where there are different effectors between candidates and different
affected cellular actions.

C. Potential transition schema, where all subtypes in topology must be accessible either as initiating
subtypes or via transitions (top), unidirectional transitions are those that follow a hierarchy

(middle), and bidirectional transitions must be symmetrical when present (middle/bottom).
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D. Spectrum of tumor behavior, from the cancer stem cell hypothesis: one originating cell,
hierarchical phenotypic transitions, to the plasticity hypothesis: multiple originating or early
subtypes, transitions irrespective of hierarchy. An intermediate behavior is also possible: one
originating cell, transitions without hierarchy.

Figure 3: Fitting to experimental data and assigning Bayesian evidence based on model fits
separates candidate models into more and less likely. TKO, p53"":Rb"":p130™"" tumors (Lim et
al., 2017); RPM, Rb1"™:Trp53™M:_ox-Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al., 2017);
SCLC-A cell lines, a subset of SCLC cell lines from the CCLE (Barretina et al., 2012)
representative of SCLC-A tumors (Wooten et al., 2019)).

(A) - (C). Evidence values (left y-axis) and posterior probability values (right y-axis) from nested
sampling, one point per model, ordered from model with greatest evidence to model with least
evidence. Models whose evidence value are within 101/2 of the greatest evidence value, the
"relative likelihood confidence interval," are colored in red. Nested sampling and evidence
calculation is performed per dataset.

TKO dataset.

RPM dataset.

SCLC-A cell line dataset.

Numbers and percentages of models in the relative likelihood confidence interval, 95%

o w >

confidence interval, and remaining non-confidence interval models.

Figure 4: Most likely model topology varies across datasets, while transition parameter rates vary
according to subtype presence in similar ways across datasets. TKO, p53"":Rb":p130%f tumors
(Lim et al., 2017); RPM, Rb1": Trp53™M:_ox-Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al.,
2017); SCLC-A cell lines, a subset of SCLC cell lines from the CCLE (Barretina et al., 2012)
representative of SCLC-A tumors (Wooten et al., 2019)). (*) indicates significance between samples
from BMA parameter distributions at family-wise error rate (FWER) = 0.01, averaged over ten

sampling iterations using one-way ANOVA plus Tukey HSD.

A. Hypothesis assessment of model topologies, per dataset. Probability indicates the result of Bayes
theorem using equivalent prior probabilities per topology (e.g., 9% probability that one of the
topologies in the x-axis best represents a dataset) and evidence values (marginal likelihoods)
summed per topology. Model topologies represented by images and corresponding numbers
along the x-axis. Posterior probability based on marginal likelihoods of all candidate models that

include A as an initiating subtype.
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B. Division and phenotypic transition parameters for TKO, RPM, and SCLC-A cell line datasets,
comparing between higher-probability topologies (A) and four-subtype topology per dataset.

Figure 5: Across datasets, multimodel inference indicates that bidirectional phentoypic transitions
are likely, suggesting high SCLC phenotypic plasticity. Tsn, transition (e.g., subtype transition).
TKO, p53™"M1:RbM:p130™" tumors (Lim et al., 2017); RPM, Rb1™M: Trp537: Lox-Stop-Lox[LSL]-
MycT58A tumors (Mollaoglu et al., 2017); SCLC-A cell lines, a subset of SCLC cell lines from the
CCLE (Barretina et al., 2012) that we previously assigned as representative of tumors made up
largely of the SCLC-A subtype (Wooten et al., 2019)). (*) indicates significance between samples
from BMA parameter distributions at family-wise error rate (FWER) = 0.01, averaged over ten
sampling iterations using one-way ANOVA plus Tukey HSD.

A. Heatmap for high probability three-subtype topologies for each dataset (rows), all models
initiated by A +/- other subtypes. Color represents the probability of each cellular behavior
(column). Since prior probability starts at 0.5 (white), deeper colors indicate a larger deviation

from the prior, with red vs blue indicating more likely or less likely probability, respectively.

(B)-(D). Model schematics with each cellular behavior represented by edges coming from or
moving toward each cell subtype, (gray circles) growth rates, (self-arrows) or transitions (arrows
between gray circles). Edge colors correspond to colors for that behavior in the heatmap in (A).
Top-scoring three-state topology for:

TKO dataset,
RPM dataset, and
SCLC-A cell line dataset.

Schematic of consolidated model behaviors, drawn from each dataset's high-probability three-

moow

subtype topology results ((B)-(D)). When multiple dataset results included different posterior
probabilities for a model feature, the one closest to 0.5 was chosen (most conservative). Edge
colors correspond to posterior probabilities, with intensity of colors representing information
gained from data, as in (A)-(D).

F. Parameter fitting results (part of the nested sampling algorithm) for four-subtype topology

models initiated by A +/- other subtypes, across datasets.

Figure 4: Most likely model topology varies across datasets, while transition parameter rates vary
according to subtype presence in similar ways across datasets. TKO, p53™M;Rb"":p130™"" tumors
(Lim et al., 2017); RPM, Rb1™":Trp53"M:_ox-Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al.,
2017); SCLC-A cell lines, a subset of SCLC cell lines from the CCLE (Barretina et al., 2012)
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representative of SCLC-A tumors (Wooten et al., 2019)). (*) indicates significance between samples
from BMA parameter distributions at family-wise error rate (FWER) = 0.01, averaged over ten

sampling iterations using one-way ANOVA plus Tukey HSD.

A. Hypothesis assessment of model topologies, per dataset. Probability indicates the result of Bayes
theorem using equivalent prior probabilities per topology (e.g., 9% probability that one of the
topologies in the x-axis best represents a dataset) and evidence values (marginal likelihoods)
summed per topology. Model topologies represented by images and corresponding numbers
along the x-axis. Posterior probability based on marginal likelihoods of all candidate models that
include A as an initiating subtype.

B. Division and phenotypic transition parameters for TKO, RPM, and SCLC-A cell line datasets,
comparing between higher-probability topologies (A) and four-subtype topology per dataset.

Box 1: Population dynamics modeling and inter-subtype effects.
Box 2: Bayesian statistics and multimodel inference (MMI).

Box 3: Multiple methods for model selection / model averaging, from traditional (least informative)

to Bayesian (most informative).

Main Tables

Table 1: Existing data pertaining to SCLC intratumoral heterogeneity and communication. ASCL1,
Achaete-scute homolog 1; NEUROD1, neurogenic differentiation factor 1; POU2F3, POU class 2
homeobox 3; YAPL, yes-associated protein; HES1, Hes Family BHLH Transcription Factor 1.
TKO, p53™"M:RbM:p130" tumors (Lim et al., 2017); RPM, Rb1™M: Trp537: Lox-Stop-Lox[LSL]-
MycT58A tumors (Mollaoglu et al., 2017)

Table 2: Probabilities after hypothesis exploration using Bayesian multimodel inference. ASCL1,
Achaete-scute homolog 1; NEURODL, neurogenic differentiation factor 1; POU2F3, POU class 2
homeobox 3; YAPL, yes-associated protein; HES1, Hes Family BHLH Transcription Factor 1.
TKO, p53™"M1:RbM:p130" tumors (Lim et al., 2017); RPM, Rb1™M; Trp537: Lox-Stop-Lox[LSL]-
MycT58A tumors (Mollaoglu et al., 2017); SCLC-A cell lines, a subset of SCLC cell lines from the
CCLE (Barretina et al., 2012) representative of SCLC-A tumors (Wooten et al., 2019))

Supplemental Figures
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Figure S1: Cell fate rate, and rate parameter prior, calculations.

A. Rate of a cell fate (division, death, or phenotypic transition) for X (viae) can be calculated as a
function of the population size of the effector cell w (see Box 1) (Harris et al., 2019).

B. Example calculation of division rate parameter prior for H841, representation of subtype Y, (see
Table S1) converting doubling times to "per day" units.

C. Division prior for subtype Y, (blue dashed line centered at the mean) as well as inter-subtype
effect on division, whose mean is centered 5% lower (red dashed line; see Table S1) with wider
variance to account for more uncertainty in inter-subtype effects.

D. Example calculation and visualization of death rate parameter prior for Y (blue dashed line at
mean) and inter-subtype effect on death (red dashed line at mean, 5% higher).

E. Example uniform transition prior, (see Table S1) here showing N to Y transition; blue dashed
line at baseline transition rate center, red dashed line at inter-subtype effect transition rate center.

F. Equilibrium assumption prior, representing KpK,*® in the equation (A). Each affected interaction
has a unique KpK® prior, but all such priors have identical values (centered at 1000) before
fitting.

G. Different model initiation hypotheses, where a model can be initiated by one or more subtypes
(thick black outline) depending on the subtypes present (four-subtype topology shown). With 15

options and equal prior probabilities, the prior probability for each initiation hypothesis is 6.67%.

Figure S2: Parameter prior distributions for all possible reactions in a candidate population

dynamics model.

If a candidate model does not contain a reaction, for example a model with the topology A, N, and Y
does not include A2 and thus will not include A2 division, death, or transitions to/from A2, then the
rate parameter priors for A2-related reactions will not be included as a parameter prior for model

fitting.

Figure S3: Fitting models to data as part of nested sampling results in simulations that better fit the

data than simulations using randomly selected parameter values.

Data distribution, prior predictive distribution, and posterior predictive distribution for each
dataset and all candidate models. Data is fit to a Beta distribution, bounded by zero and one, and
used in the likelihood function input for Multinest (see Methods). Prior predictive distribution
represents model simulations using parameters randomly drawn from the prior. Posterior
predictive is generated by model simulations using best-fitting parameters returned by Multinest.

See Note S1 for more detail.
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Figure S4: Rate parameter posterior marginal distributions, after applying Bayesian modeling

averaging based on candidate model posterior probability.

Rate parameter distributions are plotted based on candidate model initiating subtype, where the
subtype that initiates the tumor in the simulation results in nonidentical posterior distributions

for some model parameters.

Figure S5: Investigating probabilities and model-averaged parameter rates across datasets and
within topologies. TKO, p53"";Rb™M:p130"M tumors (Lim et al., 2017); RPM, Rb1"M; Trp531/M: ox-
Stop-Lox[LSL]-MycT58A tumors (Mollaoglu et al., 2017); SCLC-A cell lines, a subset of SCLC
cell lines from the CCLE (Barretina et al., 2012) representative of SCLC-A tumors (Wooten et al.,
2019)).

A. Hypothesis assessment of model topologies per dataset, posterior probabilities based on all
candidate models, with no filtering based on initiating subtype (see Figure S3). Model
topologies represented by images and corresponding humbers along the y-axis.

B. Comparison of phenotypic transition parameter posterior marginal distributions, BMA-
weighted, per dataset, separated by topology. In 3- and 4-subtype topologies, distributions are
further separated by hierarchical or non-hierarchical transition status. Bars indicate significance
between samples from BMA parameter distributions at family-wise error rate (FWER) of 0.01,
using one-way ANOVA plus Tukey HSD. Red bar: comparison noted in the main text.

Supplemental Tables

Table S1: Existing data pertaining to SCLC intratumoral heterogeneity and communication used

for rate parameter priors.

Table S2: Model variable posterior probabilities after hypothesis exploration using multimodel
inference, TKO data in high-probability 3-subtype topology. TKO: p53"":Rb"":p130™"" tumors
(Lim et al., 2017).

Table S3: Model variable posterior probabilities after hypothesis exploration using multimodel
inference, RPM data in high-probability 3-subtype topology. RPM, Rb1™": Trp53/: _ox-Stop-
Lox[LSL]-MycT58A tumors (Mollaoglu et al., 2017)

Table S4: Model variable posterior probabilities after hypothesis exploration using multimodel

inference, SCLC-A cell line data in high-probability 3-subtype topology. SCLC-A cell lines, a
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subset of SCLC cell lines from the CCLE (Barretina et al., 2012) representative of SCLC-A tumors
(Wooten et al., 2019)).

Supplemental Note

Note S1: Simulations using best-fitted parameters, as opposed to randomly-selected parameters
from the prior distributions, replicate subtype proportions at steady state *update numbers

when code finishes
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Box 1. Population dynamics modeling and inter-subtype effects

A population dynamics model represents behaviors of species over time, tracking the size of a cell population,
rather than tracking individual cells. However, such a model can also include signaling and dependence beteween
species ({Farisesiht _(ﬁ)l.- hn?s%@.)o_rgfr‘&ﬂlo@@@él&t@%&é@ammﬁ!ﬁ%@@w?@ﬂ%% R &ﬁu%ﬂ%ﬁer Whﬁ_%{ gre_wbmaulation
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increase or decrease can be affected by the presence of other subpopulations. Here, cell types x and w are able
to undergo division, death, and phenotypic transition at rates kgjy, Kdje, and kx-y, respectively (A).
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In our case, where species are cells of an SCLC tumor population,
each is assigned a subtype identity (A, N, A2, or Y). The model
simulates tumor growth over time, (B, top) calculating the increase
in subpopulation amount (B, middle), from which tumor subtype 0%
proportion may be calculated (B, bottom) and compared at steady

state to tumor proportion data. We define steady state as the composition of a tumor based on the relative
abundance of each cell subtype in the tumor, without external perturbations. Though tumor growth may continue
exponentially in a steady state, the proportion of subpopulations within remains constant (Harris et al., 2019).

Proportion

Non-spatial cell-cell interactions may also be modeled, by changing the rates of reactions for one subpopulation
according to the amount of another subpopulation present. Here, using the hypothesized biology where subtype
w produces a secreted signal f that affects subtype x, we calculate the change in reaction rates. In (C), w
secretes the unknown signaling factor f at a rate of kf, while fis degraded at rate k_f. Factor f may affect subtype
X at a rate of ke, where x becomes x* ("x under effect of f'). Subtype x can then revert back to its unaffected
form at a rate of k_g, indicating the rate at which the signaling is completed.
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With kfthe production rate constant and k_f the degradation rate constant, K9 is the equilibrium constant for the
amount of factor fin the system (D). Similarly, Kp is the equilibrium constant related to the on-effect rate constant
ke and the off-effect rate constant k_g. Given these, the rate of a cell fate (division, death, or phenotypic
transition) for x (Vfate) can be calculated as a function of the population size of the effector cell w (D) (Harris et
al., 2019) (see Note S1 for calculations).

By assigning the value of k*fate as more or less than kfate for a particular cell fate, the presence of the effector
cell subpopulation can increase or decrease, respectively, the rate of the cell fate for subpopulation x. In our
population dynamics model, typically effector cells increase division and transition rates and decrease death
rates, as shown in (E).
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Box 2. Bayesian statistics and multimodel inference (MMI)

“Probability” in Bayesian statistics indicates the degree of belief or confidence in an event, orin a
proposal that a statement may be true — that is, a hypothesis. The degree of belief in Bayesian
statistics is affected by prior knowledge about the hypothesis combined with data. In this case,
data can refer to measurements related to the hypothesis, synthesized into a likelihood that the
hypothesis is true. Prior knowledge combined with data leads to the posterior probability, defined
using Bayes’ Theorem as

p(D|H)p(H) (1)
Srex P(D|H)P(H)

P(H|D) =

where P(H|D) is the posterior probability of the hypothesis given the data D, P(D|H) is the
probability of observing the data D if the hypothesis H were true (also called the likelihood), and
P(H) is the prior probability of the hypothesis. Calculation of the posterior probability of the
hypothesis P(H|D) requires dividing the likelihood of one hypothesis times its prior, P(H|D)P(H),
by the sum of the likelihood times the prior probability for each hypothesis H within the set of all
hypotheses H (shown in Eq. 1).

The Bayes Factor is the ratio of the likelihood of two hypotheses, and when prior probabilities are
equal is equivalent to the ratio of the two posterior probabilities:

P(D|H;) _ P(HllD)/P(Ho
p(D|H>) P(HzID)/P(H )

P(H,|D)

BF =
P(H,|D)

; BF =

when P(H,) = P(H,) 2)

The Bayes Factor (BF) between one hypothesis and another indicates a true difference between
the probability of each hypothesis when BF > 10%2: the value of 10¥? (~=3) is the lowest at which
a difference may be determined (Kass and Raftery, 1995).

For model selection, the part of MMI addressing the likelihood that a candidate model represents
the underlying process that generated the data, the hypotheses H in (Eq. 1) represent candidate
models M within the set of all models M (see Figure 2), and data D represents each dataset to
which each model is fitted (see Figure 1). Nested sampling calculates the marginal likelihood that
each model represents the data, thus we can use Bayes Theorem to calculate the posterior
probability that a model M, best represents the data (Figure 3) (see Methods).

Given that our candidate models incorporate the range of possibilities of SCLC behavior, (Figure
2) we can use the marginal likelihood of each candidate model to calculate the posterior
probability of each hypothesis (see Table 1 for biological hypotheses). This can be done via
Bayesian model averaging, (BMA) the part of MMI addressing the likelihood that a model variable
is supported by the data. In this case, the likelihood P(D|H) for a hypothesis H; is represented

by:
P(D|H;) = Xk P(D|My, H;)P(My|H;) 3

where P(D|My, H;) is the marginal likelihood of a model M, if M, falls under the hypothesis H;,
and P(M,|H;) is the prior probability of M, across all models falling under H; (Burnham and
Anderson, 2002; Fragoso et al., 2017). Incorporating P(D|H;) in (Eq. 2) back into (Eq. 1) enables
us to calculate posterior probabilities (Figure 5) for each hypothesis and Bayes Factors
comparing competing hypotheses (Table 2).
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In a traditional approach (A), a single model is selected to represent a system based on an investigator’s best
reasoning. Parameter fitting is performed (see Box 1). Resulting fitted parameters for the sole model in this
approach may be biased: if a mechanistic process (model reaction) is wrongfully included or excluded, a fitted rate
might be skewed to accommodate the inclusion/exclusion by driving simulations toward a better fit to the data.

In an information theoretic (IT) multimodel inference approach (B), known features of a system are used to
generate candidate models with differing reaction rules. All candidates are fit to the same data. An information
criterion (IC) such as Akaike Information Criterion (AIC) (the IT example in this Box; see (Dziak et al., 2020) for a
discussion of IC in model selection), is calculated per model based on best-fitting parameters and parameter
number. A confidence set of models can be chosen based on differences between AICs, or "weights" (Burnham
and Anderson, 2002). Model averaging may be performed, including calculation of parameter importance.

Bias may play a role in several areas of the IT process. Firstly, IC weights are commonly determined after
optimization via sampling algorithm like Markov Chain Monte Carlo, which only partially explores parameter space
(van Ravenzwaaij et al., 2018). Thus, a confidence set based on IC weights misses information, not accounting for
the parameter space's full complexity. Next, parameter importance is commonly estimated by summing model's
weights where a parameter appears, then dividing by the sum of all model weights, approximating a probability
(Burnham and Anderson, 2002; Galipaud et al., 2014). Galipaud et al. caution against interpreting sums of weights
(importance values) as probabilities, as they do not accurately represent variable effect on simulation outcome
(Galipaud et al., 2014, 2017). Finally, importance values are difficult to interpret if there are more candidate models
with a given feature than without, (Burnham and Anderson, 2002) resulting in inflated feature importance. Attempts
to resolve this bias have included assigning prior weights based on candidate model similarity (Garthwaite and
Mubwandarikwa, 2010). We posit that we have solved the above issues in part, by using marginal likelihood
values from a nested sampling algorithm rather than approximations like AIC. Marginal likelihood replaces weights
and the "importance" calculation results in a posterior probability by definition of Bayes' Theorem. Parameter
importance inflation can be solved by implementing the appropriate prior probability in Bayes' Theorem.

Thus, in our approach (C), nested sampling fits candidate models to data, saving all parameter set scores to later
use for estimating marginal likelihood, or Bayesian evidence (see Box 2; Methods). Model averaging then
incorporates uncertainty into posterior rate parameter distributions via Bayes’ Theorem (Fragoso et al., 2017).
Parameter posterior probability (rather than importance) is calculated, resulting in the posterior probability of each
model feature given prior probability and data. In this way we use the principles of Bayesian inference to
incorporate uncertainty into our conclusions.
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