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Neuronal populations in the cerebral cortex engage in probabilistic coding, effectively encoding
the state of the surrounding environment with high accuracy and extraordinary energy efficiency. A
new approach models the inherently probabilistic nature of cortical neuron signaling outcomes as a
thermodynamic process of non-deterministic computation. A mean field approach is used, with the
trial Hamiltonian maximizing free energy and minimizing the net quantity of temperature-entropy,
compared with a reference Hamiltonian. Thermodynamic quantities are always conserved during
the computation; free energy must be expended to produce information, and free energy is released
during information compression, as correlations are identified between the encoding system and its
surrounding environment. Due to the relationship between the Gibbs free energy equation and the
Nernst equation, any increase in free energy is paired with a local decrease in membrane potential.
As a result, this process of thermodynamic computation adjusts the likelihood of each neuron firing
an action potential. This model shows that non-deterministic signaling outcomes can be achieved
by noisy cortical neurons, through an energy-efficient computational process that involves optimally
redistributing a Hamiltonian over some time evolution. Calculations demonstrate that the energy
efficiency of the human brain is consistent with this model of non-deterministic computation, with
net entropy production far too low to retain the assumptions of a classical system.

I. INTRODUCTION

To compute the most likely state of the surrounding
environment, a cortical neural network must select an
optimal system state in the present context from a large
probability distribution. Researchers have previously
modeled this inherently probabilistic computation with
Bayesian statistics [1], random-connection models [2], or
fanofactor analysis of spike variance over time [3]. For in-
dividual neurons, the Hodgkin-Huxley equations provide
a good approximation of firing patterns under steady-
state conditions [4]. But channel leak and spontaneous
subthreshold fluctuations in membrane potential signifi-
cantly contribute to the likelihood of a given cell reaching
action potential threshold [5-8]. Indeed, the relationship
between membrane voltage, ion conductances, and chan-
nel activation, given by the Hodgkin-Huxley equations, is
a classical limit that emerges from intrinsically stochastic
processes [9-11]. Notably, cortical neurons actively main-
tain a coordinated ’up-state’, allowing electrical noise to
gate signaling outcomes [12]. Yet despite extensive litera-
ture on the statistical randomness of neuronal population
coding and inter-spike variability, the mechanistic basis
for achieving inherently probabilistic signaling outcomes
across a cortical neural network is not well-understood.

Mean field theory has been usefully employed to model
probabilistic coding in cortical neural networks [13, 14].
This methodology allows an exploration of the solution
space, leading to the selection of a system state from a
probability distribution [15]. At the mean field limit, the
network achieves a fixed state, where excitatory and in-
hibitory contributions are balanced, so that fluctuations
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dominate the network level dynamics [16, 17]. As a re-
sult, the application of mean field theory has led to a
better understanding of the contribution of internal mem-
brane fluctuations to signaling outcomes [18] and how
stochastic events shape network-level dynamics [19, 20].

Biological systems gradually achieve a more ordered
configuration over time by identifying a more compatible
state with their environment, simply by reducing predic-
tive errors [21, 22]. This view, known as the free energy
principle, asserts that learning systems strive toward ’the
minimization of surprise’, with new information contin-
ually prompting the revision of erroneous priors [23, 24].
Similarly, the concept of ‘free energy’ has been regularly
employed in the machine learning field to solve optimiza-
tion problems through a process of gradient descent [25,
26]. It should be noted however that ‘free energy’ is a
statistical quantity, not a thermodynamic quantity, in
these contexts. For the past forty years, researchers have
striven to explain computation, in both biological and ar-
tificial neural networks, in terms of ‘selecting an optimal
system state from a large probability distribution’ [27,
28]. Yet a mechanistic connection between noisy coding
and energy efficiency has remained elusive.

This report presents a thermodynamic basis for mean-
field theory, with the Hamiltonian being modeled not
only as a computational quantity but also as an energetic
quantity. Modeling cortical information processing as an
iterative process of minimizing entropy and maximizing
free energy ties together the bio-energetic efficiency of the
system with the computational accuracy of the system.
In this model, noise drives a non-deterministic computa-
tion, with the compression of information entropy paired
with a release of free energy, which directly affects signal-
ing outcomes. The extraordinary energy efficiency of the
human brain is shown to be compatible with this model.
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II. METHODS

A. A thermodynamic mean field model

A mechanistic process of thermodynamic computation
is modeled with a Hamiltonian 〈H〉t, which is the sum of
all potential and kinetic energies in a non-equilibrium sys-
tem. The Hamiltonian operates on a vector space, with
some spectrum of eigenvalues, or possible outcomes, that
can be obtained from a measurement. That measurement
provides an exact solution for the Hamiltonian. This
computational process resolves the amount of free energy
available to the system Ft, which is the total amount of
energy in the system 〈H〉t less the temperature-entropy
generated by the system TSt:

Ft = 〈H〉t − TSt . (1)

If no time has passed, or no interactions take place,
the reference Hamiltonian H0 is the sum of all degrees of
freedom ξi for all probabilistic components of the system:

H0 =
N∑
i=1

hi(ξi) . (2)

If some time has passed, or interactions have taken
place, the Hamiltonian Ht of the system can be modeled
as the mixed sum of all pairwise interactions:

Ht =
∑

(i,j)∈P

Vi,j(ξi, ξj) . (3)

The mean field is then given by:

hMF
i (ξi) =

∑
{j|(i,j)∈P}

V0(ξi, ξj)Z0(ξj) . (4)

Where V0 represents the trace over Vi,j and Z0 repre-
sents the trace over e−Ĥ/kBT . As the encoding System is
perturbed, by interacting with its surrounding environ-
ment, the Hamiltonian evolves over time:

Ht = H0 + ∆H . (5)

The Hamiltonian is dependent on an enormous number
of contributing parameters. For this reason, it is compu-
tationally challenging to identify an exact solution, and
variational methods in statistical physics use approxi-
mations to do so. Of course, different ’measurements’
may yield different solutions, with different spectrums of
eigenvalues. To model this variational outcome, we can
employ a trial Hamiltonian:

H̃t = H0 + 〈∆H〉 . (6)

The original Hamiltonian has the same spectrum of
eigenvalues as the trial Hamiltonian. However, the orig-
inal Hamiltonian differs from the trial Hamiltonian by
some positive value, such that:

〈H̃t〉 = 〈H0 + 〈∆H〉〉 = x〈Ht〉 . (7)

Since:

〈H̃〉t = x〈H0 + ∆H〉 , (8)

the free energy of the trial Hamiltonian must be greater
than or equal to the free energy of the original Hamilto-
nian. This is known as the Bogoliubov inequality:

F̃t = 〈H̃〉t − TSt ≥ Ft = 〈H〉t − TSt . (9)

The computation results in energy being effectively re-
distributed across the system, with some trial Hamil-
tonian maximizing free energy availability. That trial
Hamiltonian will be thermodynamically favored. The full
account must always be balanced - with the total amount
of energy in the system, represented by the Hamiltonian,
being the sum of all free energy and temperature-entropy.

B. The entropy of the system

For a classical thermodynamic system, the macrostate
of the system is a distribution of microstates, given by
the Gibbs entropy formula. Here, kB is the Boltzmann
constant, Ei is the energy of microstate i, pi is the prob-
ability that microstate occurs, and the Gibbs entropy of
the system is given by S :

S = −kB
∑

pi ln pi. (10)

Yet the behavior of cortical neural networks can be
better described as a statistical ensemble of microstates
[1, 2]. And so, in this model, the macrostate of the sys-
tem is formally described as a statistical ensemble of all
component pure microstates, given by the von Neumann
entropy formula:

S(ρ) = −Tr (ρ ln ρ). (11)

Here, entropy is a high-dimensional volume of possible
system states, represented by the trace across a density
matrix ρ. ρ is the sum of all mutually-orthogonal pure
states ρx, each occurring with some probability px:

ρ =
∑

pxρx, (12)
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Each component state is described by a state vector ψx.
For example, the state of each neuron |ψx〉 at time t is un-
certain, described as having some probability of switching
to an on-state (1) and some probability of remaining in
an off-state (0). ρx is defined as the outer product of this
finite dimensional vector space. The mixed sum of all
these component pure states is therefore:

ρ =
∑

px |ψx〉 〈ψx|. (13)

The cortical neural network is an open non-equilibrium
thermodynamic system (System A), comprised of N
units, each described by a state vector ψAx, operating
within a surrounding environment (System B), comprised
of M units, each with a state vector ψBx. Each system
is described by a density matrix, or a mixed sum of or-
thonormal pure states. The system and its surrounding
environment are initially uncorrelated with each other,
and the combined system is created by the tensor prod-
uct of the two density matrices:

ρA ⊗ ρB = ρAB . (14)

Each orthonormal pure state generates a Hilbert space,
and any pure states that are identical cannot physically
co-exist. Identifying non-distinguishable states (or linear
correlations between pure states) will therefore compress
the von Neumann entropy of the combined system. Any
redundancies are eliminated during a linear transforma-
tion. And so, as the encoding Thermodynamic System
‘A’ is perturbed, by interacting with its surrounding envi-
ronment, Thermodynamic System ‘B’, the density matrix
undergoes a time evolution, from ρAB → ρ′AB :

ρAB → ρ′AB = ρ(t) = UρABU
† . (15)

The unitary change in basis is provided by the time
shift operator U :

U = e−iĤt , (16)

During this time evolution, correlations are identified
between the two particle systems [29, 30]. If the systems
are uncorrelated, the states are additive and the total en-
tropy of the combined system remains unchanged. But if
any component pure states between the two systems are
correlated, entropy will be compressed. Here, entropy
is additive in uncorrelated systems, but it is subtractive
in correlated systems, as mutual redundancies in system
states are recognized and reduced. This process of com-
pression leads to the subadditivity rule:

S(ρAB) = S(ρA) + S(ρB)

= S(ρ′A) + S(ρ′B) ≥ S(ρ′AB).
(17)

Thermodynamic System ’A’ essentially solves a com-
putationally complex problem by identifying correlations
with its surrounding environment, Thermodynamic Sys-
tem ’B’. An optimal system state in the present context
is selected from a broad probability distribution, as in-
formation is compressed. The most thermodynamically
favored and ‘optimal’ system state is the one that is both
most correlated with the surrounding environment and
most compatible with existing anatomical and physio-
logical constraints.

C. The free energy of the system

The Helmholtz equation can be used to calculate the
net change in free energy over some period of time t. In
a thermodynamic system that traps heat to accomplish
work, the net change in Helmholtz free energy Ft is equiv-
alent to the enthalpy Et, less the amount of temperature-
entropy TSt generated over that period of time:

Ft = Et − TSt . (18)

The Helmholtz free energy equation applies in contexts
where pressure is not constant, but temperature is, while
the Gibbs free energy equation applies in contexts where
temperature is not constant, but pressure is. If the over-
all temperature and pressure of the system remain con-
stant, the change in Helmholtz free energy Ft is equiva-
lent to the change in Gibbs free energy Gt:

Gt = Et − TSt . (19)

The Gibbs free energy of a given neuron is related to
its membrane potential:

Gt = −nFVt . (20)

D. The neuronal membrane potential

The Nernst equation calculates the temperature-
dependent voltage shift in an electrochemical cell at ther-
modynamic equilibrium, based on the type and quantity
of charge moving across the cellular membrane:

Vt − V0 =
RT

nF
ln (Qr) , (21)

Where:
Vt is the electrochemical potential of the cell after some
time t has passed (in volts),
V0 is the starting potential of the cell (in volts),
R is the universal gas constant (R = 8.314472 J/Kmol),
T is the temperature in degrees Kelvin (T = 310.15 K
under standard conditions),
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F is the Faraday constant (F = 9.64853×104 C/mol),
n is the number of electrons that are transferred during
the reaction, and
Qr is the reaction quotient, which defines the equilibrium
potential of the reaction.

It is important to note the Nernst equation is specifi-
cally used for describing the resting potential of a neuron,
not the action potential itself, which is a non-equilibrium
process. This equation calculates the likelihood of a neu-
ron firing an action potential upon some perturbance
to the resting state (e.g. any event that increases the
membrane potential or prompts inward sodium currents).
Once the system has shifted away from equilibrium, the
action potential goes to completion.

Thermodynamic systems in equilibrium are generally
robust to shifting away from equilibrium, and the Nernst
equation continues to describe the equilibrium state of
the cell as that balance is restored, often returning the
cell to a resting state. The Nernst equation only breaks
down when the cell exits equilibrium – for example, when
the sodium ion concentration inside the neuron increases
and the equilibrium potential suddenly soars. That non-
equilibrium state is the action potential, and it cannot
be described by the Nernst equation.

Once a reaction proceeds, the Nernst equation can-
not describe that non-equilibrium process. However, this
computational process only affects the resting potential,
so these time-dependent perturbations, occurring in the
context of thermodynamic equilibrium, can be described
by the Nernst equation.

III. RESULTS

A. A thermodynamic computation maximizes
free energy and drives signaling outcomes

The total entropy generated by encoding System A,
prior to compression, is defined as:

Stotal := S0 = S(ρAB) . (22)

The net entropy generated by encoding System A, after
compression, is defined as:

Snet := St = S(ρ′AB) . (23)

The change in entropy during compression is equiv-
alent to the quantity of correlations identified between
System A and System B:

∆S = St − S0 = S(ρ′AB)− S(ρAB) . (24)

The quantity of entropy is maximized when the system
state is completely random and all non-zero eigenvalues

have equal probability px. The randomness of informa-
tion is minimized if a more predictable value is identified.
In general, the von Neumann entropy of the system is less
than maximal when some system states are more likely
than others. S(ρ′AB) and S(ρAB) reach equality only if
no correlations are identified at all. During the time evo-
lution, entropy is reduced, such that:

∆S ≤ 0 . (25)

The energetic account must always be balanced, with
the net amount of energy acquired by the system dis-
tributed toward either free energy or entropy:

∆E = ∆G+ T∆S . (26)

In order to balance the account, any loss of entropy
during compression must be paired with a release of free
energy, with ∆G = Gt −G0:

∆G ≥ 0 . (27)

With these two values being equivalent:

−T∆S = ∆G . (28)

The compression of information entropy is paired with
free energy release. This conservation law is known as the
Landauer Principle [31-34]. This free energy is available
to do work, allowing the system to attain a more ordered
state, as it becomes less random and more compatible
with its surrounding environment. This work involves
building the membrane potential. The increase in Gibbs
free energy, upon any reduction of uncertainty, is paired
with an decrease in the neuronal membrane potential:

∆G = −nF∆V . (29)

Information compression locally increases free energy
and locally decreases the membrane potential. Neurons
which have gained certainty during the computation will
therefore gain free energy and move further away from
action potential threshold, restoring their resting poten-
tial. By contrast, neurons which have gained uncertainty
during the computation will lose free energy and move to-
ward action potential threshold, increasing the likelihood
of firing a signal.

If the overall temperature of the system remains the
same, then information compression must both decrease
the distribution of possible system states and encode the
most likely system state in a pattern of neural activity. As
a result, any reduction of uncertainty regarding the state
of the surrounding environment will correspond to sparse
but synchronous firing in neurons across the network.

In summary, the redistribution of energy during a ther-
modynamic computation, as the Hamiltonian is resolved,
allows the heat-trapping system to physically instantiate
the solution to a computational problem.
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B. Estimating net entropy production
in the human brain

If the system gains internal heat over time t, then this
energy can be distributed toward increasing entropy or
increasing the amount of free energy available to do work.
Minimizing the amount of entropy therefore leaves more
free energy available to do work within the system. Since
energy is always conserved, the account must always be
balanced. Any reduction in entropy during the compu-
tation must be balanced by an increase in the amount of
free energy that is available to do work. Conversely, any
net increase in entropy must reduce the amount of free
energy that is available to do work. If the brain does
engage in non-deterministic computation, with a trial
Hamiltonian maximizing free energy availability, then
the brain should exhibit better-than-classical energy effi-
ciency. The inefficiency of the system, or the net entropy
production, can be calculated using empirical measures.
The amount of temperature-entropy T∆S produced over
time t = ∆ is equal to the net change in enthalpy ∆E
less the change in available free energy ∆G:

T∆S = ∆E − ∆G . (30)

The enthalpy E is the total heat content of the sys-
tem. If work is done on a system, ∆E is equal to the
net change in internal energy of the system ∆U plus the
net work done on the system ∆W . If work is done by
the system, ∆E is given by the net change in internal
energy of the system ∆U minus the net work done by
the system ∆W . In the case of reversible changes to
the quantities of either volume V or pressure p (non-
electrical work), ∆W = −V∆p. For a cortical neural
network – a far-from-equilibrium thermodynamical sys-
tem of electrochemical cells, which actively traps energy
to accomplish work – the quantity of ∆E is given by:

∆E = ∆U − ∆W . (31)

The change in the total heat content of the system ∆E
is given by the net energy gained by the system ∆U sub-
tracted by the amount of work completed by the system
∆W over some period of time t. The net energy ∆U is
given by the quantity of thermal energy entering the sys-
tem ∆Uin subtracted by the quantity of thermal energy
exiting the system ∆Uout over time t. Combining Eqs.
30 and 31 yields:

T∆S = ∆Uin − ∆Uout − ∆W − ∆G . (32)

The net inefficiency of the system, given the
temperature-entropy T∆S, is equal to the net change
in internal energy of the system ∆U , less the work done
by the system ∆W , less the change in free energy ∆G.

Now that all energy in the system is accounted for,
we can calculate values for ∆Uin, ∆Uout, ∆W , ∆G, and
T, to estimate the quantity of ∆S generated by the hu-
man brain. The net change in internal energy of the sys-
tem ∆U is equivalent to the caloric value supplied by the
bloodstream to serve the neural network (provided by the
energy input ∆Uin) minus the amount of excess heat pro-
duced during that period of time (provided by the energy
output ∆Uout). To make a calculation based on neuronal
signaling activity only, the change in free energy ∆G can
be estimated as the quantity of energy released during
the action potential, and the amount of work ∆W can
be estimated as the quantity of ATP expended on setting
up the electrochemical resting potential. The quantity of
entropy ∆S produced in the human brain over time t can
then be estimated by accounting for the constant overall
temperature of the system, T :

∆S =
∆Uin − ∆Uout − ∆W − ∆G

T
. (33)

The energy consumed by the human brain over the
course of a day is approximately 20% of oxygen intake
and 20% of calories consumed by the body, a value
that remains relatively constant regardless of variation
in mental tasks or amount of motor activity [35, 36]. In
adult males, this energetic usage is approximately 400
kilocalories or 1673.6 kJ per day. This estimated rate of
∆Uin is equal to 19.37 J/s or 19.37 Watts.

At rest, the human brain has an estimated metabolic
rate of 3.5mL O2/100g/minute, with venous blood flow
removing heat [37]. This rate yields a sustained jugular
venous-to-arterial temperature difference of 0.3C [38, 39].
This value corresponds to an estimated heat production
of approximately 6 J/kg/min [40, 41]. The rate of ∆Uout

is therefore estimated to be 0.14 J/s or 0.14 Watts.
The amount of energy expended on work ∆W can

be estimated by quantifying ATP turnover in the hu-
man brain. The quantity of ATP used on signaling pro-
cesses in rat neocortex has been estimated at 21 µmol
g−1 min−1 [42], with experimental measurements of total
ATP use approximating 30-50 µmol g−1 min−1 [43-46],
although estimates vary in both directions [47, 48]. Lim-
iting the estimate to signaling processes only, the ATP
turnover in neocortical grey matter is 0.35 µmol g−1 s−1.

Assuming the human brain has a similar rate of ATP
turnover to other mammals, the quantity of ATP used on
signaling processes in the human brain can be calculated
by estimating the total amount of neocortical grey mat-
ter. The size of the human brain by volume is rather vari-
able, with a measured range of 1053-1499 cm3 in adult
men and 975-1398 cm3 in adult women [49, 50]. The
quantity of grey matter is 49.4% - 58.5% in adult men
and 52.1% - 59.6% in adult women, both averaging 55%
[51]. Since the average adult male brain is 1.4 kg [52], the
approximate quantity of grey matter is 770 g, and so the
estimated ATP turnover rate in this energetically expen-
sive tissue is 0.27 mmol/s. In living cells, the hydrolysis
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of one ATP molecule releases 57 kJ/mol of energy. Given
these values, the grey matter of the average adult male
brain expends ATP on neuronal signaling processes at a
rate of 15.36 J/s or 15.36 Watts. This is the estimated
value of ∆W .

Here, ∆Uin is the amount of incoming caloric energy
(19.37 J/s), ∆Uout is the heat loss from the system (0.14
J/s), ∆W is the amount of energy used to set up the
electrochemical resting potential (15.36 J/s), and ∆G is
the amount of free energy stored in the neuronal mem-
brane that is released during the action potential (which
we can assume to be negligible). Each parameter is pro-
vided as a rate of energy turnover in Joules per second,
or Watts. Eq. 33 can be used to calculate the quantity
of energy lost to entropy in the human brain every sec-
ond, given by ∆S. Using the values for each parameter
as described above, and a system temperature T equal
to 37C or 310K, the value of ∆S over the course of t=1s
can be calculated by substituting values into Eq. 33:

∆S =
19.37J − 0.14J − 15.36J − 0.00J

310
= 0.012J .

(34)
This exercise suggests the human brain is 99.9%

energy-efficient, an estimate that corresponds well with
other models demonstrating the remarkable energetic ef-
ficiency of cortical neurons within the central nervous
system [42-48]. The high rate of energetic turnover in
these cells should contribute to significant quantities of
entropy and heat production, yet this seems not to be
the case. There is far too much ordered work hap-
pening here. In addition to electrochemical signaling,
neurons undergo anabolic metabolism, gene transcrip-
tion, protein manufacture, post-translational modifica-
tion, protein transport, and membrane remodeling, all
processes which require energetic expenditure. Notably,
these activity-dependent tasks maintain the ordered state
of the neuron and ensure the physical structure retains
an optimal configuration to encode information within
the neural network. These non-signaling tasks are not
included in the budget for ATP turnover given here, and
may be reasonably expected to further increase the en-
ergy expenditure of cortical neurons. In addition, the
45% of brain weight which is not cortical grey matter
is not included in this estimate, contributing to 20% of
the total ATP turnover of the brain, or an additional 3.8
J/s. As a result, the total amount of energy expended on
performing work appears to exactly match total caloric
uptake – leading to the astonishing conclusion that the
human brain is nearly 100% energy efficient.

And so, with excellent estimates for caloric intake, heat
output, ATP turnover, and temperature – based on em-
pirical data – the quantity of energy expended to com-
plete work within the mammalian central nervous system
is found to be curiously efficient. As a result of this ex-
traordinary efficiency, the estimated quantity of entropy
produced by the human brain is far too low to retain the
assumptions of a classical system.

It seems highly unlikely that a physical system whose
primary job is to process information creates no physical
information or entropy at all. Instead, this model shows
how a heat-trapping system might cyclically generate and
compress information entropy, recovering free energy as
that thermodynamic quantity of information is parsed for
correlations, consistencies, or predictive value.

C. Predictions

The theoretical model presented here results in an
energy-efficient, non-deterministic, system-wide compu-
tation. As correlations are identified, and information en-
tropy is physically compressed, the thermodynamic com-
puting system takes on a more ordered state and becomes
more compatible with its surrounding environment. This
theoretical framework therefore offers a putative mecha-
nistic link between non-deterministic computation and
extraordinary energy efficiency in the mammalian brain.

This new theoretical framework for modeling non-
deterministic computation in cortical neural networks
makes some specific predictions with regard to the wave-
length of thermal free energy released upon information
compression [53], and the contribution of these local-
ized thermal fluctuations to cortical neuron signaling out-
comes [54]. This approach also makes specific predictions
about the expected effects of electromagnetic stimulation
and pharmacological interventions on perceptual content
[55]. Some further predictions of the theory, prompted
by the present model, include:

1. Cortical neurons should meet the criteria
for a quantum system

In this new theoretical model, cortical neurons redis-
tribute a Hamiltonian operator to minimize entropy and
maximize free energy, with this computational process
driving signaling outcomes. This is explicitly a model of
quantum computation, with probabilistic coding cycli-
cally generating and compressing quantum information.
Certainly doubt has been cast on the hypothesis that
the brain is a quantum system [56]. If this hypothesis
is true, then empirical measures of coulomb scattering
profiles, decoherence timescales, ionization dynamics and
dissipation rates should meet the Tegmark criteria for a
quantum system: “If τdyn � τdec, we are dealing with
a true quantum system, since its superpositions can per-
sist long enough to be dynamically important. If τdyn �
τdiss, it is hardly meaningful to view it as an indepen-
dent system at all, since its internal forces are so weak
that they are dwarfed by the effects of the surroundings.
In the intermediate case where τdec � τdyn < τdiss, we
have a familiar classical system.” Further studies should
be conducted to ascertain the exact values for each of
these parameters in cortical neurons.
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2. Cortical neurons should demonstrate
exceptional energy efficiency

In this new theoretical model, a cortical neural net-
work selects an optimal system state in the present con-
text from a large probability distribution, in a process of
non-deterministic computation. This naturally leads to
the compression of information entropy and the release
of free energy. If cortical neurons are indeed able to re-
cover the energy that is normally dissipated irreversibly
toward the production of entropy, their net entropy pro-
duction should be well below classical expectations for
the amount of work being completed. If cortical neu-
rons do undergo a physical process of non-deterministic
computation, then empirical studies should confirm these
cells to be significantly more energy-efficient than neu-
rons in spinal reflex circuits, which have purely deter-
ministic signaling outputs. This prediction can be tested
by comparing ATP turnover in cells of similar size, with
similar firing rates and similar levels of gene expression,
protein turnover, and intracellular transport. If cortical
neurons are classical computational units, obeying the
null hypothesis, then these cells should exhibit purely
classical energy efficiency.

3. Artificial neural networks with the physical properties of
a cortical neural network should achieve spontaneous

unprogrammed exploratory behavior

One challenge for both organisms and robotics is spon-
taneously exploring the local environment in search of
predictive value, without being explicitly programmed to
do so [57]. Recent advances in state-of-the-art robotics
have involved introducing a library of robot action prim-
itives, parameterized by arguments which are gradually
adopted under a reinforcement learning policy [58]. In
classical computing architectures, there simply cannot be
spontaneous acceleration from rest without programmed
priors and policies. By contrast, in this model of quan-
tum computing architecture, energy is periodically redis-
tributed around the system, to achieve directed work -
including synaptic remodeling and driving the action of
the body. For this reason, far-from-equilibrium systems
that trap heat to do work can spontaneously explore their
environment and gain knowledge about it through this
method of non-deterministic computation. This theory
predicts that such unprogrammed exploratory behavior
can never be achieved in classical computing architec-
ture, because the Hamiltonian cannot be redistributed;
however, robotic hardware with similar anatomical and
physiological properties should be able to achieve sponta-
neous learning by engaging with their local environment.

4. Artificial neural networks with the physical properties of
a cortical neural network should require fewer time and

energy resources to solve computationally complex problems

Another challenge for both organisms and robotics is
minimizing the time and energy resources utilized while
solving decision problems. The system must encode the
most likely state of the surrounding environment, using
one or more sensory modalities impinging on a layered
neural network architecture, then make a decision on
the appropriate response in that context. In classical
computing architecture, computationally complex prob-
lems can be solved through brute force methods [59] or
cascading classifiers [60]. Alternatively a large solution
space can be explored, with a minimization of energy ex-
penditure achieved through gradient descent [25, 26]. In
this model of quantum computing architecture, time and
energy are uncertain until these variables are resolved
into a mutually compatible state for all computational
units within the system. For this reason, this theory
predicts that fewer time and energy resources should be
needed to solve computationally complex problems using
this method of thermodynamic computation. However,
robotic hardware with similar anatomical and physio-
logical properties should exhibit biologically-comparable
time and energy efficiency during decision problems, if
the Hamiltonian is being effectively redistributed.

IV. DISCUSSION

The extraordinary energetic efficiency of the central
nervous system has been noted, particularly among the-
orists who query whether this competence is intrinsically
linked to the production of information entropy [61, 62]
or the exascale computing capacity of the brain [63, 64].
In this report, energy is indeed being expended on the
production of information – but rather than being an ab-
stract quantity, or a quantity that is irreversibly lost, this
quantity is released back into the system as free energy as
information is physically compressed, in accordance with
the Landauer principle.

This approach models how cortical neural networks
produce entropy in a thermodynamic sense, then eval-
uates whether information processing emerges from such
a lean assumption. Indeed, all thermodynamic systems
must create entropy, with that quantity related to the
pressure, temperature, density, and volume of the system.
If a hot, dense, non-heat-dissipating system appears to
be nearly 100% energy-efficient, the sensible logic is not
that entropy is not being produced at all, but rather that
correlations are being extracted and information is being
compressed, in accordance with physical laws. This re-
port demonstrates that information generation and com-
pression can occur in far-from-equilibrium systems, with
the system naturally encoding the likely state of its sur-
rounding environment, as it takes on a more ordered state
over time.
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This model of neural computation both vindicates and
elaborates Friston’s free energy principle [21-24], provid-
ing a thermodynamic basis for the reduction of ‘surprise’
during predictive processing. While prior efforts used
statistical methods to model the inherently probabilistic
patterns of cortical neural network activity [1-3, 18], the
present model usefully shows how energy-efficient non-
deterministic computation might be achieved by follow-
ing thermodynamic laws.

Here, employing the laws of information thermody-
namics yields a mechanistic connection between proba-
bilistic coding and the free energy principle in cortical
neural networks. Moving forward, exploring the relation-

ship between energetic efficiency and non-deterministic
computation may prove useful to both the field of neuro-
science and the field of computational physics.

ACKNOWLEDGMENTS

The author received support for this work from the
Western Institute for Advanced Study, with generous
donations from Jason Palmer, Bala Parthasarathy, and
Vanguard Charitable.

[1] Beck, J.M., et al. (2008) Probabilistic population codes
for Bayesian decision making. Neuron 60(6): 1142––52.

[2] Maoz, O., et al. (2020) Learning probabilistic neural
representations with randomly connected circuits. Proc
Natl Acad Sci U S A 117(40): 25066––73.

[3] Fayaz, S., Fakharian, M.A., and Ghazizadeh, A. (2022)
Stimulus presentation can enhance spiking irregularity
across subcortical and cortical regions. PLOS Comput
Biol 18(7):e1010256.

[4] Hodgkin, A.L. and Huxley, A.F. (1952) A quantitative
description of membrane current and its application to
conduction and excitation in nerve. J Physiol 117(4):500-
544.

[5] Dorval, A.D. and White, J.A. (2005) Channel noise is es-
sential for perithreshold oscillations in entorhinal stellate
neurons. J Neurosci 25(43):10025-10028.

[6] Stern, E.A., Kincaid, A.E., and Wilson, C.J. (1997)
Spontaneous subthreshold membrane potential fluctua-
tions and action potential variability of rat corticostriatal
and striatal neurons in vivo. J Neurophysiol 77(4):1697-
1715.

[7] Mendonca, P.R., et al. (2016) Stochastic and determin-
istic dynamics of intrinsically irregular firing in cortical
inhibitory interneurons. Elife 5.

[8] Insanally, M.N, et al. (2019) Spike-timing-dependent
ensemble encoding by non-classically responsive cortical
neurons. Elife 8.

[9] Rinzel, J. and Miller, R.N. (1980) Numerical calculation
of stable and unstable periodic solutions to the Hodgkin-
Huxley equations. Math Biosci 49:27-59.

[10] Rowat, P. (2007) Interspike interval statistics in the
stochastic Hodgkin-Huxley model: coexistence of gamma
frequency bursts and highly irregular firing. Neural Com-
put 19(5):1215-1250.

[11] Austin, T.D. (2008) The emergence of the deterministic
Hodgkin-Huxley equations as a limit from the underly-
ing stochastic ion channel mechanism. Ann Appl Prob
18:1279-1325.

[12] Haider, B., Duque, A., Hasenstaub, A.R., and Mc-
Cormick, D.A. (2006) Neocortical network activity in
vivo is generated through a dynamic balance of excitation
and inhibition. J Neurosci 26(17):4535-4545.

[13] Gabrie, M. (2020) Mean-field inference methods for neu-
ral networks. J Physics A 53: 223002.

[14] Buice, M.A. and Chow, C.C. (2013) Beyond mean field

theory: statistical field theory for neural networks. J Stat
Mech 3: P03003.

[15] Mei, S., Misiakiewicz, T. and Montanari, A. (2019) Mean
field theory of two-layer neural networks: dimension-free
bounds and kernel limit. Proceedings of Machine Learn-
ing Research 99: 1––77.

[16] van Vreeswijk, C. and Sompolinsky, H. (1998) Chaotic
balanced state in a model of cortical circuits. Neural
Comput 10(6): 1321––71.

[17] Brunel, N. (2000) Dynamics of sparsely-connected net-
works of excitatory and inhibitory spiking neurons. J
Comput Neurosci 8(3): 183––208.

[18] Geisler, C., Brunel, N. and Wang, X.J. (2005) Contri-
butions of intrinsic membrane dynamics to fast network
oscillations with irregular neuronal discharges. J Physiol
94(6): 4344––61.

[19] Bandyopadhyay, A., Bernard, C., Jirsa, V.K.
and Petkoski, S. (2022) Mean-field approxima-
tion of a network of biophysical neurons driven
by conductance-based ion exchange. bioRxiv
doi.org/10.1101/2021.10.29.466427

[20] Deco, G., Jirsa, V.K. and McIntosh, A.R. (2011) Emerg-
ing concepts for the dynamical organization of resting-
state activity in the brain. Nat Rev Neurosci 12(1):
43––56.

[21] Friston, K. and Kiebel, S. (2009) Predictive coding under
the free-energy principle. Philos Trans R Soc Lond B
364(1521): p. 1211––21.

[22] Adams, R.A., Shipp, S. and Friston, K.J. (2013) Pre-
dictions not commands: active inference in the motor
system. Brain Struct Funct 218(3): 611––43.

[23] Friston, K., J. Kilner, and Harrison, L. (2006) A free
energy principle for the brain. J Physiol 100(3): 70––87.

[24] Feldman, H. and Friston, K. (2010) Attention, Uncer-
tainty, and Free-Energy. Front Hum Neurosci 4: 215.

[25] Bellec, G., et al., (2020) A solution to the learning
dilemma for recurrent networks of spiking neurons. Nat
Commun 11(1): 3625.

[26] Scellier, B. and Bengio, Y. (2017) Equilibrium propaga-
tion: Bridging the gap between energy-based models and
backpropagation. Front Comput Neurosci 11: 24.

[27] Hopfield, J.J. (1987) Learning algorithms and probabil-
ity distributions in feed-forward and feed-back networks.
Proc Natl Acad Sci U S A 84(23): 8429––33.

[28] Engel, A.K. and Singer, W. (2001) Temporal binding

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted December 7, 2022. ; https://doi.org/10.1101/2022.12.03.518978doi: bioRxiv preprint 

https://doi.org/10.1101/2022.12.03.518978
http://creativecommons.org/licenses/by-nc-nd/4.0/


9

and the neural correlates of sensory awareness. Trends
Cogn Sci 5(1): 16––25.

[29] Schumacher, B. (1995) Quantum coding. Phys Rev A
51:2738.

[30] Bennett, C.H. and Shor, P.W. (1998) Quantum informa-
tion theory. IEEE Trans Inf Theory 44(6):2724-2742.

[31] Landauer, R. (1961) Irreversibility and heat generation
in the computing process. IBM J Res Dev 5:183-191.

[32] Berut, A., Arakelyan, A., Petrosyan, A., Ciliberto, S.,
Dillenschneider, R., and Lutz, E. (2012) Experimental
verification of Landauer’s principle linking information
and thermodynamics. Nature 483(7388):187-189.

[33] Jun, Y., Gavrilov, M., and Beckhoefer, J. (2014) High-
precision test of Landauer’s principle in a feedback trap.
Phys Rev Lett 113:190601.

[34] Yan, L.L., et al. (2018) Single-atom demonstration of the
quantum Landauer principle. Phys Rev Lett 120:210601.

[35] Magistretti, P. and Pellerin, L. (1999) Cellular mecha-
nisms of brain energy metabolism and their relevance to
functional brain imaging. Philos Trans Roy Soc Lond B
354: 1155––63.

[36] Sokoloff, L. (1981) Localization of functional activity in
the central nervous system by measurement of glucose
utilization with radioactive deoxyglucose. J Cereb Blood
Flow Metab 1: 7––36.

[37] Clarke, D.D. and Sokoloff, L. (1999) Regulation of Cere-
bral Metabolic Rate. In Basic Neurochemistry: Molec-
ular, Cellular and Medical Aspects, Sixth Edition.
Philadelphia: Lippincott-Raven Chapter 31.

[38] Nybo, L., Secher, N.H., and Nielsen, B. (2002) Inad-
equate heat release from the human brain during pro-
longed exercise with hyperthermia. J Physiol 545(2):
697––704.

[39] Sukstanskii, A.L. and Yablonskiy, D.A. (2004) An ana-
lytical model of temperature regulation in human head.
J Therm Biol 29: 583––7.

[40] Lassen, N.A. (1985) Normal average value of cerebral
blood flow in younger adults is 50 ml/100 g/min. J Cereb
Blood Flow Metab 5: 347––49.

[41] Madsen, P.L., et al. (1993) Middle Cerebral Artery Blood
Velocity and Cerebral Blood Flow and O2 Uptake During
Dynamic Exercise J Applied Physiol 74(1): 245––50.

[42] Harris, J.J. and Attwell, D. (2012) The energetics of CNS
white matter. J Neurosci 32: 356––71.

[43] Engl, E. and Attwell, D. (2015) Non-signalling energy
use in the brain. J Physiol 593(16): 3417––29.

[44] Attwell, D. and Laughlin, S.B. (2001) An energy budget
for signaling in the grey matter of the brain. J Cereb
Blood Flow Metab 21(10): 1133––45.

[45] McKenna, M.C., et al. (2012) Energy metabolism of
the brain. In Basic neurochemistry: molecular, cellu-
lar and medical aspects, Eighth Edition. Philadelphia:
Lippincott-Raven Chapter 11.

[46] Howarth, C., Gleeson, P., and Attwell, D. (2012) Up-
dated energy budgets for neural computation in the neo-
cortex and cerebellum. J Cereb Blood Flow Metab 32(7):
1222––32.

[47] Zhu, X-H. et al. (2012) Quantitative imaging of energy
expenditure in human brain. Neuroimage 60(4): 2107–

–17.
[48] Heiss, W-D. et al. (2020) Metabolic rates in small brain

nuclei determined by high-resolution PET J Nucl Med
45(11): 1811––5.

[49] Armstrong, E. (1983) Relative brain size and metabolism
in mammals. Science 220: 1302––4.

[50] Allen, J.S., Damásio, H., and Grabowski, T.J. (2002)
Normal neuroanatomical variation in the human brain:
an MRI-volumetric study. Amer J Phys Anthropol
118(4): 341––58.

[51] Lüders, E., Steinmetz, H., and Jäncke, L. (2002) Brain
size and grey matter volume in the healthy human brain.
NeuroReport 13(17): 2371––4.

[52] Harrison, P.J., Freemantle, N., and Geddes, J.R.
(2003) Meta-analysis of brain weight in schizophrenia.
Schizophrenia Research 64(1): 25––34.

[53] Stoll, E.A. The mechanics underpinning non-
deterministic computation in cortical neural networks.
Under Review B.

[54] Stoll, E.A. Random electrical noise drives non-
deterministic computation in cortical neural networks.
Under Review a.

[55] Stoll, E.A. Modeling electron interference at the neuronal
membrane yields representative information content. Un-
der Review C.

[56] Tegmark, M. (2000) Why the brain is probably not a
quantum computer. Information Sciences 128: 155––79.

[57] Hangl, S., Dunjko, V., Briegel, H.J. and Piater, J. (2020)
Skill learning by autonomous robotic playing using active
learning and exploratory behavior composition. Front
Robot 7:42.

[58] Dalal, M., Pathak, D. and Salakhutdinov, R. (2021) Ac-
celerating robotic reinforcement learning via parameter-
ized action primitives. 35th Conference on Neural Infor-
mation Processing Systems

[59] Silver, D., et al. (2016) Mastering the game of Go with
deep neural networks and tree search. Nature 529(7587):
484-9.

[60] Sabokrou, M., et al. (2017) Deep-cascade: Cascading 3D
deep neural networks for fast anomaly detection and lo-
calization in crowded scenes. IEEE Trans Image Process
26(4): 1992-2004.

[61] Collell, G. and Fauquet, J. (2015) Brain activity and
cognition: a connection from thermodynamics and infor-
mation theory. Front Psychol 6:818.

[62] Street, S. (2016) Neurobiology as Information Physics.
Front Syst Neurosci 10:90.

[63] Lee, D., Port, N.L., Kruse, W. and Georgopoulos, A.P.
(1998) Variability and correlated noise in the discharge
of neurons in motor and parietal areas of the primate
cortex. J Neurosci 18(3): 1161––70.

[64] Averbeck, B.B., Latham, P.E. and Pouget, A. (2006)
Neural correlations, population coding and computation.
Nat Rev Neurosci 7: 358––66.

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted December 7, 2022. ; https://doi.org/10.1101/2022.12.03.518978doi: bioRxiv preprint 

https://doi.org/10.1101/2022.12.03.518978
http://creativecommons.org/licenses/by-nc-nd/4.0/

