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Abstract

Phase-sensitive Fourier-domain optical coherence tomography (FD-OCT) enables in-vivo, label-
free imaging of cellular movements with detection sensitivity down to the nanometer scale, and it
is widely employed in emerging functional imaging modalities, such as optoretinography (ORG),
Doppler OCT, and optical coherence elastography. However, when imaging tissue dynamics in
vivo, tissue movement or bulk motion introduces decorrelation noise that compromises motion
detection performance, particularly in terms of sensitivity and accuracy. Here, we demonstrate that
the motion-related decorrelation noise in FD-OCT can be accurately corrected by restoring the
initial sampling points using our proposed Phase-Restoring Subpixel Image Registration
(PRESIR) method. Derived from a general FD-OCT model, the PRESIR method enables
translational shifting of complex-valued OCT images over arbitrary displacements with subpixel
precision, while accurately restoring phase components. Unlike conventional approaches that shift
OCT images either in the spatial domain at the pixel level or in the spatial frequency domain for
subpixel correction, our method reconstructs OCT images by correcting axial displacement in the
spectral domain (k domain) and lateral displacement in the spatial frequency domain. We validated
the PRESIR method through simulations, phantom experiments, and in-vivo optoretinography in
both rodents and human subjects. Our approach significantly reduced decorrelation noise during
the imaging of moving samples, achieving phase sensitivity close to the fundamental limit

determined by the signal-to-noise ratio (SNR).

Keywords: Decorrelation noise, image registration, optical coherence tomography, retina,

optoretinography, phase-sensitive imaging.

1. Introduction

Fourier-domain optical coherence tomography (FD-OCT) enables depth-resolved imaging via the
Fourier transform of the spectral interferogram between the back-scattered light from the sample
and the reference beam [1]. While conventional OCTs utilize the amplitude component of OCT
signals, which represents the light intensity scattered from anatomical microstructures, phase-
sensitive OCT exploits the phase difference between repeated A-scans [2], B-scans [3, 4], or

volumetric scans [5] to achieve imaging of structural dynamics with sensitivity down to the


https://doi.org/10.1101/2022.06.15.496241
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2022.06.15.496241; this version posted July 28, 2024. The copyright holder for this preprint (which

55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85

was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

nanometer scale [2]. Owing to its high motion sensitivity, phase-sensitive OCT has led to the
development of several label-free functional imaging modalities. For instance, Doppler OCT has
been widely used in velocimetry to quantify blood flow velocity [6], while optical coherence
elastography was developed to evaluate tissue biomechanical properties [4, 7]. Recently, the
application of phase-sensitive OCT for imaging the functional activity of photoreceptors in
response to light stimuli, generally termed optoretinography (ORG), has sparked significant
interest in both scientific research and clinical diagnosis [8, 9, 10, 11]. Furthermore, phase-
sensitive OCT may pave the way for all-optical interferometric thermometry in non-damaging

photothermal therapies [12, 13].

Despite the ever-growing impact of phase-sensitive OCT, it is well known that the measured phase
change possesses a decorrelation noise besides the desired optical path difference (OPD) and the
signal-to-noise ratio (SNR) dependent phase noise. Even without any change in the tissue structure
that causes the speckle pattern to decorrelate, the decorrelation noise still occurs when the sample
undergoes bulk movements. Such motion-related decorrelation noise is introduced by the
mismatch between the sampling points in consecutive OCT images [14, 15], which can be
problematic for in-vivo measurements where the sample is constantly affected by vascular
pulsation, breathing, and other involuntary movements. When the bulk movement of the sample
is of interest, the decorrelation noise can severely degrade the fidelity of the measured axial
movement, especially if the magnitude of the movement goes near or above the OCT system’s
axial resolution (on the order of a few microns) [16]. Alternatively, when examining local tissue
deformation (e.g. for in-vivo optoretinography), it is common practice to use the self-referenced
method to cancel out unwanted phase drifts caused by the bulk tissue movement and the inevitable
fluctuations in the OPD between the sample arm and the reference arm [17]. However, the
detrimental effect of decorrelation noise in this scenario has long been overlooked, as the phase
uncertainty due to the sampling point mismatch can still vary from one pixel to another along the

same A-line [6].

In fact, the complex-valued OCT signal at each pixel can be modeled as a coherent superposition
of scattered light from adjacent scatterers, weighted by the point spread function (PSF) centered

at that pixel [18, 19]. As illustrated by the numerical simulations in a recent report by Hepburn et
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86  al. [20], the phase inaccuracy in speckles with respect to the actual motion was seen to result from
87  the change in the weights of scatterers in the aforementioned superposition. A corollary of this
88  finding is that any tissue movement will change the positions of individual scatterers relative to
89  the pixel of interest in the OCT image, inevitably altering their scattered light’s contribution to the
90  coherent superposition and leading to an unwanted phase variation. From this perspective, the
91  extra phase variation due to the sampling point mismatch can be regarded as a deterministic error
92  (termed “motion-induced phase error” in this article) instead of stochastic noise, if the scatterers’
93  relative locations remain fixed in the sample [21]. In other words, maintaining identical sampling
94  points during the sample movement, which can be achieved by post-hoc image registration, may
95  allow mitigating or even eliminating the motion-related decorrelation noise entirely. Moreover,
96 the effectiveness of such an approach depends on the accuracy with which we can restore the
97  original sampling points, preferably down to the subpixel level.
98
99  Typically, image registration in OCT involves two steps: motion estimation and image correction.
100  Although normalized cross-correlation (NCC)-based [22, 23] and phase-only correlation-based
101  methods [24] enable subpixel level motion estimation in both axial and lateral directions,
102 conventional image correction approaches, which shift the original complex-valued OCT image
103 [25, 26] or the 2-4 fold upsampled OCT image [27] in pixels, are limited by the discrete interval
104  determined by the upsampling rate. To facilitate image shifting over arbitrary distances, an
105  intuitive thought (referred to as the FT-based method in this article) is to treat complex-valued
106  OCT images as digital images and directly multiply the Fourier transform (FT) of the image by an
107  exponential term [28]. However, Lee et al. reported that the FT-based method’s performance,
108  evaluated by the magnitude of cross-correlation between registered images, was significantly
109 inferior to that of upsampling methods [28], likely due to the omission of the unique physics
110 underlying the axial formation of the FD-OCT signal.
111
112 In this article, we propose a Phase-Restoring Subpixel Image Registration (PRESIR) method that
113 takes into account the nuances between the FD-OCT signals in the axial and lateral directions. Our
114  proposed method is capable of accurately restoring phase components when shifting images in
115  FD-OCT. In addition, we identified the root cause of the motion-induced phase error using analytic

116  formulas and analyzed its influence on motion detection accuracy through numerical simulations.
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117  Notably, we found that the PRESIR method eliminated the motion-induced phase error and
118  achieved motion detection sensitivity approaching the theoretical limit in simulations and synthetic
119  phantom experiments. Moreover, we compared the motion detection sensitivity of the pixel-level
120  image registration method, the FT-based method, and the proposed PRESIR method when
121  detecting nanoscopic tissue deformations within moving samples. We found that the PRESIR
122 method significantly improved detection performance in in-vivo ORG for rodents and human
123 subjects.

124

125  This work significantly expands upon our preliminary findings presented at the SPIE Photonics
126 West 2023 [29, 30] by incorporating more rigorous analyses of the proposed methodology and
127  thorough experimental validations. Besides, no conference paper was published alongside those
128  previous oral presentations.

129
130 2. Methods

131 2.1 Analytic explanation of the motion-induced phase error in FD-OCT

132 OCT signals originate from the light scattered from individual scatterers within a sample [18]. If
133 the sample is physically displaced by Ax and Az in the lateral and axial directions, respectively,
134 the reflectivity distributions 1 (x, z) and n4(x, z) of the reference frame and target frame can be

135  written as,
136 nr(x,2) = ¥;16(x - x;,2 — z), 1)
137 nr(x,z) = X;18(x — x; — Ax,z — z; — Az), 0

138  where 6() is the Dirac delta function, j is the index of scatterers, 7; and (xj, zj) denote the electric

139 field reflectivity and the coordinate of the j scatterer in the reference frame.

140

141  Taking into account Egs. (1-2) and the general FD-OCT model (see Appendix A), we can derive
142 the complex-valued OCT images A (x, z) and A, (x, z) measured from the reference and target

143 positions as follows:
144 Ap(x,z) = XiTri(x, z)exp[—iZkO(z — zj)], 3)

145 Ar(x,2) = exp(i2kyAz) Xirri(x, Z)exp[—iZkO(z — Zj)], 4)
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146 where 13;(x, z) and r7;(x, z) represent the PSF-weighted reflectivities of the j™ scatterer in the
147  reference and target frames, respectively, as defined in Appendix B.

148

149  Consequently, we can express the phase difference A between the complex-valued OCT image

150  Agx(x,z) and A;(x, z) as follows:
151 Ap(x,z) = arg(?f;@*) = 2k,Az

152 +arg(X;rj(x, 2)exp(i2koz;) - X 7r; (x, 2)exp(—i2koz;)) )

153  where arg( ) denotes the calculation of argument, and * is the complex conjugate operation.

154

155  Equation (5) demonstrates that the phase difference A@p(x, z) is affected not only by a phase
156  change of 2k,Az, which directly corresponds to the desired OPL change, but also by an additional
157  error term arising from the variation in the PSF-weighted reflectivity that occurs with sample
158  movement. Throughout this article, we denote this error as the motion-induced phase error. While
159  our derivation is limited to motion within the (x, z) plane, it is important to note that the motion-
160  induced phase error is also applicable to out-of-plane movement along the y-axis. Intriguingly, the
161  above derivation reveals that the motion-induced phase error is pixel-specific and varies from pixel
162  to pixel. Hence, self-referenced measurements that determine the phase difference between two
163  pixels at different depths are ineffective in eliminating the motion-induced phase error.

164

165 2.2 Phase-restoring subpixel image shifting for accurate motion correction in FD-OCT

166  We conceived our phase-restoring subpixel image shifting approach from the general FD-OCT
167  model (see Appendix A), where the way FD-OCT signals are formed in the axial direction departs
168  fundamentally from how digital images are captured by standard cameras. As translational motion
169  between cross-sectional frames is the dominant source of motion artifacts in high-speed OCT
170  imaging, compared with rotational movement or image distortion within individual cross-sections
171  [26], this study mainly concerns and corrects the translational shifts between the reference and
172 target images.

173

174  We assume that the measured sample undergoes a translational shift of Ax in the lateral (x)

175  direction and Az in the axial (z) direction from the reference frame to the target frame. According
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176  to the general FD-OCT model (see Eq. (A4) in Appendix A), the complex-valued spectral

177  interferograms of the reference frame I and the target frame I can be modeled as,

178 R k) = 5U0 2y myexp | -2 " exp(i2k), 6)
179 I[7(x, k) = S(k) X rjexp [—2 (x_x‘:/—;Ax)] exp[i2k(z; + Az)], (7)

180  where k is the wavenumber, S(k) is the power spectrum of the light source, 7; and (xj, zj) denote

181  the electric field reflectivity and the coordinate of the j™ scatterer in the reference frame, w is the
182  1/¢? spotradius of the OCT beam focused on the sample. Note that the axial coordinate (z) in this
183  study, as well as z; and Az mentioned earlier, represents the optical path length (OPL) resulting
184  from both refractive index and axial location of the sample.

185

186  From Egs. (6) and (7), it is evident that the axial location of an individual scatterer results in an
187  exponential term exp(iZkzj) in the detected OCT signal, where 2kz; is the OPD between the
188  beam scattered from the sample and the reference beam. In contrast, the OCT signal in the lateral
189  direction is determined by the scatterer’s lateral location convolved with a PSF, similar to
190  capturing digital images using standard cameras. Considering the difference in the imaging
191  principle in the axial direction, if we manually multiply the spectral interferogram in FD-OCT with
192 anumerical term exp(i2kAz"), we can arbitrarily shift the image axially by any displacement with
193  an OPL of Az’ as if the sample were displaced by the exact same distance in the real world. Unlike
194  conventional subpixel image shifting approaches, the above process does not require interpolation
195  or a sampling frequency that is sufficiently high to avoid aliasing.

196

197  More specifically, comparing Eqgs. (6) and (7), the spectral interferograms before and after the
198  displacement satisfy the following relation [31, 32],

199 Ix(x, k) = I (x + Ax, k) - exp(—i2kAz), (8)
200  and it can be further written as,

201 In(x, k) = I(x + Ax, k) - exp(—i2koAz) - exp[—i2(k — ko)Az], 9)
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202  where kg is the center wavenumber of the light source spectrum. The first exponential term
203  exp(—i2kyAz) accounts for the change of OPL, and the second wavenumber-dependent term
204  exp[—i2(k — ky)Az], in fact, corresponds to the sampling point mismatch induced by the axial
205  motion.

206

207  When applying the above findings to image registration in FD-OCT, we found that multiplying
208  both aforementioned exponential terms enables accurate reconstruction of complex-valued OCT

209  images as if the sample were physically shifted back, as written in Eq. (10),
210 L(x, k) = I7(x, k) - exp(—i2koAz) - exp[—i2(k — ko)Az], (10)

211  where I, is the accurately reconstructed spectral interferogram after the axial correction. Equation
212 (10) is useful for eliminating the negative influence of bulk motion in self-referenced
213 measurements, such as when imaging local tissue deformations in vivo.

214

215  Notably, we can also correct the OCT image by multiplying only the second term, which eliminates

216  the extra motion-induced phase error while retaining the OPL change, as shown in Eq. (11),

~1(x,k)

217 I, = I7(x, k) - exp[—i2(k — ko)Az], (11)

218  where IZ’ is the corrected spectral interferogram that retains the OPL change. When using phase
219  signals to detect the sample’s bulk movement, Eq. (11) can help isolate and eliminate the motion-
220  induced phase error that is coupled in the phase signal, allowing us to obtain the desired OPL
221  change.

222

223 To effectively correct for lateral motion, the sample must be sufficiently oversampled in the lateral
224  direction. Besides, the extra phase noise between adjacent A-scans, caused by bulk sample motion
225  and system instabilities (e.g., galvanometer jitter and reference arm fluctuations) [33], must be
226  significantly below 7 to maintain a stable phase relationship. Under these prerequisites, our lateral
227  bulk motion correction strategy is similar to the FT-based method, where we conduct the image

228  shift by multiplying an exponential term in the spatial frequency domain [28, 34]:

229 Tx{féfg (x, z)} = ?x{if; (x, z)} - exp(iulx), (12)
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230  where A. is the reconstructed complex-valued OCT image after lateral correction, and u
231  represents the lateral spatial frequency. Note that (Ax, Az) refers to the displacement from the
232 reference frame to the target frame. When performing motion correction using Eqs. (10)-(12), the
233 target frame should be translated back by (—Ax, —Az) to its original position.

234

235  When benchmarking our proposed method, we compared its performance with the pixel-level
236  correction and FT-based subpixel motion correction techniques. We also turned off the piezo
237  actuator in phantom experiments to provide references for imaging static samples. In the FT-based
238  method, complex-valued OCT images were treated as digital images, and axial and lateral
239  displacements were corrected by multiplying the spatial frequency domain with exp(iuAx) -
240  exp(ivAz), where u and v denote the lateral and axial spatial frequencies, respectively [28]. For
241  pixel-level correction, we rounded the subpixel bulk movement, estimated using the methods in
242  the next section, to the nearest integer. Motion correction was then performed by directly shifting
243 the image by the negative value of the rounded integer.

244

245 2.3 Subpixel motion estimation from repeated cross-sectional scans and repeated volumetric
246  scans

247  We used various existing methods to achieve motion estimation down to the subpixel level. In
248  phantom experiments involving only axial motion, we estimated the subpixel-level axial bulk
249  motion using the phase change extracted from the phantom surface.

250

251  Forrodent retinal imaging and phantom experiments with two-dimensional movements in the axial
252  and lateral directions, we adopted the single-step DFT approach [22, 23] to estimate subpixel-level
253  displacements between the first and subsequent cross-sectional B-scans. Specifically, a 2-fold
254  upsampled NCC function was first obtained by zero-padding the Fourier spectrum. The location
255  of its peak was found as the initial estimation. Since only a small neighborhood around the NCC
256  peak is of interest, the matrix-multiply DFT method was used to compute the k-fold upsampled
257 NCC map in a 1.5 x 1.5 pixel neighborhood centered on the initial estimation [23]. In this study,
258 Kk was set to 1000 to allow motion estimation with sufficiently small intervals. Compared with
259  conventional upsampling strategy using fast Fourier transform (FFT), the matrix multiplication

260  approach can greatly reduce the computational load.
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261

262  Inrepeated volumetric scans for human retinal imaging experiments, we estimated the translational
263  motion of individual B-scans with respect to the B-scans in a pre-selected reference volume. We
264  followed the coarse-to-fine strategy proposed by Do et al. [25, 26], except for that in the fine
265  estimation step, we adopted the single-step DFT approach to extend the previous pixel-level
266  estimation to subpixel-level in the depth (z) and the line (x) dimensions. Briefly, during the coarse
267  estimation step, we first selected a set of sub-volumes containing consecutive B-scans from the
268  target volume. We then estimated the positions of these sub-volumes in the reference volume using
269  the three-dimensional NCC method. Subsequently, for each B-scan in the target volume (referred
270  to as the target B-scan), we determined its coarse shift in the scan (y) direction by linearly
271  interpolating the sparse shifts of the sub-volumes. In the fine estimation step, for each target B-
272 scan, we selected a sub-volume from the reference volume based on the interpolated coarse shift
273  inthescan (y) direction. We then applied the single-step DFT approach to calculate the correlation
274  value and the associated subpixel-level translational motion between the target B-scan and each
275 B-scan in the selected reference sub-volume. Lastly, for each target B-scan, we obtained the
276  estimated shifts (Ax,Ay,Az) in the line, scan, and depth directions that produced the highest
277  correlation value.

278

279 2.4 Evaluation metrics for quantitative assessment of motion correction performance

280  We validated the motion-induced phase error and assessed the performance of motion correction
281  techniques on moving phantom samples and in-vivo retinas. Samples without local deformation
282  allow us to quantitatively characterize the accuracy and sensitivity of phase signals in OCT images:
283 Accuracy, which is defined as the deviation of phase signals from the ground truth movement, was
284  estimated by calculating the spatial standard deviation (a;) of the phase signals across all pixels at
285  asingle time point; Sensitivity, on the other hand, corresponds to the phase fluctuation over time
286  and was evaluated by computing the temporal standard deviation (o;) of phase variation across all
287  time points. To provide a more intuitive understanding of how these metrics affect motion
288  detection accuracy and sensitivity, we converted the phase units (radians) to their corresponding
289  OPL using the equation OPL = ¢/2k,, where ¢ is the phase and k,, is the center wavenumber of
290  the light source spectrum.

291
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292 3. Experiments
293 3.1 Point-scan OCT system

294 A custom-built spectral-domain point-scan OCT system was employed for both phantom and
295  rodent ORG experiments, as previously reported [35]. The sample arm was modified according to
296  specific imaging requirements: For phantom experiments, a scan lens (LSM04-BB, Thorlabs,
297  USA) was placed after the galvo scanner to focus the beam on the sample, resulting in a spot size
298  (full-width at half-maximum, FWHM) of 19.5 um in air. For rodent ORG experiments, a scan lens
299 (80 mm doublet) and an ocular lens (30 mm and 25 mm doublet) were used to conjugate the galvo
300  scanner to the pupil plane. Their focal lengths were chosen to achieve smaller beam size and
301  enlarged field of view. The theoretical lateral resolution was estimated to be 7.2 um (FWHM)
302  based on a standard rat eye model [36].

303

304 3.2 Phantom fabrication and imaging protocol

305 Two synthetic phantoms were fabricated by mixing titanium dioxide (TiO2) powder and
306  polydimethylsiloxane (PDMS). Sample #1 had a TiO2-to-PDMS weight ratio of 5% and exhibited
307  fully developed speckles, while a weight ratio of 0.45% was used for Sample #2 to obtain sparsely
308  distributed scatterers. The mixtures were then vacuumed for 20 minutes and cured in an oven (90
309  °C) for 30 minutes. The phantom patch (2 X 2 X 1 mm) was cut off and attached to the surface of
310  ahigh-precision piezo actuator (P-888.91, Physik Instrumente, Germany). A cover glass, as a static
311  reference, was glued to a lens mount and placed over the phantom without contact. The base of
312 the piezo actuator and the cover glass were connected to the last lens of the OCT sample arm using
313 mechanical frames to reduce the disturbance from environmental vibrations.

314

315  To evaluate the performance of subpixel motion correction techniques as introduced in Section
316 2.4, we designed and implemented the following experiment protocols:

317

318  Protocol 1. The piezo actuator was driven by a sinusoidal voltage with a frequency of 1 Hz,
319  resulting in a controlled axial vibration of Sample #1 with a peak-to-peak amplitude of ~2.7 um.
320 Weselected a 1 Hz vibration frequency to minimize distortion within each B-scan. The recording

321  consisted of 600 repeated B-scans, each with 1000 A-lines, acquired at 200 Hz.
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322 Protocol 2. The piezo actuator was turned off so that Sample #1 was static, while all other settings
323  were the same as those in Protocol 1.

324 Protocol 3. The same voltage input as in Protocol 1 was used to drive the piezo actuator, resulting
325 in a controlled vibration of Sample #1 in the axial direction with the same frequency. The galvo
326  scanner was turned off. In the recording, a total of 400 repeated A-lines were acquired with a time
327  interval of 5 ms.

328  Protocol 4. To assess motion correction in both axial and lateral directions, we tilted the piezo
329  actuator to create a vibration direction of approximately 70° relative to the OCT beam. Three
330  representative samples were included: two phantoms (Sample #1 and #2), and a cover glass
331  (Sample #3). The piezo actuator was driven by a sinusoidal voltage with a frequency of 1 Hz,
332 resulting in a controlled vibration of ~8.5 pm in combined directions. The recording consisted of
333 600 repeated B-scans, each with 1000 A-lines, acquired at 200 Hz.

334 Protocol 5. The piezo actuator was turned off so that the sample remained static. All other settings
335  were identical to those in Protocol 4.

336

337 3.3 Animal preparation and optoretinogram imaging

338  The experiments were conducted in compliance with the guidelines and approval from Institutional
339  Animal Care and Use Committee (IACUC), SingHealth (2020/SHS/1574). Eight Brown Norway
340  rats were included in the imaging experiments. The animals were anesthetized with ketamine and
341  xylazine cocktail and fixed in a custom-built stereotaxic holder with integrated bite bar and ear bar
342 to mitigate the eye movements induced by breathing and heartbeat. Before the OCT imaging, the
343 pupil of the animal was dilated with a drop of 1% Tropicamide (Alcon, Geneva, Switzerland) and
344 2.5% Phenylephrine (Alcon, Geneva, Switzerland). During the imaging, the cornea was kept moist
345  with a balanced salt solution.

346

347  In each recording, 800 repeated B-scans were acquired at the same position with each B-scan
348  consisting of 1000 A-lines. Each dataset took a total acquisition time of 4 seconds. To measure the
349  rodent ORG in vivo, visual stimulation was generated by a white light LED (MCWHLPI,
350  Thorlabs, USA). The beam was collimated by an aspheric condenser lens. Then, the stimulation

351  light was converged by the ocular lens (30 mm and 25 mm doublet), resulting in a 43.4°
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352  Maxwellian illumination on the posterior eye. A short flash with a duration of 2 milliseconds was
353  delivered to the eye 1 second after the recording started.

354

355  The phase difference between the inner segment/outer segment junction (IS/OS) and the rod outer
356  segment (ROS) was extracted to evaluate the functional response of photoreceptors to light stimuli.
357  This self-referencing step eliminates undesired phase drift across B-scans. The IS/OS and ROS
358  were segmented using an automatic segmentation algorithm based on graph theory and dynamic
359  programming [37]. In addition, multiply scattered light from superficial large vessels can cause
360 tail artifacts that disturb phase stabilities beneath these vessels [38]. Consequently, the regions
361  below the superficial large vessels were excluded from subsequent phase analysis. To delineate
362  large vessels, a binary OCT angiogram was generated by setting an adaptive threshold on the
363  inverse SNR and complex-valued decorrelation space [39].

364

365 3.4 Adaptive optics line-scan OCT system for human optoretinogram imaging

366 A custom-built adaptive optics (AO) line-scan OCT system was constructed for human ORG
367 imaging [11, 40], and the layout can be found in previous report [41]. For human optoretinogram
368 imaging, the experiment was approved by the University of Washington Institutional Review
369  Board and was conducted in compliance with the tenets of the Declaration of Helsinki. Three
370  emmetropic subjects with no known retinal pathologies were enrolled in the study. All subjects
371 signed an informed consent before their participation. Cycloplegia was introduced with
372 Tropicamide 1% ophthalmic solution (Akorn Inc.) before the OCT imaging to dilate the pupil and
373  increase numerical aperture. Prior to recording the human ORG signal, each subject underwent a
374  dark adaption period of 3 to 4 minutes. Three experiment protocols were employed:

375

376  Protocol 1. 50 volumes (400 B-scans each) were acquired without visual stimulus at a B-scan rate
377  of 6 kHz and a volumetric rate of 12.8 Hz.

378  Protocol 2. A 20-ms visual stimulus (660+10 nm LED in Maxwellian view) was delivered after
379 10 volumetric scans. 40 volumes were recorded using the same parameters as Protocol 1.

380  Protocol 3. 50 volumes (600 B-scans each) were acquired without visual stimulus at a B-scan rate
381  of 12 kHz and a volumetric rate of 17.0 Hz.

382
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383 4. Results
384 4.1 The numerical validation of motion-induced phase error in FD-OCT, and its accurate
385  correction by PRESIR
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387 Fig. 1. Simulation analysis showing the motion-induced phase error and its accurate correction by PRESIR. (a) Top:
388 The raw phase differences with respect to that at the initial position when moving the simulated sample along the axial
389  direction. Bottom: The distribution of the displacements measured from the above raw phase signals. (b) The
390 distribution of displacements when the sample underwent lateral movement. (c) The motion detection accuracy,
391 calculated from the standard deviation of the phase changes across pixels (o), when the sample was translated along
392 the axial or the lateral direction. (d) The motion detection accuracy (left) before and (right) after motion correction
393  using PRESIR when the sample was moved in both axial and lateral directions.
394
395  To examine the proposed motion-induced phase error, we conducted numerical simulations using
396  a close-to-reality model capable of simulating speckle patterns in FD-OCT [42]. The simulation
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397  parameters, including the power spectrum of the light source, lateral resolution, and lateral
398  sampling rate, were set to be consistent with the phantom experiment. As shown in Fig. la, we
399  gradually translated the simulated sample in the axial direction by 3 um with a step size of 0.01
400  pm. We calculated and unwrapped the phase differences between the subsequent positions and the
401 initial position to obtain the phase change of each pixel. Instead of observing the phase changes in
402  all pixels being consistent with the global translational shifts, we noticed a clear error band that
403  fits the prediction of our theoretical analysis (Fig. 1a). Moreover, as the OCT image gradually
404  decorrelated when we increased the displacement to 3 pm, the phase error band also broadened
405  dramatically. Figure 1b illustrates the distribution of displacements measured from the sample that
406  underwent lateral movement. As expected, the center of the distribution remained at 0, while the
407  increase of lateral shift gradually broadened the distribution.

408

409  To quantify the motion detection accuracy, we calculated the standard deviation of measured phase
410  changes across pixels for each translation position. Figure 1c shows that the spatial standard
411  deviation of the detected motion (ay) across all the pixels gradually increased to ~150 nm and ~30
412  nm when the sample was translated by 3 pm along the axial and lateral directions, respectively.
413 This disparity between axial and lateral movements stemmed from the axially compressed OCT
414  PSF. In our simulation and phantom experiments, the lateral resolution (19.5 um, FWHM) was
415  much lower than the axial resolution (1.9 um, FWHM)), resulting in less significant changes in the
416  PSF-weighted reflectivity (Eq. 5) for lateral motion. Figure 1d also demonstrates that the motion-
417  induced phase error was dominated by axial motion.

418

419  Our PRESIR method can restore the original sampling pixels for translationally shifted OCT
420  images, thus restoring the original PSF-weighted reflectivity. As shown in Fig. 1d, o, measured
421  from the phase signals corrected by the PRESIR method remained near zero.

422

423 4.2 Error-free motion detection and SNR-limited phase sensitivity validated by moving
424  phantom imaging

425  To further validate the effectiveness of our PRESIR method in correcting the motion-induced
426  phase error, we conducted phantom imaging experiments. In the first set of experiments (see

427  Section 3.2, Protocols 1-3), we vibrated the sample along the axial direction (Fig. 2), as the
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428  simulation analysis indicated that axial movement was the primary contributor to motion-induced
429  phase error considering an axially compressed OCT PSF. In addition, to demonstrate the PRESIR
430  method’s performance in the presence of both axial and lateral motion and its applicability to
431  various samples/scenarios, we conducted a second set of experiments (see Section 3.2, Protocols
432 4 and 5), where we introduced two-dimensional vibrations on three representative samples (Fig.
433 3).

434

435  As depicted in Fig. 2a, a synthetic phantom (refer to Section 3.2) was attached to a piezo actuator
436  driven by a sinusoidal voltage input to mimic a moving biological tissue; a cover glass served as
437  astatic reference to eliminate undesired phase drift. Temporal phase changes of individual pixels,
438  measured from the phantom surface (blue curves in Fig. 2b) and the internal speckles (cyan curves
439 in Fig. 2b, with the outliers removed as per the criterion in Appendix C) exhibited similar
440  sinusoidal patterns due to axial motion. Meanwhile, noticeable motion-dependent deviations were
441  observed from the phase changes of individual pixels (blue and cyan curves in Fig. 2b), likely due
442  to the motion-induced phase error discussed in the preceding theoretical analysis. Supplementary
443  Video 1 reveals the spatiotemporal evolution of phase errors measured from internal speckle
444  patterns (an area around the cyan region in Fig. 2a). The phase errors in individual pixels were
445  repetitive over periodic sinusoidal bulk tissue motion, which corroborated our theoretical analysis
446  of motion-induced phase errors as deterministic errors instead of stochastic noise.

447

448  To correct the motion-induced phase error, we estimated the sample displacement by calculating
449  the average phase change from the phantom surface. After applying the PRESIR method for
450  motion correction and removing the outliers (refer to Appendix C for the criterion), we observed
451  asignificant reduction in motion-dependent errors, resulting in consistent OPL changes across all
452  surface pixels (red curves in Fig. 2b) and internal speckle patterns (pink curves in Fig. 2b). Fig. 2d
453  shows the distribution of the motion measured from the speckles at five time points (as shown by
454  the colored dots in Fig. 2b). Compared with the raw phase results (the bottom gray areas in Fig.
455  2d), the PRESIR method achieved much sharper measurement distributions (the colored peaks in
456  Fig. 2d). After motion correction using PRESIR, the standard deviation of the detected OPL
457  change across individual pixels (o) was reduced to a level no longer dependent on motion (red

458  and pink curves in Fig. 2e).
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460  Fig. 2. Phantom experiments were conducted to validate the motion-induced phase error and our proposed PRESIR
461 method in the presence of axial bulk motion. (a) The structural OCT image of the phantom’s cross-section. Scale bar:
462 300 um. (b) The OPL change measured from the temporal phase change on the phantom surface across 20 adjacent
463 A-lines (blue region in Fig. 2a) and from the internal speckles (cyan region in Fig. 2a). The blue and cyan curves
464 indicate the results without correction, while the red and pink curves denote the results after PRESIR. (c) Schematic
465 of the sample undergoing axial vibration. We extracted the sample’s axial movement by calculating the phase
466  difference between the sample and the cover glass to simulate application scenarios in which the sample’s axial bulk
467 motion is of interest. (d) The distribution of the bulk motion measured from the speckles at 5 time points (as labeled
468 by the colored dots in Fig. 2b). (¢) At each time point, the standard deviation of the OPL change across space (gy) in
469  four configurations (on the surface or from the speckles, with or without PRESIR) is represented by a curve
470 corresponding to the same legend in Fig. 2b. (f) To assess the sensitivity of detecting local deformation during the
471 sample’s axial movement, we calculated the phase differences between the internal speckle patterns and the phantom
472 surface when the sample is under controlled axial vibration. (g) Phase variation at individual pixels in the speckle
473 patterns (the cyan region in Fig. 2a) with respect to the phantom surface after corrected by the pixel-level correction
474 (cyan curves), the FT-based correction (green curves), and the PRESIR (pink curves). The dashed gray line indicates
475 the sample bulk motion. (h) The standard deviation of OPL change over time (o;) under different conditions (colored
476 halves of the violin plots) and the corresponding theoretical estimated phase sensitivities limited by the SNR (gray
477  halves of the violin plots).

478
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479  An important application of the proposed PRESIR method is for improving the phase sensitivity
480  during the measurement of the nanoscopic local deformations in moving biological tissues. To
481  evaluate phase sensitivity/stability, we measured the phase differences of individual pixels in the
482  speckle patterns with respect to the phantom surface (Fig. 2f). Figure 2g illustrates phase variations
483  over time in the cyan regions of Fig. 2a, with outliers removed according to the criterion in
484  Appendix C. When using conventional pixel-level correction, the phase error (cyan curves in Fig.
485  2g) increased gradually as the residual bulk motion, defined as the deviation of the bulk motion
486  (dashed gray curve in Fig. 2g) from the nearest integer, approached half a pixel. Meanwhile, the
487  FT-based method led to even larger phase error (green curves in Fig. 2g). In contrast, after applying
488  the PRESIR method for motion correction, phase variation across all pixels was significantly
489  reduced (pink curves in Fig. 2g), with the remaining phase variation becoming independent of the
490  sample’s bulk motion.

491

492  In order to quantify the phase sensitivities at individual pixels, we analyzed the temporal standard
493  deviation (o;) of the OPL variation over 3-second recordings. Additionally, we calculated the
494  theoretical SNR-limited phase sensitivity for each pixel [2]. As shown in Fig. 2h, due to the sample
495 movement, the phase variations after pixel-level correction (16.4+ 8.9 nm, mean % standard
496  deviation) were significantly higher than the theoretical SNR-limited phase sensitivities (6.243.8
497  nm). Motion correction using the PRESIR method improved the phase stabilities of individual
498  pixels across repeated B-scans to 6.74+2.2 nm. Meanwhile, the SNR-limited phase sensitivities
499  were adjusted to 5.5+2.2 nm owing to the stabilized SNRs. Such performance closely resembled
500 results measured from a static sample across repeated B-scans (6.742.3 nm, with SNR-limited
501 phase sensitivities at 5.6+2.4 nm). We determined that the remaining deviation from the SNR-
502  limited phase sensitivity was caused by the instability of the galvo scanner during the scanning
503  [3]. Once we turned off the galvo scanner for repeated A-scans, the phase stabilities measured after
504  motion correction by PRESIR from eight independent trials (5.7+2.2 nm) were considerably close
505 to the SNR-limited phase stability (5.6+2.1 nm). These results demonstrate that the PRESIR
506  method effectively eliminates motion-induced phase errors in phase-sensitive OCT, achieving the

507  fundamental phase sensitivity limit determined by the SNR.
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509  Fig. 3. Phantom experiments demonstrating the effectiveness of the proposed PRESIR method in correcting combined
510 axial and lateral bulk motion. (a) Schematic of a sample undergoing two-dimensional vibration. Phase stability was
511 evaluated by calculating the phase difference between speckle patterns (regions enclosed by magenta outlines in Figs.
512 3c and 3d) and the phantom surface, or between the two surfaces of the cover glass (magenta lines in Fig. 3e). (b) A
513 representative bulk motion measured from Sample #1 in (c). (c)-(e) Left: Structural images of three representative
514 samples (Samples #1, #2, and #3) described in Section 3.2. Scale bar: 300 um. Right: Phase variations measured at
515 individual pixels after applying pixel-level correction (cyan curves), FT-based correction (green curves), and PRESIR

516  (pink curves).

517

518 In the presence of combined axial and lateral bulk motion (Fig. 3a), we adopted the single-step
519  DFT approach (see Methods) to estimate the bulk tissue motion (Fig. 3b). To evaluate the phase
520  stability in Samples #1 and #2 (PDMS samples as described in Section 3.2), we calculated the
521  phase difference between the internal speckle patterns (regions enclosed by magenta outlines in
522 Figs. 3c and 3d) and the phantom surface. Outliers were removed according to the criterion
523 described in Appendix C. For Sample #3 (cover glass), we calculated the phase difference between
524 two surfaces to assess the phase stability (magenta lines in Fig. 3e). The pixel-level and FT-based

525  methods resulted in phase variations dependent on the bulk motion. In comparison, our proposed
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526  PRESIR method eliminated the motion-dependent phase variations. A quantitative comparison
527  using the temporal standard deviation (o;) of the OPL variations (Table 1) demonstrated that the
528  phase stability achieved with PRESIR surpassed that of the benchmark pixel-level correction and
529  was comparable to a static sample.

530

531 Table 1: Measured phase stabilities (0;) and estimated SNR-dependent phase stabilities (in brackets) from three

532 representative samples using different configurations. All values are expressed in nm as mean+standard deviation.

Configuration Sample #1 Sample #2 | Sample #3

18.0+9.2 20.749.9 14.748.4
Pixel-level
Moving (5.612.4) (10.1+3.4) (6.844.9)

sample 6.142.2 9.9429 6.61+2.7
PRESIR
(5.0£1.8) (8.912.6) (5.742.8)

6.0+2.3 9.8+2.8 6.51+2.9
Static sample
(5.1£1.9) (9.01£2.9) (5.6+3.0)

533

534 4.3 Improved motion detection sensitivity for in-vivo label-free tissue dynamics imaging at
535  the nanoscopic scale

536  The phantom imaging experiment demonstrated the PRESIR’s ability to eliminate the motion-
537  induced phase error when measuring the sample’s bulk motion (Figs. 2c-¢). The experiment also
538  revealed the significantly improved phase sensitivity/stability when the sample’s local deformation
539 is of interest (Figs. 2f-h and Fig. 3). To further investigate motion detection performance during
540  label-free imaging of nanoscopic tissue dynamics in vivo, we conducted ORG imaging
541  experiments in both rodents and humans.

542

543  Forrodent ORG imaging, we performed repeated B-scans in a wild-type rat’s retina using a point-
544  scan OCT system. Fig. 4a shows a structural image and a time-elapsed M-scan at one A-line. As
545  shown in Fig. 4b, we estimated the bulk motion of the retina using the efficient single-step DFT
546  approach (see Methods). The PRESIR method corrected the apparent bulk motion in the raw M-
547  scan (Fig. 4c, 1st column), resulting in nearly static retinal layers (Fig. 4c, 4th column). In contrast,
548  pixel-level correction left serrated residual motion (Fig. 4c, 2nd column), while the FT-based

549  correction method introduced severe side lobes unexpectedly (Fig. 4c, 3rd column).
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550
551 Fig. 4. In-vivo rodent retinal imaging using a non-AO point-scan OCT. (a) Top: Structural image of a Brown Norway
552 rat's retina. The pink, cyan, and red areas represent the inner segment/outer segment junction (IS/OS), the rod outer
553 segment (ROS) and blood vessels, respectively (refer to Section 3.3). Bottom: a representative time-elapsed M-scan
554 at one A-line. Scale bar in spatial dimension: 100 pm. Scale bar in temporal dimension: 0.5 s. (b) Bulk motion of the
555 retinal tissue estimated by the efficient single-step DFT approach. (c) Enlarged M-scans (enclosed red window in Fig.
556 3a) without correction (lst column), after pixel-level correction (2nd column), FT-based method correction (3rd
557  column), and PRESIR method correction (4th column). Scale bar in spatial dimension: 20 pm. Scale bar in temporal
558 dimension: 0.2 s. (d) The phase differences between the brightest pixel in IS/OS and ROS on one representative A-
559 line after the pixel-level correction (blue line), the FT-based correction (green line), and the PRESIR (red line), when
560  no light stimulus was delivered to the retina. (¢) Standard deviation distribution of phase fluctuation between IS/OS
561 and ROS over time (o) across A-lines, comparing pixel-level correction to PRESIR. The dashed black line represents
562  the barrier where the two methods yield the same performance.

563

564  Using the IS/OS layer as a reference to cancel out phase drifts between B-scans, Supplementary
565  Videos 2 and 3 demonstrate the pulsatile deformation before and after applying the PRESIR
566  method. Compared to raw phase signals, the PRESIR method effectively eliminated motion-
567  induced phase errors and enabled reliable visualization of pulsatile deformation, highlighting the
568 importance of optimal bulk tissue correction in detecting local tissue deformation. To
569  quantitatively compare the phase stability enabled by different motion correction methods, the

570  phase difference between the brightest pixels in the IS/OS (the pink area in Fig. 4a) and the ROS
571  (the cyan area in Fig. 4a) was extracted from individual A-lines (Fig. 4d). Across the entire field
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572 of view, except for the region below large superficial vessels, the standard deviation of such phase
573  differences over time (o) was reduced to 21.1+7.1 nm (mean+standard deviation) by PRESIR,
574  compared with 23.8 +7.4 nm after pixel-level correction and 23.2+8.0 nm after FT-based
575  correction. Fig. 4e demonstrates that the PRESIR method significantly improved the phase
576  stability compared with pixel-level correction.

577

578  Figure Sa, in its first column, presents a violin plot comparing the phase stabilities previously
579  shown in Fig. 4e. To assess the robustness of our proposed method, we extended the validation to
580  an additional seven rats. Across all eight animals (Fig. 5a), our proposed method achieved a phase
581  stability of 21.3+8.0 nm, outperforming both the pixel-level correction (24.3+8.5 nm) and the FT-
582  based correction (23.5+8.8 nm). In ORG measurements with a 2-ms light stimulus delivered at
583  the time t = 0, the PRESIR method produced more stable and less noisy ORG signals than pixel-
584  level correction (Fig. 5b), in which case a clean ORG signal after averaging across 6 pixels is

585  shown in Fig. Sc.
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586

587  Fig. 5. Phase stabilities measured from eight rodents and representative ORG signals in response to visual stimuli. (a)
588 Temporal phase stabilities measured from eight rodents after the pixel-level correction and PRESIR method. (b)
589 Representative ORG signals after the pixel-level correction (blue line) and the PRESIR (red line) obtained from one
590 A-line without averaging. (c) ORG signal of a wild-type rat after the PRESIR. The red line represents the average of
591 6 phase signals with high phase stability during the pre-stimulus period (pre-stimulus g; < 10 nm), and the color band

592 denotes the range of their standard deviation.
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594 Fig. 6. In-vivo human optoretinography using an AO line-scan OCT. (a) En-face image of the cone outer segment
595 tips (COST) layer in a human retina. (b) Cross-sectional structural image of the same retina. Scale bar: 100 pm. (c)
596  Representative time-elapsed M-scans corrected by the pixel-level method (left), the FT-based method (middle) and
597 the PRESIR method (right). Scale bar in spatial dimension: 20 um. Scale bar in temporal dimension: 1 s. (d)
598 Representative phase differences between the IS/OS and COST at individual A-lines after the pixel-level correction
599 (dashed lines), and the PRESIR (solid lines), when no light stimulus was delivered to the retina. (e) The standard
600  deviation distribution illustrates phase fluctuations between the 1S/OS and COST over time (a;) across A-lines,
601 comparing pixel-level correction with PRESIR. The dashed black line indicates the point at which the two methods
602 exhibit equivalent performance. (f) Representative human ORG signals measured from individual A-lines (labeled by
603 the dots in Fig. 6a) showing higher phase stability after the PRESIR (solid lines) than those corrected by the pixel-

604  level correction (dash lines).

605

606  We further tested the proposed method for enhancing motion detection performance in human
607  ORG imaging using a high-speed adaptive-optics line-scan OCT system. Figs. 6a and 6b show the
608  en-face image at the cone outer segment tips (COST) and a structural image at one cross-section
609  of the retina. The translational bulk motion of each volume was estimated using a modified coarse-
610  to-fine approach (refer to Methods). Regarding motion correction performance, the PRESIR
611  method achieved more stable retinal layers (Fig. 6¢, right) compared with pixel-level correction
612  (Fig. 6c, left) and the FT-based method (Fig. 6¢, middle). Fig. 6d shows the representative phase
613  differences between the IS/OS and the COST at two individual A-lines without light stimulus
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614  following Section 3.4, Protocol 1. The phase stability was evaluated by calculating the standard
615  deviation of the phase difference over time (g;). As shown in Fig. 6e, across the entire field of
616 view while excluding gaps between cones based on averaged intensity from IS/OS and COST
617  layers, the PRESIR method achieved higher phase stability with smaller phase fluctuation standard
618  deviations (15.3£9.0 nm, mean * standard deviation) compared with pixel-level correction
619  (19.7£10.0 nm). In contrast, the FT-based correction significantly degraded the phase stability
620  (46.41+17.3 nm). Interestingly, our PRESIR approach not only suppressed unwanted fluctuations
621  (Fig. 6f, location 2) but also recovered ORG signals (obtained via Section 3.4, Protocol 2) that
622  would otherwise suffer from phase unwrapping errors when using the pixel-level correction

623  method (Fig. 6f, location 1).
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625 Fig. 7. In-vivo human retinal imaging in two additional human subjects. (a) and (c) En-face images of the cone outer
626 segment tips (COST) layer. (b) and (d) Corresponding phase stabilities obtained after the pixel-level correction and
627  PRESIR.

628

629  To assess the generalizability of our findings, we compared the performance of PRESIR with
630  conventional approaches in two additional human subjects using a faster imaging protocol (Section
631 3.4, Protocol 3). PRESIR consistently demonstrated superior phase stability across both subjects.
632  In Subject #2, PRESIR achieved a phase stability of 12.44+4.3 nm, compared to 18.3+7.2 nm for
633  the pixel-level correction and 50.6+22.2 nm for the FT-based correction (Figs. 7a and 7b).
634  Similarly, in Subject #3, the phase stability after PRESIR was 14.1+5.8 nm, compared to 20.2+8.7
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635 nm after the pixel-level correction and 46.8+18.8 nm after the FT-based correction (Figs. 7c and
636  7d).

637

638 5. Discussion

639 In this article, we present a phase-restoring subpixel image registration (PRESIR) approach for
640  post-hoc image registration in FD-OCT, which allows for translational shifting of OCT images by
641  arbitrary displacements while accurately restoring physically meaningful phase components. We
642  discovered that in moving samples, the phase difference measured by FD-OCT includes both the
643  anticipated OPL change corresponding to the sample movement and a motion-induced phase error
644  arising from alterations in PSF-weighted reflectivity of scatterers. Correcting such phase error
645  requires reproducing the same sampling points at each frame in the time-elapsed recording. By
646  employing the PRESIR method, we achieved phase-sensitive imaging of a moving phantom with
647  asensitivity close to the fundamental limit set by the SNR. Moreover, we showed that the PRESIR
648  method substantially improved motion detection performance in label-free imaging of nanoscopic
649  tissue dynamics in vivo, particularly in the context of emerging functional assessments using
650  optoretinography.

651

652  The residual motion-induced phase error after PRESIR primarily depends on the accuracy of
653  translational motion estimation, which could be further improved by adopting more sophisticated
654  subpixel-level motion estimation methods based on model fitting or optimization strategies [24].
655  Recently, convolutional neural networks (CNNs) have been used to estimate 3D translational
656 motion between repeated volumetric scans, enabling improved accuracy and reduced
657  computational time [43, 44].

658

659  The present study has several limitations, particularly concerning repeated B-scans in rodent ORG
660  experiments, where the out-of-plane motion remained uncorrected. Depending on its magnitude,
661  the out-of-plane motion may decorrelate the speckle patterns and degrade the phase sensitivity.
662  While translational displacements are the primary source of motion artifacts in high-speed OCT
663  imaging [26], motion artifacts due to other types of movements may also exist. Recent studies have
664  employed affine transformation to rectify translation, rotation, and scaling errors [45, 46], while

665  non-rigid B-spline transformation has been used to assess local deformation between repeated
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666  volumetric scans [47]. Our proposed method may inspire new subpixel-level phase-restoring
667 motion correction approaches for these scenarios. Meanwhile, our current model assumes a
668  collimated OCT beam, justified by the low numerical aperture typically used in ocular imaging
669  OCT systems to maintain a relatively consistent transverse resolution throughout the entire axial
670  (depth) scan [48]. Additional impacts caused by defocus can be found in Appendix D.

671

672  Our proposed PRESIR approach has many potential applications in various OCT imaging
673  modalities. In Doppler OCT, the phase difference between repeated or adjacent densely sampled
674  A-scans is calculated to quantify flow velocity [6]. However, as shown in this study, uncorrected
675 motion-induced phase errors can compromise measurement accuracy even when the tissue
676  movement is as small as 10 nm in the axial direction. In optical coherence elastography, both the
677  speckle-tracking and phase-sensitive detection methods were used to estimate sample
678  displacements [7]. The PRESIR method's ability to manipulate OCT images as if the sample were
679  physically shifted might enable new motion estimation methods through optimization. In OCT
680  angiography, complex-value-based algorithms offer higher motion contrast, but their performance
681  issusceptible to phase error due to bulk motion [49], which could be effectively suppressed by the
682  PRESIR method. Furthermore, our proposed approach may also benefit computational imaging
683  technologies [50], where phase stability is critical to their in-vivo implementations.

684
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726  A. FD-OCT signal manifestations in the k-domain, spatial domain, and spatial frequency
727  domain
728  We assume that individual scatterers along an A-line in the sample follow a reflectivity distribution

729  n(z), which can be written as,
730 n(z) =X;16(z - z), (A1)

731  where z represents the optical path length (OPL) - defined as the integral of refractive index along
732 the physical depth, r;j stands for the electric field reflectivity of the j™ scatterer, z; indicates the
733 axial location of the j™ scatterer in OPL, and §() denotes the Dirac delta function.

734

735 1) Spectral interferogram formed on the detector (k domain)

736  Under the FD-OCT framework, the corresponding spectral interferogram I (k) can be modeled as

737  the linear superposition of scattered signals from each scatterer [18, 42],
738 I(k) = S(k) - ¥ ryexp(i2kz;), (A2)

739  where k is the wavenumber and S (k) is the power spectrum of the light source. For simplicity, we
740  have neglected DC terms, auto-correlation terms, complex conjugate artifacts, and constants like
741  the responsivity of the detector.

742

743  If we further take the lateral direction (x) into consideration and assume an illumination beam
744  with a Gaussian profile, the field reflectivity map n(x, z) and its corresponding two-dimensional

745  (2D) spectral interferogram I(x, k) can be modeled as [19],

746 n(x,z) =%, 1']-5(x —Xj,Z — zj), (A3)
747 I(x,k) = S(k) - X ryexp [—2 (x;v—xzj)] exp(i2kz;), (A4)

748  where x; is the lateral position of the j™ scatterer, w; is the 1/e? spot radius of the OCT beam
749  focused on the sample.

750

751  2) Complex-valued OCT image obtained from a Gaussian-shaped illumination spectrum

752 (spatial domain)
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753  The depth-resolved OCT signal can be reconstructed by performing a Fourier transform along the

754 spectrum (k) direction [18],
755 A(x,2) = F ll(x, k)}

R (=x)?] of o =21 /4
756 =y(2)®X;rjexp [—2 W—IZJ:I 8(2 —2z) = X ;mexp [—2 W—lzj] y(2 - 2z), (A5)
757  where A is the complex-valued OCT image, and Z = 2z denotes the round-trip OPL variable. y(2)
758 is the coherence function of the OCT system, defined as the Fourier transform of the power
759  spectrum, while ® denotes the convolution operation.
760

761  Given a normalized Gaussian-shaped spectrum S(k), the coherence function can be obtained by,

762 S() = s=exp [— (";}’:0)2], (A6)
763 y(2) = Fils(0)} = exp (—255) exp(~iko2), (A7)

764  where k is the center wavenumber of the light source spectrum and Ak is the half-width of the
765  spectrum at 1/e of its maximum.

766

767  Combining Egs. (A5) and (A7), and substituting Z by 2z, the OCT image can be written as,

768 A(x,z) = ¥ rjexp [—2 (x;v—xzj)] - exp [—Akz(z - Zj)z] exp[—i2ko(z — z;)] (A8)

769  and it can be further simplified as,

770 A(x,z) = h(x,2)®n(x, 2), (A9)

2
771  where h(x, z) = exp (—2 ;—IZ) exp(—Ak?z?)exp(—i2kyz) is the point spread function (PSF) of the

772 OCT system.
773
774  3) Fourier transform of the complex-valued OCT image (spatial frequency domain)

775  The Fourier transform of the complex-valued OCT image is,

776 FedA(x, 2)}(w, v) = Fpp{h(x, D)} - Frpy{n(x,2)} = Hw, v) - Fr{n(x,2)},  (A10)
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777  where u and v represent the lateral and axial spatial frequency. Equation (A10) indicates that the
778  profile of the spatial frequency signal of a complex-valued OCT image depends on the system’s

779  optical transfer function H(u, v), as shown in Eq. (A11),

(A11)

W) w? (v+2k0)2]

780 H(u,v) = Tonk &XP (— ’Tuz) exp [— e
781

782  B. Change in PSF-weighted reflectivity during sample movement
783  Following Egs. (1) and (2) in the main text and Eq. (A8) in Appendix A, the complex-valued OCT

784  images Ax(x,z) and A;(x, z) measured from the reference frame and the target frame can be

785  modeled as
786 Ap(x,z) = Ximri(x, z)exp[—iZkO(z — zj)], (A12)

(x—xj—Ax)2

787 Ar(x,z) = Y.jTjexp [—2 T] - exp [—Akz(z -z — Az)z] exp[—iZkO(z -z — Az)]
l

788 = exp(i2koAz) - ¥ ;17 (x, 2)exp|—i2ko(z — 7)), (A13)

789  where 13;(x, z) and 77;(x, z) are defined as the PSF-weighted reflectivities of scatterers in the

790  reference and target frames:

2
791 r; (%, 2) = Texp [—z %} exp|-ak?(z - z)°| (A14)
2
792 rrj(x,2) = r;exp [—2 (’“"va—f’c)] exp |~Ak?(z -z — Az)’| (A15)
l
793

794  C. Criterion to remove outliers in phantom experiment

795  Phase unwrapping errors occurring at a few pixels can distort statistical estimations, causing them
796  to deviate from the actual distributions of the measured phase signals. For example, when
797  calculating the standard deviation of the measured phase signals across a series of pixels, these
798  outliers can result in a substantially overestimated standard deviation, which hinders a reliable
799  estimation of the measurement accuracy. To exclude the outliers, we adopted the criterion
800 introduced in previous studies, which sets the upper and lower thresholds as q; + w(q; — q;) and
801 g, —w(qs —q,), where w was set to 2 in this study, q; and g5 represent the 25th and 75th

802  percentiles of the sample data, respectively [51]. Assuming a Gaussian distribution of motion-
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803  induced phase errors across speckle patterns, we expect this threshold to exclude only 0.2% of the
804  signals. Consequently, the chosen threshold should have a minor impact on the overall signal
805  distribution while effectively suppressing outliers that deviate significantly from the distribution
806  profile.

807

808  D. Impact of defocus on motion correction

809  Considering a focused Gaussian beam, the spectral interferogram of the reference frame I can be

810  written as [48, 52],

(x=x))* ]

wz(zj;zo)

811 (ks zg) = SCk) - zjwz(z )rexp[ 2

812 - exp [lez +i—L= ( —i2¢(z; ,zo)] (A16)

813  where z, is the depth position of the focus and w, is the beam radius at the focal plane. w(z; z,)
814  and R(z; z,) account for the depth-dependent beam waist size and the phase curvature of the

815  wavefront, respectively. 1/)(2-; ZO) is the Guoy phase shift. These parameters are given by,

816 w(zj;z0) = wo |1+ (ZJZRZ")Z, (A17)
817 R(z:20) = (7 — ) l1 +( _ZO)ZI, (A18)
818 (2 2) = tan™t (L2 Z") (A19)

819  where zy is the Rayleigh range.

820

821  The consistency of the PSF across the lateral direction at a given depth suggests that it should not
822  impact the effectiveness of our lateral motion correction. For simplicity, we will focus on axial
823  displacement in the following derivation to examine the influence of depth-dependent PSF on the
824  performance of axial motion correction. When the sample undergoes a bulk motion of Az along
825  the axial direction, the corresponding interferogram of the target frame /7 can be written as,

(x—x;)*

wz(z]-+Az;zo)

- 2
826 IT(X, k,' ZO) = S(k) : ijrjexp -2
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2
827 - exp [iZk(zj + A7)+ i——d— i2y(z; + 4z; zo)], (A20)

R(z ]-+Az;zo)
828
829  If we conduct the same axial motion correction by multiplying an exponential term exp(—i2kAz)
830 asin Eq. (10), the corrected spectral interferogram I; is given by,

(x=2))° ]

wz(z]-+Az;zo)

—_ 2
831 oo kizo) = S() B i riexp [—z

kx?
832 - exp [iZij +i———— 2y(z; + 4z; zo)], (A21)

R(z]-+Az;zo)
833
834  According to Egs. (A17)-(A19), we have w(zj + Az; zo) = W(z-;z0 — Az), R(zj + Az; ZO) =
835 R(z- 3 Zo — Az) and lp(zj + Az; ZO) = lp(z- 3 Zo — Az). By substituting these equations into Eq.

836  (A21), it can be rewritten as,

~ 2 ~ ‘2
837 IeCokizo) = S(K) By s yexp [_2 Wzt,-;ﬁi)_@]
838 exp [i2kz; + =1 _ 22320 —
p|i2kz +ige—rs i2y(zj; zg — 4z)|, (A22)
;

839
840  Comparing Eq. (A16) and Eq. (A22), we can conclude that,

841 I-(x, k; zo) = Ix(x, k; zg — Az), (A23)

842

843  This equation suggests that the corrected frame is equivalent to fixing the sample and shifting the
844  focal plane by —Az. Given that OCT systems typically employ lenses with a low numerical
845  aperture [48], the impact of focal plane shifts should be minimal, provided that the sample’s bulk
846  movement Az is significantly smaller than the Rayleigh range (~200 um for our rodent retinal
847  imaging). Nevertheless, when the magnitude of bulk tissue motion approaches the Rayleigh range,
848  the accuracy of the motion correction can be adversely affected. In such cases, numerical focusing
849  methods could be implemented to mitigate additional impacts caused by the depth-dependent PSF

850  [53]. Future studies may explore experimental validation of this theoretical analysis.
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