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Summary 17 

 18 
Goal-directed choices that are not triggered by external cues arise from internal representations of the outcomes. 19 
The use of a stimulus to specify when to act, which option to take, or whether to explore, has led to consider the 20 
reward circuit as a feedforward set of modules carrying independent computations. Here, we develop an uncued 21 
task in which mice self-determine the initiation, direction, vigor and pace of their actions based on their knowledge 22 
of the outcomes. Using electrophysiological recordings, pharmacology and optogenetics, we identify a sequence 23 
of oscillations and firing in the ventral tegmental area (VTA), orbitofrontal (OFC) and prefrontal cortices (PFC) that 24 
co-encodes and co-determines self-initiation and choices. This sequence appeared with learning as an unguided 25 
realignment of spontaneous dynamics. The interactions between the structures depended on the reward context, 26 
in particular regarding the uncertainty associated with the different options. We suggest that self-generated choices 27 
arise from a distributed circuit based on an OFC-VTA core setting whether to wait or to initiate actions, while the 28 
PFC is specifically engaged by reward uncertainty to participate in both the selection and pace of actions. 29 
 30 
Highlights 31 

 32 

• Self-paced actions arise from contextual reorganization of mesocortical dynamics. 33 
• VTA, PFC and OFC complementarily encode predictions and errors about outcomes. 34 
• Distributed firing-then-oscillations dynamics set the goal, initiation and pace of actions. 35 
• VTA and PFC antagonistically promote and inhibit motivation by reward uncertainty. 36 

 37 
 38 
 39 
 40 
  41 

.CC-BY-NC-ND 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted May 19, 2022. ; https://doi.org/10.1101/2022.05.19.492598doi: bioRxiv preprint 

https://doi.org/10.1101/2022.05.19.492598
http://creativecommons.org/licenses/by-nc-nd/4.0/


Introduction 42 
 43 
A major distinction is made between respondent and operant behaviors 1,2. Animal behavior is said to be respondent 44 
when actions are triggered by an external stimulus. Nevertheless, animals often base their decisions solely on 45 
internal representations of their goals. In such case, the behavior is said to be operant but also "self-paced", “self-46 
generated” or “self-initiated” 1,3. This includes decisions such as when to act, but also such as which option to take 47 
in cases where no stimulus indicates each option’s value. Decision-making in the absence of cues thus necessitates 48 
to compare internal memories of the values associated with different options. In particular, when faced with several 49 
alternatives, animals do not always exploit the option associated with the highest expectation of reward, but instead 50 
explore less rewarded options, in order to gain information 4. Indeed, while exploration might be guided by novel or 51 
salient cues, it can also be a consequence of an internal exploratory mode 4. However, most of our knowledge on 52 
decision-making has been obtained with respondent, stimulus-triggered behaviors that are most reproducible and 53 
amenable to statistical analyses 1,2. Hence, the neural mechanisms by which animals initiate goal-directed actions, 54 
decide between them, and explore potentially informative ones in the absence of external cues, is far from being 55 
understood. 56 

The choice of the experimental paradigm through which the neural mechanisms of goal-directed choice 57 
are probed is not neutral. In respondent behavior, the stimulus constitutes an identified input to the nervous system 58 
and the action its output 5. In this framework, it is tempting to treat the decision circuit as a feedforward process. 59 
Hence, a long-standing question has consisted in assigning a modular and sequential role to each stage of the 60 
circuit 6, e.g. to the ventral tegmental area (VTA) midbrain dopamine nucleus, the frontal areas (i.e. prefrontal and 61 
orbitofrontal cortices) and basal ganglia. This is illustrated by the reinforcement-learning computational theory, 62 
which identifies phasic release of dopamine (DA) with a reward prediction error (RPE), i.e. the comparison between 63 
actual and expected reward. DA RPE would constitute a teaching signal for learning the appropriate stimulus-action 64 
responses 7,8. In this theory, DA would only play an indirect role in behavior, affecting subsequent trials of a task 65 
rather than the current one. In the modular view, cortices provide subcortical areas with information about the 66 
current state and options of the environment and the basal ganglia then select among these options to initiate the 67 
goal-directed action 3,9. Hence, frontal cortices would, like DA, only indirectly affect decisions, by signaling sensory 68 
states, beliefs and possibilities to the basal ganglia, and/or by conveying value predictions to be compared with 69 
actual outcomes by DA neurons 10,11. 70 

However, both dopamine and frontal areas have been described as having more direct roles in decision-71 
making, and the basal ganglia might not be the only locus of action selection 12. Good-based models place the 72 
choice process at the level of the OFC/PFC 13, as frontal cortices not only represent the value of potential options 73 
but also actively compare between them 6,14. It is however unclear how economic choice is independent from action 74 
planning 14 or result from recurrent computations incorporating motor parameters of action execution back into a 75 
recurrent decision process 15. Theories on cognitive control assign a top-down, potentially inhibitory role to the OFC 76 
and PFC through computing goals, plans and task rules, i.e. higher-order decision-making 16. These different 77 
accounts all point at a direct, active role of frontal areas on ongoing choices. Phasic DA also exerts an impact on 78 
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the ongoing behavior and on self-paced actions, by modulating the vigor of actions leading to reward 17,18. Mixed 79 
results have been obtained on DA facilitating action initiation itself, depending on the type of task, DA nuclei, and 80 
intensity of DA manipulation 19–22. Given the respective roles of DA and frontal cortex in value-based decision 81 
making, selection and action initiation, the question of the coordination between nodes of this meso-cortical circuit 82 
arises, in learning processes, in decision-making and exploration, and in motor execution.  83 

Overall, studies focusing on prefrontal modulation of the VTA have focused on learning 10,11,23,24 while work 84 
assessing dopamine modulation of frontal cortices have pointed at decision-making 25–27. As the mesocortical circuit 85 
is a loop rather than a feedforward process 6,28, an integrated view is thus lacking. Concurrent recordings of VTA 86 
and frontal cortices 29,30 have shown synchrony between these structures but have not delved into causal 87 
mechanisms. More importantly, these studies have focused on the role of DA or cortical dynamics in cue-guided 88 
behaviors 10,11,23–25,29,30, or, when assessing goal-directed actions, did not examine the respective roles of these 89 
structures in action self-initiation 26,27. In the present study, we used an experimental paradigm in which mice must 90 
perform a sequence of choices to obtain rewards associated with intracranial self-stimulation 31–33. This protocol 91 
satisfies a series of requirements that have proven difficult to address altogether: simultaneously monitoring action 92 
selection, action execution, and electrophysiological activity of the mesocortical circuit, in an environment with 93 
controlled rewards and exploration. Most importantly, mice generate a vast number of “template” bouts of 94 
locomotion in this task 32, at a constant motivational level insured by intracranial self-stimulation.  95 

In this task, we show that goal-directed actions from one rewarded location to the next consisted in 96 
stereotyped, ballistic (bell-shaped speed profiles) movements that nonetheless presented characteristic variabilities 97 
in their timings or directions. Mouse behavior displayed hallmarks of self-generated actions, with initiation, pace 98 
and decisions underdetermined by environmental information, but influenced by internal representations of the 99 
reward context. We further show that the VTA, PFC and OFC coordinated their activities into a sequence of 100 
distributed firing and oscillations, associated with the goal-directed actions. Such sequence emerged with learning 101 
as a reorganization of existing dynamics locking on behaviorally-relevant timings, without being triggered by a 102 
stimulus. Combining electrophysiology with optogenetic and pharmacological manipulations, we unveil that OFC-103 
VTA interactions set self-initiation in each reward context, with a more specific involvement of the PFC during 104 
decisions under uncertainty and exploration. We also suggest that the VTA and PFC can act in synergy to self-105 
pace the actions, but may have antagonistic roles in pondering the influence of uncertainty on choices, in particular 106 
for exploration. Our study highlights how the mesocortical circuit self-generates decisions through distributed yet 107 
distinct computations, by reorganizing itself in a context-dependent manner. 108 
 109 
Results  110 
 111 
Mouse actions underdetermined by environmental cues, but shaped by internal representations, indicate 112 
self-paced decisions.  113 
To decipher the neural bases of self-paced decisions, we used a spatial version of a multi-armed bandit task 114 
adapted to mice 31–33. Three equidistant locations explicitly marked in an open-field were associated with rewards 115 
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delivered as intra-cranial self-stimulations (ICSS) in the medial forebrain bundle (MFB) 34 (Figure 1A left). The MFB 116 
ICSS eliminates the need for food restriction and the associated satiation level, which is known to affect decisions, 117 
in particular under reward uncertainty 35. Mice could not receive two consecutive ICSS at the same location, they 118 
therefore alternated between rewarding locations (Figure 1A right). Mice were initially trained in a deterministic 119 
context (D) in which all locations were associated with a certain ICSS delivery (P=100%). Then, mice underwent a 120 
probabilistic (P) context, in which each location was associated with a different probability of ICSS delivery (here; 121 
P=100%, 50% and 25%; Figure 1A), to assess how self-paced actions and meso-cortical representations depend 122 
on outcome expectations. Their behavior in the task after learning in the deterministic context thus consisted in 123 
sequences of trials in-between rewarding locations. First, on each rewarded location, mice could either circle 124 
forward along the three locations, or perform U-turns by coming backwards, at trial i+1, to the i-1 location (Figure 125 
1B). Second, a trial was characterized by a “template” bout of locomotion: a movement initiation towards the next 126 
location, an acceleration followed by deceleration and a pause at the next location (Figure 1C left). Execution of 127 
this ballistic (bell-shaped) velocity profile was characterized by an important trial-to-trial variability, notably regarding 128 
the time during which animals dwelled at a rewarded location before initiating a new trial, the time to reach maximal 129 
speed, and the overall time to goal (from one location entry to the next, Figure 1C right). As these successive 130 
timings were nested within the behavioral sequence, their variability could correspond to a global decision on the 131 
overall timing of the trial. In such case, variability of intermediate timings would be correlated, either positively (with 132 
the first timings already explaining the subsequent variability) or negatively (with the variability in each timing 133 
compensating in a zero-sum fashion). Alternatively, a successive, independent addition of variability at each stage 134 
of the trial could sign distinct decisions about movement direction, initiation and vigor. In the deterministic context, 135 
the direction (U-turn or Forward) impacted both on the dwell duration - an early trial timing, and finally on the time 136 
to goal (Figure 1D). Multiple linear regressions (with orthogonalized predictors, model p-value <0.05 for every 137 
animal, see Methods) showed that the trajectory direction, the dwell time and the time to maximal speed all had 138 
(independently from each other) significant impact on the time to goal (Figure 1E). Hence, each stage of a trial 139 
(trajectory direction, initiation, and vigor) presented a successive addition of independent variability suggesting that 140 
trajectory direction, initiation, and vigor all constituted decisions for the animals 1,3. Self-paced decisions depend on 141 
the representation of the potential outcome. We thus assessed whether the stages of the trial were affected by the 142 
animals’ internal representations of the potential rewards, by comparing behaviors in two reward contexts, the 143 
deterministic context and the probabilistic context (with different probabilities of ICSS delivery at each location, 144 
P=100%, 50% and 25%; Figure 1A). After training in the probabilistic context, the time to goal and dwell time 145 
increased compared to the deterministic context, even when considering only forward trajectories, suggesting a 146 
decreased motivation due to a decrease in reward delivery frequency in the probabilistic context (Figure 1F). The 147 
proportion of U-turns increased as well, reflecting an adjustment of the trajectory directions to the respective payoffs 148 
of the locations: while mice visited the three locations uniformly in the deterministic context, in the probabilistic 149 
context they visited more often the locations associated with the highest ICSS probabilities (i.e. p100 and p50, Figure 150 
1G). Indeed, choices were modulated by reward locations in the probabilistic context but not in the deterministic 151 
context, and locations differentially affected choices in the deterministic and probabilistic contexts. Hence, mouse 152 
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behavior displayed hallmarks of self-paced decisions: the direction, initiation and vigor of actions presented 153 
independent variability, were not determined by a stimulus cue, but rather were influenced by the potential 154 
outcomes of the actions. 155 
 156 
A distributed mesocortical sequence associated with self-generated decisions depends on reward context 157 
As self-generated behaviors are caused by changes in the internal state of the animals, rather than by external 158 
changes in the environment 1,3, we next characterized the mesocortical dynamics associated with self-paced 159 
decisions. We recorded from putative dopamine neurons (pDAn, n=136 neurons) in the VTA from WT mice (n=12 160 
mice) using extracellular multi-electrodes (Figure 2A Left). All neurons met the electrophysiological and 161 
pharmacological criteria used to identify dopamine cells in vivo 36,37 (Supp. Figure 1, Methods). In another group of 162 
mice, bipolar electrodes were also chronically implanted bilaterally into the prefrontal (PFC) and orbitofrontal (OFC) 163 
cortices (n=23 mice), allowing to record both extracellular field potentials (EFP) and population spiking activity 164 
(Figure 2A right, Supp. Figure 1, Methods).  165 

At the end of the deterministic context, pDAn (n=65 cells) emitted bursts of action potentials early in the 166 
trials (henceforth called “early bursting”), after the location entry and ICSS delivery, during the dwelling period 167 
(Figure 2B). Early bursting in VTA pDAn was concurrent with an early increase in OFC population firing (Figure 2C 168 
top). After the dwell time, when the animals started to move towards the next location (0.5-1.5s window), oscillation 169 
power in the θ band (7-14 Hz) increased in the OFC EFP (Figure 2C bottom). In contrast, no specific activity was 170 
observed in the PFC around the location entry, neither in the population spiking nor in the EFP (Figure 2D). 171 
Consistent with this temporal order, OFC firing and θ oscillations in the OFC displayed a lagged cross-correlation 172 
(Figure 2E below), indicating a transition from increased spiking to θ oscillations around the time of self-initiation of 173 
the trial by the mice. Although some of the oscillations in the PFC and OFC co-occurred, we did not observe any 174 
increase in coherence, in none of the contexts (deterministic or probabilistic, Supp. Figure 2).  175 

We next asked how mesocortical activity changed with the reorganization of animals’ choices when faced 176 
with the uncertainty of probabilistic reward delivery. pDAn early bursting was still present at the end of the 177 
probabilistic context and the increase in firing frequency (Figure 2F) was not different from what was observed in 178 
the deterministic context. The parallel increase in OFC firing during dwelling, and latter power increase in θ 179 
oscillations, were similar in both contexts (Figure 2G). By contrast, in the probabilistic context, an activity consisting 180 
in an increase in both population firing (0.5-1s window after location entry, post-omission only) and d (3-6 Hz) 181 
oscillation power (0.5-1s window after location entry, post-omission only emerged in the PFC (Figure 2H). No 182 
preferential temporal lag was observed between PFC firing and δ oscillations after the location entry (Figure 2I), 183 
suggesting an absence of a clear temporal order between firing and oscillations. Overall, the mesocortical network, 184 
classically associated with stimulus-triggered decision-making 10,23,24, was also recruited during self-generated 185 
decisions, but with an involvement of the PFC specifically during decisions under uncertainty. Our results are 186 
consistent with the view that self-generated decisions do not need a separate neural substrate but might reuse the 187 
neuronal circuits and computations of cue-guided behavior, yet in an ‘internally generated’ mode of brain dynamics 188 
38, with the PFC exerting a context-dependent influence when choice values are uncertain 39. 189 
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 190 
A self-generated mesocortical sequence emerges with learning as a reorganization of existing dynamics 191 
The influence of reward context on VTA, PFC and OFC activities suggests that the mesocortical dynamics 192 
associated with self-paced actions reorganizes based on the actions’ outcomes. We thus investigated the 193 
emergence of this dynamics with learning in naïve mice within the deterministic context. The total number of reward 194 
locations visited per session increased throughout the sessions (Figure 3A right), confirming place reinforcement. 195 
The averaged time to goal (Figure 3B left) and the dwell time (Figure 3B middle left) decreased accordingly, while 196 
the maximal speed increased (Figure 3B middle right). Finally, the proportion of U-turn decreased (Figure 3B right), 197 
indicating that mice learned to optimize their trajectories, and reduced the motor cost associated with U-turns 31. 198 

This behavioral learning was associated with a modification of VTA pDAn dynamics. The proportion of 199 
pDAn with a firing rate significantly higher than baseline in-between two rewarded locations (see Methods) 200 
increased with the training sessions (Figure 3C left). Early in learning, when the behavior is still dominated by 201 
spontaneous locomotion, phasic pDAn firing was not locked to location entry (Figure 3C top right). In contrast, at 202 
the end of learning, increased pDAn activity appeared at similar timings after location entry across trials, as reflected 203 
in the significant increase when averaged (Figure 3C bottom right). However, the correlated locking to behavioral 204 
timings in dopamine firing during a trial, and the increase in the number of trials with learning, did not result in an 205 
overall (session wide) increase in pDAn firing frequency (Figure 3D left), but rather in a shift of pDAn firing pattern 206 
toward increased bursting (Figure 3D right). Hence early bursting in dopamine neurons did not rely on additional 207 
spikes, but rather on a dynamical re-organization towards bursting activity at behaviorally relevant times (Supp. 208 
Figure 3). Similarly, the total number of OFC EFPs in which θ oscillation power was higher than baseline in-between 209 
two rewarded locations gradually increased with learning (Figure 3E left). From relatively scarce task-locked 210 
oscillatory activity in θ band early during the learning, θ oscillations emerged consistently around the same timing 211 
after learning (Figure 3E right). When compared with power spectra from naïve animals undergoing a habituation 212 
session (Hab., Figure 3F) to the open field, θ power significantly changed throughout the learning of the task. More 213 
specifically, θ power increased in the first and in the last sessions of the deterministic context compared to naïve 214 
animals, but no difference was observed between the first and last sessions. Hence, θ oscillations occurred more 215 
often with learning and reorganized to lock at particular timings of the behavioral sequence. By contrast, no change 216 
in PFC oscillatory activity was observed throughout learning, which is expected as PFC does not display d 217 
oscillations at the end of the deterministic context (Figure 2). Overall, during the learning in the deterministic context, 218 
the optimization of trajectories and speed profiles were associated with a reorganization of VTA DA neurons firing 219 
towards time-locked bursting and of OFC activity towards time-locked θ oscillations.  220 
 221 
Bursting of VTA DA cells, together with frontal firing and oscillations, form a distributed signal for outcome 222 
discrepancy and expectations. 223 
Learning theories propose that behavior, and underlying brain activity, reorganize when unexpected outcomes 224 
occur: the discrepancy between observed and expected reward may be used to update the animals’ internal 225 
representations 40–42. This comparison is thought to be computed in mesocorticolimbic areas 11,43,44, most notably 226 
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in VTA DA cells 8, but signals related to the evaluation of outcomes are also present in the frontal cortices 45. Yet, 227 
alternative interpretations, such as signaling outcome expectancy or prediction, may account for observed 228 
increases in neural activity associated with reward delivery 46. We thus evaluated VTA, OFC and PFC activities 229 
during expected rewards, and unexpected rewards and omissions. This further allowed to disentangle the direct 230 
effect of the intra-cranial stimulation on mesocortical activity (either as an artifact or as a reward response) from 231 
the reward representation learned by the animal. Early bursting activity in pDAn at the beginning of the probabilistic 232 
context occurred during the dwelling period and before the action initiation (Figure 4A top row, Supp. Figure 4A), 233 
as previously described for the end of the deterministic and probabilistic contexts (Figure 2). This increased DA 234 
activity was observed even when the ICSS reward was unexpectedly omitted at the beginning of the probabilistic 235 
context (Figure 4B top row, Supp. Figure 4A), but did not appear after unexpected, random stimulation reward in 236 
the home-cage (Figure 4C top row, Supp. Figure 4A). This suggests that, rather than being generated by the 237 
previous stimulation reward, early bursting at the beginning of the trial may be related to the expectation of the 238 
upcoming reward 41,47, or the invigoration of the next movement 21,22. The decreased pDAn activity following random 239 
stimulation in the home-cage emphasizes the emergence of early bursting activity in pDAn specifically upon self-240 
paced actions. Moreover, pDAn activity decreased at the time of the expected reward during unexpected omissions 241 
(Figure 4B top row, Supp. Figure 4A), consistent with pDAn computing a reward prediction error 7,41,48.  242 

Likewise, in the OFC (Figure 4 second and third row), neither the increased power of θ oscillations (Figure 243 
4A second row, Supp. Figure 4B) nor the increased firing (Figure 4A third row, Supp. Figure 4B) at the beginning 244 
of the trials were triggered by the previous stimulation reward. Indeed, both θ oscillations and increased firing were 245 
observed during omission trials (Figure 4B, Supp. Figure 4B), and no difference was observed between the ICSS 246 
and omission conditions (Supp. Figure 4B left). Furthermore, unexpected, random stimulation rewards did not 247 
generate θ oscillations (Figure 4C, Supp. Figure 4B), indicating a specific involvement in self-paced behavior. 248 
Unexpected reward increased OFC population firing (Supp. Figure 4B right), suggesting an influence of both 249 
expected and unexpected outcomes on OFC firing activity.  250 

Finally, in the PFC (Figure 4 fourth and last row), unexpected reward omission induced δ oscillations 251 
(Figure 4B forth row, Supp. Figure 4C left) and increased population firing (Figure 4B last row, Supp. Figure 4C 252 
right). Hence, δ oscillations and increased firing in the PFC, observed in the probabilistic context (Figure 2) but not 253 
in the deterministic context (Figure 4A), were already observed in the first omission trials. By contrast, unexpected 254 
stimulation reward decreased δ oscillations (Figure 4C fourth row, Supp. Figure 4C) and increased population firing 255 
(Figure 4C last row, Supp. Figure 4C), suggesting an involvement of the PFC specifically following unexpected 256 
outcomes (either reward or omission). 257 

Overall, we observed in VTA, OFC and PFC firing and oscillations a distributed encoding of errors related 258 
to unexpected reward and omissions, which can be used for behavioral learning. Yet, these errors were distinct in 259 
each structure: VTA computed classical reward prediction error, PFC signaled unexpectedness while OFC firing 260 
signaled any event (unexpected or expected). Furthermore, we ruled out that the electrical stimulation was the 261 
direct cause of the observed mesocortical dynamics, as distributed activity was observed even after omission, but 262 
not after random ICSS. 263 
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 264 
Distributed and complementary representations of decision parameters in mesocortical structures. 265 
The above analysis indicates that the mesocortical dynamics emerging with decisions were not only caused by the 266 
outcome immediately preceding. We thus searched for a signature of the internal representations of the upcoming 267 
outcome, which is thought to guide self-paced decisions 1,3. First, we determined which of the task parameters 268 
actually affected the animals’ choices, by modeling how mouse choices depended on the reward probabilities of 269 
the locations and to the motor requirements of U-turns. 270 

To do so, we extracted the succession of binary choices (as mice could not receive two consecutive 271 
rewards at the same location, they had to choose between the two remaining locations, Figure 5A left). We 272 
expressed choices in the probabilistic context as the proportion of exploitative choices in three gambles (G) between 273 
the potential outcomes (Figure 5A, G25:100 vs 50, G50: 100 vs 25 and G100 50 vs 25% reward probabilities, 274 
respectively, exploitative choices consisting in choosing the option with the highest reward probability). Mice 275 
displayed a preference for higher reward probabilities in G100 (p=0.02) and G50 (p<0.001), but not in G25, in which 276 
they chose the locations associated with 50% and 100% reward in the same proportions (p=0.20). This replicated 277 
our previous studies 32,33 in the probabilistic context: on average, mice assigned a positive value to uncertainty, 278 
which is zero for predictable outcomes (here, 100% probability) and maximal for the most unpredictable outcome 279 
(50% probability). As reward expectation (probability) and uncertainty (variance) co-vary in this setup, we used a 280 
model-based analysis to disentangle the influence of expected reward and uncertainty on choices. To quantitatively 281 
describe the decision processes underlying steady-state choice behavior in mice, we modeled individual data using 282 
a softmax model of decision-making 32. The model included: i) a value sensitivity parameter (β) measuring the 283 
trade-off between exploitative choices and random decisions, ii) a reward uncertainty bonus (ϕ) measuring how 284 
much animals value uncertain options and iii) a motor cost (κ) measuring the negative value of performing a U-turn 285 
31,33, as mice favored forward trajectories rather than U-turns (Figure 1), in both the deterministic and probabilistic 286 
contexts. We compared this model with simpler ones to assess the importance of the κ and ϕ parameters. Model 287 
comparison (Figure 5B) confirmed that in the probabilistic context, animals added the uncertainty to the expected 288 
reward as a total positive value on average, discounted by the motor cost (negative value) of U-turns (U model, 289 
Figure 5B).  290 

We thus assessed the encoding of expected reward, uncertainty and motor cost in mesocortical activity to 291 
understand how outcome representations shapes self-direction. We did not find any encoding of motor cost in any 292 
of the recordings (Supp. Figure 5A). By contrast, VTA pDAn activity scaled with expectation of reward (Figure 5C), 293 
i.e. firing activity was minimal when the target location was p25 and maximal when going for p100. This finding is 294 
consistent with early bursting in pDAn signaling a quantitative “time-difference” reward prediction error 41. In this 295 
framework, DA cells not only signal the difference between actual and expected reward, but also integrate the 296 
expectation of future rewards predicted by the current state and actions of the animal 8. We further assessed 297 
whether DA cells only signaled the expected value of reward, or also integrated the bonus value of uncertainty. To 298 
do so, we computed the ratio between the encoding of the most uncertain option (p50, 50% probability) and the 299 
encoding of the most certain option (p100, 100% probability) by VTA pDAn activity, which indicates how much the 300 

.CC-BY-NC-ND 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted May 19, 2022. ; https://doi.org/10.1101/2022.05.19.492598doi: bioRxiv preprint 

https://doi.org/10.1101/2022.05.19.492598
http://creativecommons.org/licenses/by-nc-nd/4.0/


encoding of the uncertain option deviates from a pure “reward expectation” signal. This p50/p100 ratio correlated with 301 
the uncertainty bonus parameter derived from animals’ decisions (Figure 5D), which measures how much an animal 302 
values uncertain options. This positive correlation between pDAn encoding of uncertainty and the value assigned 303 
to uncertain options suggests that VTA pDAn integrate uncertainty with reward into a common currency 49, thereby 304 
promoting the choice of the uncertain options 32.  305 

PFC d oscillations power did not scale with the expectation of reward uncertainty (Figure 5E), in contrast 306 
to PFC population firing (Figure 5F) that was maximal when mice moved towards the location associated with the 307 
most uncertain (50%) reward probability. We further found that PFC population activity was enriched with the 308 
encoding of reward uncertainty above chance level (Supp. Figure 5B). Hence, while PFC d oscillations reflected 309 
preceding unexpected outcomes (Figure 4), population firing signaled the expected uncertainty of the predicted 310 
outcome. Finally, we did not find evidence for OFC θ oscillations (nor firing) to encode expected reward or 311 
uncertainty (ns ANOVA F(2)=0.3, p=0.97). OFC oscillations were uncorrelated to the expectation of outcome value. 312 
They occurred following both reward and omission during the task, but not after passive exposition to unexpected 313 
rewards in the home-cage (Figure 4). Together, this suggests an OFC specificity related to active behaviors, rather 314 
than to the expectation of outcomes. Therefore, the internal representations of reward outcomes influencing 315 
animals’ self-directions, i.e. expected reward and uncertainty, were represented in a complementary way by the 316 
VTA and the PFC activities, respectively, while the OFC encoded a more general, active change in the behavioral 317 
state of the animals. 318 
 319 
Distributed correlates of self-initiation, invigoration and pace of goal-directed actions 320 
After examining the internal representations directing self-paced behavior, we then assessed the relation between 321 
circuit activity and the content of self-paced actions. We analyzed how the initiation and invigoration of goal-directed 322 
behaviors related to mesocortical dynamics at each trial. As shown above (see Figure 1), each trial is characterized 323 
by the initiation of a movement towards the next location (estimated by the dwell time) and a strong acceleration 324 
(estimated by the time to maximal speed) followed by a deceleration at the next location, resulting in the overall 325 
time to goal (see Figure 1, Figure 6A top). Then another trial ensues. Sorting the trials by ascending pDAn early 326 
bursting for each neuron revealed a negative correlation with both the time to goal (Figure 6A) and the time to reach 327 
the maximal speed (Figure 6B-C): greater pDAn phasic activity before the self-initiation correlated with shorter time 328 
to goal, due to a shorter time to reach the maximal speed. This was confirmed by the distribution of correlation 329 
coefficients (R2) for all neurons (Figure 6D). We ruled out that these correlations might have been spurious using 330 
surrogate data preserving the coding capacity of pDAn cells and the timing variability of mice (Figure 6D, see 331 
Methods). 332 

By contrast, we did not find any significant correlation between the amplitude of cortical oscillations and 333 
the successive behavioral timings, neither for OFC θ nor for PFC d oscillations (Figure 6E, Supp. Figure 5C-F). 334 
This might be due to the temporal order of neural oscillations and behavioral events: the increase in OFC θ and in 335 
PFC d generally occurred after self-initiation (see Figures 2 and 4), and thus may not be involved in this decision 336 
process. On the opposite, the increase in OFC population activity, which occurred early in the trial, correlated 337 
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positively with the dwell time, suggesting an involvement in the self-initiation of the trial (Figure 6F). Finally, PFC 338 
population firing correlated with the time to goal, but neither with the dwell time nor with the time to maximal speed 339 
(Figure 6G). This indicate that additional variability in the overall pace of the trial, that was not already due to earlier 340 
decisions (Figure 1), may be encoded in the PFC. Overall, OFC, VTA and PFC firing activity synergistically encoded 341 
for self-initiation, invigoration, and pace of the goal-directed actions, suggesting a sequential and distributed 342 
mechanism for self-paced decisions. 343 
 344 
Synergy and antagonism between mesocortical structures in self-paced decisions under uncertainty 345 
Electrophysiological analyses suggest an involvement of the VTA and PFC in both the selection (Figure 5) and 346 
execution of actions (Figure 6). We thus investigated their causal involvement, by inactivating these structures 347 
during the task. To specifically manipulate VTA DA neurons, we expressed an inhibitory halorhodopsin variant 348 
(Jaws 50) in DATiCRE mice using a Cre-dependent viral strategy (Figure 7A). We confirmed expression of the opsin 349 
in Jaws-transduced mice with immunochemistry and verified that 500ms-light pulses (520 nm) at 0.5 Hz reliably 350 
decreased the activity of VTA DA neurons using patch-clamp recordings (Sup Figure 6A). As the amplitude of the 351 
early bursting in VTA pDAn correlated with movement invigoration (Figure 6), we specifically tested the effect of 352 
optogenetic inactivation of VTA DA neurons at the time of the early bursting activity (using 500ms continuous light, 353 
starting 100ms after the previous ICSS, see Methods, Figure 7A). Optogenetic inhibition on each trial in the 354 
deterministic context decreased the total number of transitions (Figure 7B). The decrease in the number of trials 355 
was due to an alteration in the speed profile that started during illumination and lasted after its termination (Figure 356 
7C), with an increase in the overall time to goal (Figure 7D left). In particular, photo-inhibition of VTA pDAn delayed 357 
the action initiation (increased dwell time, Figure 7D middle) and decreased the action vigor (decreased maximum 358 
of mean speed, Figure 7D right). None of these parameters were modified in GFP-transduced DATiCRE mice (Supp. 359 
Figure 6B). These results causally implicate VTA DA cells in motivation for ongoing, self-generated movements, 360 
energizing movement as previously observed 21,47, but also promoting movement initiation 22.  361 

VTA DA cell photo-inhibition also affected OFC θ oscillations (Figure 7E left), with a decrease in θ 362 
oscillations power during photostimulation (Figure 7E right) which did not last afterwards. We did not find any effect 363 
of VTA DA cell photo-inhibition on other frequencies of the OFC power spectra, nor in PFC oscillation, suggesting 364 
a specific relation between pDAn early bursting and OFC θ oscillations. As the OFC dynamics transitioned from 365 
increased population firing to θ oscillations at action initiation (Figure 2C, Figure 7E), VTA DA neuron photo-366 
inhibition may have delayed θ oscillations directly, or indirectly, with OFC θ oscillations merely following the delayed 367 
action initiation. This latter interpretation is consistent with the peak in OFC θ power occurring at 0.62s (and a dwell 368 
time of 0.41s) without light; and 0.83s (with a dwell time of 0.59s) under photo-inhibition. 369 

The absence of observable effects of VTA DA cell photo-inhibition on PFC dynamics is also in line with 370 
our electrophysiological results suggesting that the PFC is not implicated in self-initiation in the deterministic 371 
context. In the P context however, PFC d oscillations have been specifically detected, and PFC firing frequency 372 
has been correlated with time to goal and reward uncertainty. We thus probed the involvement of the PFC in the P 373 
context by inactivating this structure bilaterally using a local infusion of muscimol (Figure 7F, Supp. Figure 6C). 374 

.CC-BY-NC-ND 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted May 19, 2022. ; https://doi.org/10.1101/2022.05.19.492598doi: bioRxiv preprint 

https://doi.org/10.1101/2022.05.19.492598
http://creativecommons.org/licenses/by-nc-nd/4.0/


PFC inactivation in the probabilistic context increased the time to goal (Figure 7G left), which was associated with 375 
an increase of the dwell time and a decrease in maximal speed (Supp. Figure 6D). This resulted in a lower number 376 
of transitions (Supp. Figure 6D). These results confirm our electrophysiological data showing an encoding of time-377 
to-goal by PFC population firing (Figure 5), and suggest a role for the PFC in the overall pace of the action. 378 

Surprisingly, muscimol also decreased the percentage of U-turns (Figure 7G right). This was due to an 379 
alteration of choices: PFC inactivation affected choice repartition on the three locations (Figure 7H left) with a 380 
decreased propensity to visit the location associated with the highest reward probability (i.e. 100%). We thus sought 381 
to explain these changes in U-turns and in the choices of the best locations using the computational model. We 382 
fitted the transition function of each mouse (Supp. Figure 6E) in the saline and muscimol sessions with a model 383 
taking into account the value sensitivity (b), the weight of uncertainty (j) and the motor cost (k) of each decision 384 
(see Methods and Model U, Figure 5B). We found that under muscimol, animals behaved as if their uncertainty 385 
bonus was amplified (Figure 7H right), with no changes in b  nor in k  (Supp. Figure 6F). Again, PFC inactivation 386 
with local muscimol extends our electrophysiological results: PFC population firing positively encoded reward 387 
uncertainty, and PFC inactivation increased the valuation of uncertainty, suggesting an inhibitory control of the PFC 388 
on uncertainty-seeking in our setting.  389 
 390 
  391 
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Discussion 392 
 393 
By using a task in which mice perform stereotyped trials from a motor perspective (moving from one rewarding 394 
location to another), we eliminated the requirement for a stimulus to reiterate and time-lock a specific behavior, 395 
usually needed for statistical analyses. Furthermore, the absence of a cue specifying the direction or the initiation 396 
of each trial produced variability (mice had to choose among several alternatives and to decide the pace of goal-397 
directed actions) enabling correlation of behavior with neural activity. This allowed us to assess how self-generated 398 
actions arise from the contextual reorganization of mesocortical dynamics. We found that a distributed sequence 399 
of firing and oscillations in the VTA, PFC and OFC jointly set the goal of actions (i.e., deciding where to go), self-400 
initiated the trial and determined the vigor and pace of the goal-directed action. This circuit sequence was influenced 401 
by the reward context (deterministic or uncertain) and correlated with reward value and uncertainty, used to guide 402 
the animal’s choices. Both the cortical oscillations and the distributed increase in firing emerged during learning as 403 
a reorganization of existing dynamics, and all these structures encoded prediction errors about the outcomes. Such 404 
sequence, rather than being fixed, could incorporate the PFC or not, depending on the reward context, and the 405 
PFC could act in synergy or antagonistically to the VTA in co-determining action selection or execution. 406 
 407 
Modular or distributed neural encoding of decisions.   408 

A long-standing question in decision-making remains to identify the elements of the mesocorticolimbic 409 
circuits with computation underlying decisions. Many theories assume that goal-directed choice can be subdivided 410 
into a set of localized modules, each computing a variable of a phenomenological model of behavior 6,15. For 411 
instance, in the influential reinforcement-learning framework, the phasic activity of dopamine neurons is classically 412 
viewed as calculating a reward prediction error (RPE, 8), i.e., the difference between actual and predicted value. In 413 
this framework, prefrontal and orbitofrontal cortices are implicated in value predictions, task state inference or 414 
beliefs 10,24,39. In stimulus-driven behaviors, frontal cortices are thus considered as upstream computations to 415 
dopamine RPE, inferring value or state predictions to be compared with actual outcomes by DA cells, while the 416 
frontal areas play an indirect role in behavior, by modulating a learning signal 3,9,10,24,39 or by informing areas that 417 
perform the choice, typically the basal ganglia 3,9,39. By contrast, pharmacological and chemogenetic studies have 418 
shown an implication of prefrontal dopamine in decision-making, in particular under uncertainty 27,51,52, placing 419 
cortical dynamics downstream of dopamine modulation. This is in line with a vast literature assigning a more direct 420 
role to frontal cortices in ongoing action selection 14,15,53. The OFC and PFC have been shown to play crucial roles 421 
in ongoing reward-directed choice. In particular, neurons in the OFC have been proposed to encode the subjective 422 
value of options and to bias future choice 11,54–56 while neurons in the PFC have been suggested to compare the 423 
values of options in order to implement action policy 6,14,53. In particular, θ oscillations, widely observed across 424 
frontal cortical areas, are also implicated in general functions such as reward processing and goal-directed behavior 425 
16,52,57,58. 426 

 427 
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Our recordings of neural activity in the VTA, the OFC and the PFC during the task revealed a distributed 428 
sequence of neural activity, which was consistent in each trial. This distributed mesocortical sequence started with 429 
an early phasic activity in the DA system together with an increase in OFC firing, before the initiation of the action. 430 
This self-initiation was followed by a transition from increased spiking in the OFC to a θ oscillation. Increased OFC 431 
firing encoded the time of self-initiation, which may suggest an early cortical participation in decision-making. 432 
However, using optogenetic inhibition, we further show that VTA DA cells are likely to emit the “go” signal for 433 
initiation (see also below) as well as to favor the transition from desynchronized spiking to θ oscillation in the OFC. 434 
Our results thus suggest a recurrent OFC-VTA-OFC computation related to action initiation. We also found lines of 435 
evidence for a distributed computation of the overall pace of the action (from one rewarded location to another) 436 
among the PFC and VTA: firing in both structures correlated with the time to goal, which was also increased by the 437 
local inhibition of each structure. Our study is therefore in line with the alternative perspective that decisions may 438 
be distributed, i.e. formed in concert across the subparts of the mesocorticolimbic loop that perform parallel 439 
computations 6,15,59. The same view may hold for learning, as errors about the outcomes were present in all 440 
structures, during unexpected reward or omissions. Nevertheless, prediction errors were not similar: while VTA 441 
firing did conform to a reward prediction error (decreasing with omission and increasing with reward), the OFC 442 
signaled both (expected and unexpected) outcome regardless of its valence, and the PFC was engaged by 443 
unexpectedness only, in particular during omissions. Hence, for the learning part, our results are consistent with 444 
reinforcement-learning views that the VTA relates to value prediction errors 8,60 while the OFC is more dedicated to 445 
detect state changes 11,39,43,61 and the PFC to uncertainty 10 or deliberative strategies when the environment is 446 
uncertain 62–65. Such complementary predictions errors in the VTA and frontal areas may arise from the same kind 447 
of comparisons 6 applied to different inputs, and might be needed for learning in complex settings 39,43,66. More 448 
studies are thus needed to reconcile the modular and distributed views of learning and decision-making, with a 449 
potential important role for biophysical models to integrate neurophysiological findings at the circuit level 6. 450 

 451 
Roles of mesocortical circuits in ongoing decisions.    452 
In recent studies, it remains debated whether DA RPE at action initiation constitutes a learning signal for the next 453 
trials 20,67 and/or a motivational command for the current trial 19,22,47,68. In our recordings, we observed that early 454 
bursting in VTA DA neurons was not directly triggered by the MFB electrical stimulation. Indeed, early VTA DA 455 
bursting scaled with the reward probability of the future location, and it decreased at the time of the expected reward 456 
during reward omissions. All of these results comply with early bursting in VTA DA cells encoding RPE. However, 457 
early VTA DA bursting also correlated with the vigor of the movement (estimated by the time to maximal speed and 458 
the time to goal). Furthermore, inhibition of this phasic activity reduced the time to goal by decreasing the maximal 459 
speed and delaying the action initiation. We thus causally implicate RPE-complying VTA DA activity in the initiation 460 
and vigor of goal-directed actions 19,22, contrary to the view that VTA DA activity only constitutes a passive reflection 461 
of action initiation 20. As pDAn firing did not encode the time of initiation in advance, and because temporarily 462 
inhibiting VTA DA cells delayed initiation, we propose that VTA DA activity participates to a “go” command 22,68, 463 
with computations leading to action initiation performed elsewhere, in the OFC based on the present data, but also 464 
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in the striatum 3,15. The encoding of dwell time by the OFC, as well as the transition from increased spiking to θ 465 
oscillations at action initiation, are in line with the state theory of the OFC 39,61. In this theory, the OFC computes a 466 
“you are here” signal (within the task space), which is based on both external (cues) and inferred information. Action 467 
initiation would constitute a change in the animal’s state, associated with distinct OFC dynamics. This may also 468 
explain why OFC firing and oscillations react to whichever outcome (reward or omission), to signal changes 469 
between the different possible states of this task. However, in our task, action initiation is not caused by external 470 
cues signaling a state change, nor by the inference of a hidden state, such as for instance an non-signaled yet 471 
imposed delay after which the action has to be initiated 10. On the opposite, we found that the OFC computed in 472 
advance the duration before state change (i.e. the dwell time), suggesting an active involvement of this structure in 473 
controlling the change between task states (a “you wait here” signal), rather than a passive role in monitoring task 474 
states. 475 

In line with a general role related to task space, we did not see any correlation between the discharge of OFC 476 
neurons, or the amplitude of OFC θ oscillations, and the expected reward nor the reward uncertainty. This is at 477 
odds with accounts suggesting involvement of the OFC in economic value 14 or in computing confidence (i.e., the 478 
inverse of uncertainty, 69,70). However, value or uncertainty can be confounded with arousal and salience and causal 479 
involvement of the OFC in economic choice is lacking 66 . In contrast with the OFC, we found clear correlates of 480 
value and uncertainty in the VTA DA cell firing, and of uncertainty in the PFC firing. Quantitative encoding of 481 
probabilistic reward complies with RPE theories and has been described at length 71–73. PFC d oscillations have 482 
also been implicated in motivation 74. However, expected uncertainty was not aggregated with expected value in 483 
PFC activity, contrary to observations made in humans 75,76. This might relate to task differences rather than species 484 
differences. Indeed, the PFC has been implicated in selecting the strategy for goal-directed choice 16,39. In our task, 485 
we did not observe any increased firing nor any d oscillations in the PFC in the deterministic context, suggesting 486 
that the PFC is mostly needed in the probabilistic context, i.e. for decisions under uncertainty 62,64. As mice used 487 
uncertainty to guide their decisions in the probabilistic context, the PFC may encode uncertainty in our task in order 488 
to represent decision-guiding rules, rather than uncertainty-modulated values per se.  489 

 490 
Context-dependent synergy or antagonism between PFC and VTA.  491 

Inhibiting the PFC by a local infusion of muscimol led to an increase of uncertainty-seeking, indicating that 492 
the encoding of uncertainty by the PFC exerts an inhibitory influence on uncertainty-biased choices. As dopamine 493 
generally exerts a positive influence on uncertainty-seeking 32,51, this suggests antagonistic influences of the VTA 494 
and PFC on the motivation induced by reward uncertainty. This might reflect a difference between how model (or 495 
belief)-based and model-free control may treat uncertainty. In the probabilistic context, the uncertainty associated 496 
with the reward is known by the animals, i.e. it is a form of expected uncertainty 77. In the simplest form of curiosity, 497 
expected uncertainty or variability may exert a positive motivational influence in the form of a bonus added to the 498 
expected value by DA cells, in order to promote the exploration of unpredictable options 32,78. By contrast, in 499 
deliberative strategies putatively implicating the PFC, the known, expected uncertainty may be treated as 500 
uninformative noise that has to be discarded from the decision strategy 77. Hence, expected uncertainty may be 501 
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incorporated by VTA DA neurons into value to promote model-free exploration, and encoded by PFC to favor model-502 
based exploration, thus opposing model-free uncertainty-seeking. 503 

Strikingly, the VTA and PFC had opposite influences on uncertainty-related choices, but synergistic 504 
influences on the pace of actions. Suppressing the early phasic activity of the pDA neurons and inhibiting the PFC 505 
had similar consequences on the pace of behavior, with an increase in time to goal and a decrease in total transition 506 
number. This could either suggest a sequential computation (e.g. DA-then-cortex), a recurrent one (DA-cortex-DA, 507 
as suggested above for the VTA and OFC), or two independent processes causally linked to movement initiation. 508 
More work is thus needed to dissect PFC-DA interactions 23,26,30 in ongoing, self-generated decisions. We however 509 
suggest that this circuit presents a “fluid” organization as described for invertebrate circuits 79: depending on the 510 
reward context, the PFC may flexibly integrate the basic circuit formed by the VTA-OFC loop in charge for the 511 
initiation of a goal-directed action, adding uncertainty-based computations to the distributed sequence. In the same 512 
vein, the emergence of these activities with learning followed a reorganization of existing circuit dynamics. Indeed, 513 
completion of learning induced the emission of bursts by dopamine cells at each trial, and was also associated with 514 
an increase in the number of trials. The combination of these two features could have resulted in an overall increase 515 
in pDAn firing frequency, but we did not observe any change. Hence early bursting in dopamine neurons did not 516 
rely on additional spikes, but rather on a dynamical re-organization towards time-locked bursting activity. This 517 
increased in early DA activity correlated also with a locking of θ oscillations in the OFC. This suggests that the 518 
characteristics of the VTA-OFC-PFC, i.e. distributed yet distinct contributions to both learning and decisions, may 519 
rely on the alignment of distributed dynamics at relevant timings, rather than on increases in activities of separate 520 
modules each computing a decision variable. While this alignment of mesocortical dynamics is usually forced by a 521 
stimulus, we show here that it reorganizes even without stimulus, resulting in the self-generation of goal-directed 522 
actions. 523 
  524 
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Methods 541 
 542 
Animals 543 
Experiments were performed on adult C57Bl/6Rj DATiCRE and Wild-Type (Janvier Labs, France) mice. Male mice, 544 
from 8 to 16 weeks old, weighing 25-35 grams, were used for all the experiments. They were kept in an animal 545 
facility where temperature (20 ± 2°C) and humidity were automatically monitored and a circadian light cycle of 546 
12/12-h light-dark cycle was maintained. All experiments were performed in accordance with the recommendations 547 
for animal experiments issued by the European Commission directives 219/1990, 220/1990 and 2010/63, and 548 
approved by Sorbonne University. 549 
  550 
AAV production  551 
AAV vectors were produced as previously described using the cotransfection method and purified by iodixanol 552 
gradient ultracentrifugation51. AAV vector stocks were tittered by quantitative PCR (qPCR)52 using SYBR Green 553 
(Thermo Fischer Scientific). 554 
  555 
Intracranial self-stimulation electrode and recording electrode implantation 556 
Mice were anaesthetized with a gas mixture of oxygen (1 L/min) and 1-3 % of isoflurane (Piramal Healthcare, UK), 557 
then placed into a stereotaxic frame (Kopf Instruments, CA, USA). After the administration of a local anesthetic 558 
(Lurocain, 0.1 mL at 0.67 mg/kg), a median incision revealed the skull which was drilled at the level of the Median 559 
Forebrain Bundle (MFB), the OFC, the PFC or the VTA. Dental cement (SuperBond, Sun Medical) was used to fix 560 
the implant to the skull. A bipolar stimulating electrode for ICSS was then implanted unilaterally (randomized) in the 561 
brain (stereotaxic coordinates from bregma according to mouse after Paxinos atlas: AP -1.4 mm, ML ±1.2 mm, DV 562 
-4.8 mm from the brain). Bipolar recording electrodes were implanted in the lateral OFC (AP +2.6 mm, ML ±1.5 563 
mm, DV -1.7 mm from the brain) and the medial PFC (AP +1.65 mm, ML ±0.5 mm, DV -1.8 mm from the brain). 564 
Multi-electrodes were implanted in the VTA (AP -3.15 to -3.25 mm, ML ±0.5 mm, DV -4.1 to 4.25 mm from the 565 
brain). After stitching and administration of a dermal antiseptic, mice were then placed back in their home-cage and 566 
had, at least, 5 days to recover from surgery. An analgesic, buprenorphine solution at 0,015 mg/L (0.1 mL/10 g), 567 
was delivered after the surgery and if necessary, the following recovering days. The efficacy of electrical stimulation 568 
was verified through the rate of acquisition during the deterministic context (see behavioral methods). 569 
 570 
Virus injections  571 
DATiCRE mice were anaesthetized (Isoflurane 1-3%) and were injected unilaterally (randomized left/right side and 572 
ipsi/contralateral side) in the VTA (1 µL, coordinates from bregma: AP -3.15 to -3.25 mm; ML ±0.5 mm; DV -4.55 573 
mm from the skull) with an adeno-associated virus (AAV5.EF1a.DIO.Jaws.eGFP 1.16e13 ng/µL or 574 

AAV5.EF1a.DIO.YFP 6.89e13 or 9.10e13 ng/µL). A double-floxed inverse open reading frame (DIO) allowed to 575 
restrain the expression of Jaws (red-shifted cruxhalorhodopsin) to VTA dopaminergic neurons.  576 
 577 
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Polyelectrodes: 578 
Hand-made multi-electrodes (2 bundles of 8 electrodes) were obtained by twisting eight polyimide-insulated 17 µm 579 
Nickel-Chrome wires. The use of eight channels relatively close together allows for a better discrimination of the 580 
different neurons. Before implantation and recording, the multi-electrodes were cut at suitable length and plated 581 
using a Platinium-PEG solution to lower their impedance to 150-400 KOhms and improve the signal-to-noise ratio. 582 
The free ends of the multi-electrodes were connected to the holes of EIB-18 (electrode interface board, Neuralynx) 583 
and fixed with pins. We manufactured a microdrive system (home-made 3D conception and printing) consisting of 584 
a main body, on which is mounted the EIB, and a driving screw, with a sliding part design to contain the two multi-585 
electrodes. This microdrive allowed moving through the VTA in order to sample neuronal populations.  586 
 587 
Bipolar electrodes: 588 
Hand-made bipolar electrodes were obtained by twisting two Teflon-insulated (60 µm) Stainless Steel wires. Two 589 
configurations were used. For the first one, the tips of the bipolar electrodes were cut so that they are spaced of 590 
less than 0.5 mm apart. For the second one, the reference tip was wound around the recording one, at a distance 591 
of less than 0.5 mm from the recording endpoint. These electrodes are designed so the two tips are oriented 592 
perpendicular to the dipoles formed by cortical pyramidal neurons. The first configuration was used for OFC 593 
recording electrodes, and the second one for PFC recording electrodes. IntraCranial Self-Stimulation (ICSS) 594 
electrodes were made as the second configuration with an 80 µm Stainless Steel wire. Bipolar electrodes were 595 
connected to the EIB during the surgery, by fixing the free ends with pins. 596 
 597 
Immunochemistry 598 
After euthanasia, brains were rapidly removed and fixed in 4% paraformaldehyde (PFA). After a period of at least 599 
three days of fixation at 4°C, serial 60-µm sections were cut with a vibratome (Leica). Immunostaining experiments 600 
were performed as follows: VTA brain sections were incubated for 1 hour at 4°C in a blocking solution of phosphate-601 
buffered saline (PBS) containing 3% bovine serum albumin (BSA, Sigma; A4503) (vol/vol) and 0.2% Triton X-100 602 
(vol/vol), and then incubated overnight at 4 °C with a mouse anti-tyrosine hydroxylase antibody (anti-TH, Sigma, 603 
T1299) at 1:500 dilution, in PBS containing 1.5% BSA and 0.2% Triton X-100. The following day, sections were 604 
rinsed with PBS, and then incubated for 3 hours at 22-25 °C with Cy3-conjugated anti-mouse and secondary 605 
antibodies (Jackson ImmunoResearch, 715-165-150) at 1:500 in a solution of 1.5% BSA in PBS, respectively. After 606 
three rinses in PBS, slices were wet-mounted using Prolong Gold Antifade Reagent (Invitrogen, P36930). 607 
Microscopy was carried out with a fluorescent microscope, and images captured using a camera and analyzed with 608 
ImageJ. In the case of optogenetic experiments on DATiCRE mice, identification of the transfected neurons by 609 
immunohistofluorescence was performed as described above, with the addition of 1:500 Chicken-anti-GFP primary 610 
IgG (ab13970, Abcam) in the solution. A Goat-anti-chicken AlexaFluor 488 (1:500, Life Technologies) was then 611 
used as secondary IgG. Neurons labelled for TH in the VTA allowed to confirm their neurochemical phenotype, and 612 
those labelled for GFP to confirm the transfection success. 613 
 614 
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Intracranial self-stimulation (ICSS) bandit task 615 
Behavioral set up: The ICSS bandit task took place in a circular open field with a diameter of 68 cm. Three explicit 616 
square-shaped marks (1x1 cm) were placed in the open field, forming an equilateral triangle (side=35 cm). Entry in 617 
the circular zones (diameter=6 cm) around each mark was associated with the delivery of a rewarding ICSS 618 
stimulation. Experiments were performed using a video camera, connected to a video-tracking system, out of sight 619 
of the experimenter. A LabVIEW (National Instruments) application precisely tracked and recorded the animal's 620 
position with a camera (20 frames/s). When a mouse was detected in one of the circular rewarding zones, an 621 
electrical stimulator received a TTL signal from the software application and generated a 200 ms-train of 0.5-ms 622 
biphasic square waves pulsed at 100 Hz (20 pulses per train). ICSS intensity was adjusted, within a range of 20 to 623 
200 µA, during training (see training contexts) and then kept constant, so that mice would achieve between 50 and 624 
150 visits per session (5min duration) for two successive sessions, and then kept constant for all the experiment. 625 
The constant motivational level insured by ICSS alleviated the need for a stimulus to repeat the behavior. Mice with 626 
insufficient scores in the PS and DS (<40 visits despite increasing the intensity to a maximum of 200 µA) were 627 
excluded. 628 
 629 
 630 
Baseline behavior: Prior to the ICSS bandit task, three control sessions were performed. First, spontaneous 631 
neuronal activity was recorded in the mice home-cages for 10 minutes. Second, neuronal activity was recorded 632 
while random ICSS were delivered to the mice in its home-cage, to assess the direct effect of the stimulation onto 633 
neuronal activity. Third, behavioral and neuronal activity were recorded for 30 min, while the mice were exploring 634 
the open-field for the first time (“habituation”, without the presence of the three rewarding locations). 635 
 636 
Training context: The training consisted of two context s: the deterministic context (D) and the probabilistic context 637 
(P), consisting of 10 daily sessions of 5 min for the DS and 10 min for the PS. In the DS, all zones were associated 638 
with an ICSS delivery (P=100%). However, two consecutive rewards could not be delivered on the same location, 639 
which motivates mice to alternate between locations. In the PS, the zones were associated with three different 640 
probabilities (P=25%, P=50%, P=100%) to obtain an ICSS stimulation. The probabilities’ locations were pseudo-641 
randomly assigned per mouse. Animals successively make the task in DS and then in PS. 642 
 643 
Data acquisition per experimental group: For optogenetics experiments, the DATiCRE mice (n=16) completed the 644 
training, followed by a schedule of 4 days of paired sessions with photo-stimulation (ON) alternated with days 645 
without photostimulation (OFF). The averages of the ON and OFF days were compared in a paired manner.  646 
 647 
Optogenetics experiments: For optogenetic experiments on freely moving mice, an optical fiber (200 µm core, 648 
NA=0.39, Thor Labs) coupled to a ferule (1.25 mm) was implanted just above the VTA ipsilateral to the viral injection 649 
(coordinates from bregma: AP -3.1 mm, ML ±0.5 mm, DV 4.4 mm), and fixed to the skull with dental cement 650 
(SuperBond, Sun Medical). The behavioral task began at least 4 weeks after virus injection to allow the transgene 651 
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to be expressed in the target dopamine cells. An ultra-high-power LED (520 nm, Prizmatix) coupled to a patch cord 652 
(500 µm core, NA=0.5, Prizmatix) was used for optical stimulation (output intensity of 10 mW). Optical stimulation 653 
during the behavioral experiment was continuously delivered for 500 ms, starting 100 ms after animal’s detection 654 
in a location. The ON and OFF schedule (OFF-ON-OFF-ON-OFF) was following the last week of deterministic 655 
training. The optical stimulation cable was plugged onto the ferrule during 5 experimental sessions to prepare the 656 
animals and control for latent experimental effects. 657 
 658 
Intracranial injections of muscimol: A solution of muscimol (TOCRIS) (0.5µg/µL) was infused in the PFC over 20-659 
30 minutes before the beginning of the ICSS bandit task experiment. The bilateral infusion of 0.4µL was performed 660 
at a rate of 0.2µL/min using a double injector (Univentor). Before each experiment session, a double injection 661 
cannula (2.5 mm, 0.5 mm projection) was inserted into the implanted bilateral cannula guide (length below pedestal 662 
2.5 mm). The injection cannula was connected to a multi-syringe pump (Univentor) that allowed saline or muscimol 663 
injection. The saline and muscimol schedule (saline-muscimol-rest-saline-muscimol) was following the last week of 664 
probabilistic training. The injection system was plugged onto the cannula guide before 5 experimental sessions to 665 
prepare the animals and control for latent experimental effects. 666 
 667 
Behavioral measures: For all groups of mice, the trajectory was smoothed using a triangular filter allowing the 668 
determination of speed profile, which corresponds to instantaneous speed as a function of time, and time of maximal 669 
speed within a trial. The following measures were analyzed in the DS and compared in the PS, as well as in the 670 
DS for the OFF vs ON Jaws experiment, or in the PS for the Sal vs Mus experiment: i) number of visits, ii) time-to-671 
goal, iii) choice repartition (proportion of visits p25, p50 and p100), iv) percentage of directional changes (nth visit=nth 672 
visit+2). Furthermore, the ICSS bandit task can be seen as a Markovian decision process. Every transition between 673 
zones can be considered as a binary choice between two probabilities, since the occupied zone cannot be 674 
reinforced twice in a row. The sequence of choices per session is summarized by the proportional result of the sum 675 
of three specific binary choices (or gambles, i.e., total visits zone 1/total visits zone 1+2). The three gambles (G) 676 
were named after the point on which the mouse is positioned at the time of the choice: G25=100 % vs 50 %, G100=50 677 
% vs 25 % and G50=100 % vs 25 %.  678 
Locomotor activity toward the rewarding locations was measured in terms of time-to-goal, dwell time and time to 679 
maximal speed. Time-to-goal measures the duration between one location and the next one. The speed profile 680 
corresponds to the instantaneous speed as a function of time (20 frames per s). The dwell time is defined as the 681 
duration between the end of the 200 ms period (corresponding to the eventual ICSS duration) in the last rewarding 682 
location and the moment when the animal’s speed is greater than 10 cm s−1. The time to maximal speed is the time 683 
at which the speed profile attains its maximal value. We compared general linear regression models (GLM) of the 684 
time-to-goal with increasing number of explanatory variables (with Bayesian information criterion). Best explanatory 685 
variables were whether the animal performed a U-turn, the dwell time, and the time to maximal speed (minus the 686 
dwell time to remove its additive influence). We regularized the GLM for correlated terms using ridge regression, 687 
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insuring that each predictive variable exerted an uncorrelated effect on the time-to-goal. We finally checked that 688 
each parameter had a significant influence (p<0.05) on the time-to-goal for each animal. 689 
Modeling: The location choice in these gambles reflects the balance between exploitative (choosing the most 690 
valuable option) and exploratory (choosing the least valuable option) choices. With a softmax based decision-691 
making model fitted in the laboratory, we computed three parameters: the value sensitivity or inverse temperature 692 
(the power to discriminate between values in a binary choice), the uncertainty bonus (the preference for expected 693 
uncertainty, considering the reward variance of every option in a binary choice) and the motor cost to do a directional 694 
change (a decrease in the location value if it requires to go back to the previous location). Decision-making models 695 
determined the probability Pi of choosing the next state i, as a function (the “choice rule”) of a “decision variable”. 696 
Because mice could not return to the same rewarding location, they had to choose between the two remaining 697 
ones. Accordingly, we modeled decisions between two alternatives labelled A and B and used a softmax choice 698 
rule defined by PA =1 / (1+e-ß(vA-vB)) where β is an inverse temperature parameter reflecting the sensitivity of choice 699 
to the difference between decision variables and Vi the value of an option. The value V of an option is modelled as 700 
the expected (average) reward + expected uncertainty + U-turn cost 16,30. This compound value is then nested in 701 
the softmax choice rule, given a 6*3 matrix that described the probability of a choice between A, B and C (the three 702 
locations) depending on the two previous choices. As an example, in the probability to choose (A, B, C) after 703 
performing the sequence BA, the value is given by (0, pb +jpb*(1-pb)-k, pc + j*pc*(1-pc)) while after the sequence 704 

CA the value is given by (0,pb+j*pb*(1-pb),pc+j*pc*(1-pc) -k) (same for AB, CB and AC, BC). The free parameters 705 
of the model were fitted by maximizing the data likelihood. Given a sequence of choice c=c1..T, data likelihood is the 706 
product of their probability (given by Equation 1) 80. We derived Bayesian Information Criterion from the likelihood 707 
and used it to compare the full model with simpler ones, i.e. a softmax model in which choices only depend on 708 
expected value (j and  k=0) and a softmax model in which choices depend on expected value and motor cost 709 

(j=0). We also checked that simpler models (null model of random choice, null model with a motor cost, epsilon-710 
greedy with constant exploration) did not provide a better fit. We used the fmincon function in Matlab to perform the 711 
fits, with the constraints that b ∈ ]0,10], j ∈ ]-1,5] and k ∈ ]0,5].  712 
 713 
Statistical analysis: All statistical analyses were computed using Matlab and Python with custom programs. Results 714 
were plotted as a mean ± s.e.m. The total number (n) of observations in each group and the statistics used are 715 
indicated in figure legends. Classical comparisons between means were performed using parametric tests 716 
(Student’s T-test, or ANOVA for comparing more than two groups) when parameters followed a normal distribution 717 
(Shapiro test P>0.05), and non-parametric tests (here, Wilcoxon or Mann-Whitney) when the distribution was 718 
skewed. Multiple comparisons were Bonferroni corrected. Probability distributions were compared using the 719 
Kolmogorov–Smirnov (KS) test, and proportions were evaluated using a chi-squared test (χ²).  720 
 721 
Electrophysiological recordings 722 
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All extracellular potentials recordings were performed using a digital acquisition system (Digital Lynx SX; Neuralynx) 723 
together with the Cheetah software. Broadband signals from each wire were filtered between 0.1 and 9000 Hz and 724 
recorded continuously at 32 kHz. 725 
Multi-unit activity recordings: To extract spike timing, signals were band-pass-filtered between 600 and 6000 Hz 726 
and sorted offline. Spike clustering was cross-validated by using both SpikeSort3D (Neuralynx) and custom-written 727 
Matlab (The Mathworks) routines. The electrophysiological characteristics of VTA neurons were analyzed in the 728 
active cells encountered by systematically moving down the multi-electrodes.  729 
Local-field potential recordings: To extract low-frequency variations of extracellular potential, signals were low-730 
pass-filtered below 300 Hz.  731 
Population firing: To extract spike timing of the neuronal population, signals were band-pass-filtered between 600 732 
and 6000 Hz and sorted offline. Because population firing originates from bipolar electrodes with only one recording 733 
wire, no clustering could be considered. 734 
 735 
Electrophysiological data analysis 736 
Identification of DA cells: Extracellular identification of putative DA neurons (pDAn) was based on their location as 737 
well as on a set of unique electrophysiological properties that characterize these cells in vivo: 1) a typical triphasic 738 
action potential with a marked negative deflection; 2) a characteristic long duration (>2.0 ms) action potential; 3) an 739 
action potential width from start to negative trough >1.1 ms; 4) a slow firing rate (<12 Hz) with an irregular single 740 
spiking pattern and occasional short, slow bursting activity. Putative GABA neurons were characterized by a 741 
characteristic short duration of action potential from start to negative trough (<1.0 ms), and a high firing rate (>12 742 
Hz). D2 receptors (D2R) pharmacology was also used for confirming the DA neurons identification: after a baseline 743 
period (5 min) and a saline (10 min) injection, quinpirole (1mg/kg, D2R antagonist) was injected (30 min recording), 744 
followed by an eticlopride (D2R agonist) injection (1mg/kg, 10 min recording). Since most DA, but not GABA 745 
neurons, express inhibitory D2 auto-receptors, neurons were considered as pDA neurons if quinpirole induced at 746 
least 30% decrease in their firing rate, while eticlopride restored firing above the baseline. Nevertheless, as 747 
continuous D2 pharmacology could have affected both baseline DA neurons firing and decision-making 81, we 748 
allowed the mice to recover two days after this experiment. We thus performed pharmacological confirmation (1) 749 
when first encountering a putative DA neuron in a given mouse or (2) at the end of the week if at least one putative 750 
neuron was present during the behavioral experiment. Neurons were considered as pDAn only if they responded 751 
to the pharmacology, or if they presented electrophysiological characteristics defined above and were recorded 752 
between two positive pharmacological experiments. 753 
 754 
Firing analysis: Spontaneous DA cell firing was analyzed with respect to the average firing rate and the percentage 755 
of spikes within bursts (%SWB, number of spikes within bursts, divided by total number of spikes). Bursts were 756 
identified as discrete events consisting of a sequence of spikes such that: their onset is defined by two consecutive 757 
spikes within an interval <80 ms and they terminated with an interval >160 ms. Phasic activity is defined as spikes 758 
falling into bursts, while tonic activity comprises spikes outside bursts. Peri-event time histograms (PETH) for 759 
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normalized activity were constructed based on 1 ms-bins rasters, convolved with a Gaussian kernel (100 ms), 760 
divided by the neuron basal firing rate (to compare DA neurons with firing rates from 1 to 10Hz). Normalized PETH 761 
were sorted according to the preceding event (reward or omission) in Figures 2 and 4, and to the probability of 762 
reward associated with the next location in Figure 5. Phasic activity from these PETH was defined as the firing rate 763 
during a 500ms time window (usually 300-ms-800ms after last location entry unless stated in the Results). We 764 
checked that the results did not depend on the exact time window by systematically shifting the beginning (100ms 765 
to 500ms) and duration (300ms to 800ms) of the time windows by 50ms bins. Encoding of reward uncertainty by 766 
PFC multi-unit activity was also assessed through an enrichment analysis: we determined for which reward 767 
probability of target location the PFC population activity was the highest, intermediate and lowest. PFC phasic 768 
activity was considered to encode uncertainty if it was highest for 50%, intermediate for 25%, and lowest for 100% 769 
probability. The proportion of PFC activity encoding uncertainty was compared to expected proportion (there are 6 770 
possible orders when sorting activities related to 3 events, giving 16.7% as expected proportion). 771 
 772 
Wavelet analysis: Because extracellular field potentials (EFP) are non-stationary signals, they are transformed 773 
offline using a Morlet wavelet transform (center frequency = 0.6 and bandwidth = 1). This process is defined as the 774 
convolution product between the EFP signal and dilated forms of wavelets normalized to 1 82. EFP signal was 775 
expressed in z-score units in Figure 2. For each channel, the z-score normalization used the mean and the standard 776 
deviation from the 2s period preceding the location entry (LE). In Figures 4, 5 and 7, EFP signal was also band-777 
pass filtered in the θ (7-14 Hz) or δ (3-6 Hz) frequency band and normalized for each channel with the mean power 778 
in each frequency band. The cross-spectra (cross-correlograms between OFC and PFC power spectra) in Supp. 779 
Figure 2 were computed for brain regions of the same hemisphere and per animal. The wavelet coherence 780 
(normalized spectral covariance) between the EFP from the OFC and the one from the PFC was computed by 781 
smoothing the product of the two wavelet transforms over time (window for time smoothing = 0.2s) and over scale 782 
(pseudo-frequency) steps (window for scale smoothing = 2 Hz). 783 
 784 
 785 
 786 
  787 
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Figure 1: Self-paced decisions in a mouse spatial task based on intracranial self-stimulations.  788 
(A) Left: illustration of the task design. Three explicit square locations were placed in the open field (0.68-m 789 
diameter), forming an equilateral triangle (35-cm side). Each location is associated with a given probability of 790 

intracranial self-stimulation (ICSS) delivery (P=100%, 50%, 25%) when the mouse is detected in the location area. 791 
Animals could not receive two consecutive ICSS at the same location. Right: examples of trajectories (5 min) 792 
showing that mice alternated between rewarding locations in the deterministic (D) and probabilistic (P) contexts. 793 
(B) Animals varied between forward trajectories (Fo), in which mice keep the direction of their last choice, thus 794 
performing ‘A-B-C’ sequences; and U-turn trajectories (Ut), in which mice went backward after their previous 795 
location, corresponding to A-B-A sequences. (C) Left: examples of instantaneous speed of one mice after learning 796 
in the D setting, showing that the animals almost stopped at the time of the reward after location entry (henceforth 797 
called ”location entry” LE), stayed immobile for a short dwelling period, then accelerated toward their next location. 798 
These bouts of activity can be described using three observables, the dwell time (time from ICSS delivery during 799 
which speed is less than 10 cm/s), the time to the maximal speed, and the total time to goal from one location to 800 
the next. Right: distribution for these three parameters, for all trials of all mice, at the end of the D setting. (D) In the 801 
D context, dwell time and time to goal were higher for mice performing U-turn (Ut) trajectories compared to Forward 802 
(Fo) trajectories. (Dwell time: ∆=0.27s, paired two-sided Wilcoxon signed rank test, W(30)=-38, p<0.001; Time to 803 
goal: ∆=1.16s, paired Student t-test, T(30)=-4.95, p<0.001). Grey horizontal bars represent the means. (E) 804 
Coefficients of the generalized linear model of time to goal in the D context: constant term (Tc), U-turn (categorical 805 
variable, either U-turn or forward) (Student t-test T(30)=3.31, p=0.0024), dwell time (Dt) (two-sided Wilcoxon signed 806 
rank test W(30)=496, p<0.001) and time to maximal speed (Ts) (Student t-test T(30)=11.76, p<0.001). Vertical bars 807 
represent SEM. Stars (*) indicate a significant impact on the time to goal. (F) Time to goal, dwell time, and proportion 808 
of U-turns increased in the probabilistic (P) context compared to the deterministic (D) context. (Time to goal: paired 809 
two-sided Wilcoxon signed rank test, ∆=1.14s, W(30)=104, p=0.005; Dwell time for all trajectories: paired Student t-810 
test T(30)=-2.64, p=0.01, ∆=0.26s; Dwell time for forward trajectories only: Student t-test T(30)=-3.27, p=0.0027, for 811 
time to goal; U-Turn: paired Student t-test, ∆=0.20s, T(30)=-4.64, p<0.001) Grey horizontal bars represent the 812 
means. (G) Proportion of choices of the three rewarding locations, as a function of reward probability in the P and 813 
D contexts. Effect of the P context on choice distribution: F(30,2)=48.5, p<0.001; Same for D context: F(30,2)=0.2, 814 
p=0.81, One-way ANOVAs; Effect of probabilities on choices in the P context: F(1,2)=31.8, p<0.001, two-way 815 
ANOVA. Vertical bars represent SEM. 816 
 817 
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Figure 2: VTA, PFC and OFC during deterministic and probabilistic reward contexts. 819 
(A) Left: filtered (600-6000 Hz) extracellular recordings in the VTA showing multiple unit activity. Right: Extracellular 820 
recordings in the OFC and PFC showing extracellular field potential (EFP, filtered 0.1-300 Hz) (top) or population 821 
activity (filtered 600-6000 Hz) (bottom). (B) Normalized firing frequency from VTA pDAn around the time at which 822 
the animal is first detected in the location (LE), i.e. reward delivery in the D context. (pDAn mean firing over 0.3-823 
0.8s, two-sided Wilcoxon-Mann-Whitney test W(64)=1572, p=0.001). Data are presented as mean ± SEM. (C) Top: 824 
Normalized firing frequency from OFC population (mean ± SEM) around the time at which the animal is first 825 
detected in the location in the D context (i.e. reward delivery). (OFC mean firing over 0.3-0.8s, Student t-test 826 
T(39)=2.57, p=0.01). Bottom: 0-30Hz range time-resolved power spectral density (PSD, using a complex Morlet 827 
wavelet transform) of OFC EFP around reward delivery. PSD is Zscored over the 2s period preceding the location 828 
entry (LE). (Mean OFC θ 7-14Hz power over 0.5-1.5s power Student t-test T(22)=5.12, p<0.001). (D) Same as (C) 829 
for the PFC. (E) Top: Time lag between the maximal OFC θ oscillation power and the maximal OFC firing. (Time 830 
of the maximum θ power minus time of maximum firing: two-sided Wilcoxon-Mann-Whitney test U(78)=1371, 831 
p=0.002). Bottom: Superposition of OFC θ oscillation and population firing frequency. Data are presented as mean 832 
± SEM. (F,G,H) same as (B,C,D) but in the P context. (F) Mean pDAn firing frequency over 0.3-0.8s: Student t-test 833 
T(74)=7.61, p<0.001. Difference compared to the D setting shown in (B): ns two-sided Wilcoxon-Mann-Whitney test 834 
U(64)=4345, p=0.32. (G) Difference between P and D settings: (Top) OFC mean firing frequency during 0.3-0.8s: ns 835 
Student t-test T(91)=0.56, p=0.6. (Bottom) OFC mean θ power during 0.5-1.5s: ns Student t-test T(42)=1.12, p=0.3. 836 
(H) (Top) PFC mean firing over 0.5-1s post-omission: two-sided Wilcoxon signed rank test W(49)=866, p=0.03. 837 
(Bottom) The PFC PSD is centered on reward omissions (LEØ) to prevent the ICSS artefact from obscuring the low 838 
frequency power. PFC δ mean power during 0.5-1s window post-omission: Student t-test T(20)=2.07 p=0.05; 839 
difference with the D context: two-sided Wilcoxon-Mann-Whitney test U(20)=355, p<0.001. (I) (Top) Time lag 840 
between the maximal PFC δ oscillation power and the maximal PFC firing, post-omission only. (Time of the 841 
maximum δ power minus time of maximum firing: ns paired two-sided Wilcoxon signed rank test W(47)=2121). 842 
Bottom: Superposition of PFC δ oscillation power and population firing frequency. 843 
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Figure 3: Early VTA and OFC activities emerge with learning.  845 
(A) Left: Schematic representation of learning in the D context with trajectory examples from session 1 (middle 846 
above) and session 10 (middle below). Right: Modifications of the number of rewards along learning. (Repeated 847 
measure ANOVA F(9)=45, p<0.001). Dots and vertical bar are mean ± SEM. Grey lines indicate modifications of 848 
the number of rewards per individual (n=13 animals) (B) Same as A for, from right to left: time to goal (repeated 849 
measure ANOVA, F(9)=11.9, p<0.001), dwell time (repeated measure ANOVA, F(5)=4.11, p<0.001), maximal speed 850 
(repeated measure ANOVA, F(9)=32.7, p<0.001), and proportion of U-turns (repeated measure ANOVA, F(9)=13.2, 851 
p<0.001) along the learning sessions. (C) Left: Proportion of pDAn modulated in-between two locations, along 852 
learning sessions (n=10) (χ2 test χ2=300, p<0.001). Right Examples of raster plots, centered on location entry, for 853 
a VTA pDAn early in learning (top) and another at the end of the learning (bottom) (D) Average firing frequency 854 
(left) and % spikes within bursts (right) throughout learning in the D context (Hab: open-field without ICSS prior to 855 
the learning stage, First: sessions 1-5, Last: sessions 6-10). Modification of firing frequency: ns ANOVA, F(2)=1.8, 856 
p=0.18; Same for %SWB: %SWB: ANOVA, F(2)=3.12, p=0.048. Dots and horizontal bar are mean ± SEM (E) Left: 857 
Proportion of OFC θ power (7-14 Hz) modulated in-between two locations, along learning sessions (χ2 test χ2=44.5 858 
p<0.001). Right Examples of OFC time-resolved power spectral density centered on location entry, for one OFC 859 
early in learning (top) and for the same example OFC at the end of the learning (bottom). (F) Mean Zscored power 860 
of Fourier transform spectra of OFC during open field habituation (Hab, black, n=21, see Methods), early in learning 861 
(Det first, purple, n=20), at the end of the learning (Det end, green, n=19). Data are presented as mean ± SEM. 862 
Power in the θ-band frequency (7-14 Hz, grey box) shows a significant difference between the three conditions 863 
(ANOVA, F(2)=3.94, p=0.024), with differences between the Hab session and the first (Student t-test T(43)=2.80, 864 
p=0.015, Δ=+0.003) and last (paired Student t-test T(22)=-2.98, p=0.02, Δ=+0.002) sessions of the D context. No 865 
difference between first and lasts sessions (ns Student t-test T(43)=1.22, p=0.23).  866 
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Figure 4: VTA, OFC and PFC activities following expected reward, unexpected omission and unexpected 868 
reward.  869 
(A) From top to bottom: VTA pDAn normalized firing, OFC θ oscillation power, OFC normalized population firing, 870 
PFC δ oscillation power, and PFC normalized population firing, centered on expected reward delivery upon location 871 
entry at the beginning of the P context. Data are presented as mean ± SEM. (B) Same as (A), centered on 872 
unexpected omission of reward delivery upon location entry at the beginning of the P context. (C) Same as (A), 873 
centered on unexpected reward delivery upon random intra-cranial stimulation in the home-cage, before the 874 
beginning of the conditioning. (Red) significant increases, (grey) ns activity, (brown) significant decreases.  875 
 876 
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Figure 5: Complementary encoding of choices, value and cost by VTA, OFC and PFC.  878 
(A) Left: Scheme of the three gambles mice are facing in the probabilistic context. Right: Proportion of choices of 879 
the location associated with the highest reward probability for each gamble (G25: 100% vs 50%, G50: 100% vs 25% 880 
and G100: 50% vs 25%) at the end of the P context (N=30). Vertical bars represent SEM. (B) Bayesian Information 881 
Criteria (BIC) computed using three models of choice selection at the end of the D context (left) and of the P context 882 
(right). Red boxes surround the smaller BIC, indicating the best fit. V model: Softmax with β only (value sensitivity 883 
model), C model: Softmax with κ only (motor cost model), U model: Softmax with β, κ and φ (uncertainty bonus 884 
model) (See Methods). (C) Left: Normalized firing frequency (a.u.) of pDAn at the end of the P context, centered 885 
on location entries. Trials are sorted according to the chosen location. Grey box indicates the quantification window. 886 
Right: Quantification of the pDAn firing frequency according to the reward probability of the goal: one-way ANOVA, 887 
p<0.001. Data are presented as mean ± SEM. (D) Phasic encoding of uncertainty by pDA neurons (activity related 888 
to 50%, p50, versus 100%, p100, reward probability of the chosen locations) against the uncertainty bonus ϕ from 889 
the model (R2=0.14, p=0.006). (E) Same as (C) left for normalized δ (3-6 Hz) power (a.u.) of the PFC. (Mean δ 890 
power over 1-1.5s after LE according to the probability of the goal: ns ANOVA F(2)=0.07, p=0.93). (F) Same as (C) 891 
for normalized population firing frequency (a.u.) in the PFC. (Mean PFC firing over 0.3-0.8s after LE according to 892 
the probability of the goal: ANOVA F(2)=5.34, p=0.006). 893 
 894 
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Figure 6: Distributed encoding of self-initiation, invigoration and pacing by OFC VTA and PFC.  896 
(A) Top: Example of instantaneous speed profile for one mouse in the D context. Grey boxes indicate ICSS 897 
durations, the green box the dwell time and red dots the maximal speed within trials. Bottom: Example of firing 898 
frequency for a pDAn in the D context with trials sorted from the smallest to the highest bursting frequency after 899 
trial initiation (left), and relation between the time to goal and the frequency of the early bursting activity (right) each 900 
dot representing a trial. (B) Example of firing frequency for another pDAn in the D context with trials sorted from 901 
the smallest to the highest bursting frequency after trial initiation (left), and the instantaneous speed profile 902 
associated for each trial (right), red dots indicating the maximal speed within trials. (C) Relation between the time 903 
to maximal speed within trials and the phasic frequency for the cell showed in (B). (D) Distribution of correlation 904 
coefficients (R2) for correlations between phasic frequency (Hz) of pDAn and time to goal (black) and time to 905 
maximal speed (red) at the end of the D context for n=38 cells. Data are presented as mean ± SEM. Surrogate 906 
data are generated by computing correlations with shuffled firing frequency and time to goal (or time to maximal 907 
speed). Kolmogorov-Smirnov test of actual distribution versus surrogates: p<10-3 for time to goal and time to 908 
maximal speed. (E) Distribution of correlation coefficients (R2) for correlations between OFC θ (7-14 Hz) power and 909 
time to maximal speed at the end of the D context. Data are presented as mean ± SEM. Surrogate data are 910 
generated by computing correlation with shuffled θ power and time to maximal speed . Difference with surrogates: 911 
ns Kolmogorov-Smirnov test p=0.62. (F) Left: Example of relation between the dwell time and the population firing 912 
frequency of OFC of one mouse at the end of the D context, each dot representing a trial. Right: Distribution of 913 
correlation coefficients (R2) for correlations between OFC population firing frequency and dwell time. Data are 914 
presented as mean ± SEM. Surrogate data are generated by computing correlation with shuffled firing frequency 915 
and dwell time. Difference with surrogates: Kolmogorov-Smirnov test p<10-3. (G) Same as (F) for PFC population 916 
firing frequency and time to goal. Difference with surrogates: Kolmogorov-Smirnov test p<10-3. 917 
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Figure 7: Behavior-dependent synergy or antagonism between DA VTA neurons and frontal cortices.  919 
(A) Schematic representation of the manipulation experiment using the inhibitory opsin Jaws. Jaws is expressed 920 
unilaterally in the VTA of DATiCRE mice using CreLox strategy. The light was applied continuously for 500 ms, 100 921 
ms after the ICSS (see Methods), in order to suppress the phasic pDAn activity. Mice underwent at the end of the 922 
D context, a succession of OFF (light OFF) and ON (light ON) sessions. (B) Effect of ON light stimulations compared 923 
to OFF on the number of transitions (i.e. of rewards) obtained (paired Student t-test T(8)=2.54, p=0.03, ∆=-13.2). 924 
Horizontal bars represent means. (C) Effect of OFF or ON light stimulations on instantaneous speed profile within 925 
trials. Data are presented as mean ± SEM. Grey box indicates the ICSS duration and green box the light duration. 926 
(D) Effect of ON light stimulations compared to OFF on the time to goal (left), the dwell time (middle) and the 927 
maximal speed (right). (Effect on the time to goal: paired two-sided Wilcoxon signed rank test W(8)=5, p=0.04, 928 
∆=2.40s; Dwell time: paired two-sided Wilcoxon signed rank test W(8)=3, p=0.0195, ∆=0.17s; Max. speed: paired 929 
Student t-test T(8)=3.04, p=0.016, ∆=-4.81 cm.s-1). Horizontal bars represent means. (E) Left: Effect of ON light 930 
stimulations compared to OFF on the normalized OFC θ power (7-14 Hz) (paired Student t-test T(6)=2.63, p=0.039, 931 
∆=-0.097 a.u.). Data are presented as mean ± SEM. Grey box indicates the ICSS duration and green box the light 932 
duration. Right: Quantification of OFC θ power during light duration. Horizontal bars represent means. (F) 933 
Schematic representation of the PFC inactivation experiment using bilateral muscimol infusion at the end of the P 934 
context. Mice underwent a succession of sessions following saline or muscimol infusions. (G) Effect of muscimol 935 
on the time to goal (left) and the proportion of U-turns (right) compared to saline. (Time to goal: paired two-sided 936 
Wilcoxon signed rank test W(12)=12, p=0.0171, ∆=+1.11s; U-turns: paired Student t-test T(12)=3.79, p=0.0026, ∆=-937 
8.18%). Horizontal bars represent means. (H) Left: Effect of muscimol on the choice repartition between the three 938 
locations compared to saline. (Effect on the p100 choice: paired Student t-test T(12)=3.71, p=0.003, ∆=-1.99%). 939 
Data are presented as mean ± SEM. Right: Effect of muscimol, compared to saline, on the fitted φ parameter 940 
(uncertainty bonus) obtained using the Softmax based on three parameters β, φ and κ (see Methods) (paired two-941 
sided Wilcoxon signed rank test W(12)=13, p=0.0215, ∆=+0.54). Horizontal bars represent means. 942 
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Supplementary Figure 1: Histological and pharmacological confirmation of dopamine and cortical 944 
recordings. 945 
(A) Band-pass filtered (600-6000Hz) extracellular traces showing spike detection thresholds for an example of a 946 
pDAn. (B) Illustration of single-unit clustering with principal component representation of spike characteristics with 947 
color-coded clusters corresponding to two simultaneously recorded neurons. Insets: spike waveforms (different 948 
channels superimposed) from the two clustered neurons. (C) Pharmacological confirmation of the dopaminergic 949 
nature of recorded neurons. Neurons were considered dopaminergic if inhibited by intra-peritoneal injection of D2R 950 
agonist quinpirole followed by reactivation by D2R antagonist eticlopride. (D) Histological confirmation of electrode 951 
placement with TH staining of dopaminergic cells within the VTA. (F) Histological confirmation of electrode 952 
placement in orbitofrontal (OFC) and prefrontal (PFC) cortices. 953 
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Supplementary Figure 2: Cross-spectrum and coherence analyses. 955 
From A to F: Time and frequency resolved cross-spectrum power density (using complex Morlet wavelet transforms 956 
of OFC and PFC EFP) around the reference time (location entry, see below). Reference (0s) time is the time of all 957 
location entries (A), ICSS, (B) and reward omissions (C, D, E, F). Trials are sorted according to the reward 958 
probability of the target location: all locations (A, B, C), 25% (D), 50% (E), and 100% (F). (G) Time-resolved cross-959 
spectrum power for the 3-6 Hz frequency around reward omissions depending on the reward probability of target 960 
location (25% (left), 50% (middle), and 100% (right)). (H) Same as (G) for coherence. 961 
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Supplementary Figure 3: Reorganization of spiking and oscillatory activity during learning 963 
(A) Representative examples of animal trajectory with corresponding instantaneous pDAn cell firing frequency 964 
(color coded), in the first session (left), and late session (right) of the D context, showing a reorganization of spiking 965 
at particular timings together with a shift from tonic to phasic bursting activity. (B) Representative examples of 966 
animal trajectory with corresponding OFC theta oscillation raw power (color coded), in the first session (left), and 967 
late session (right) of the D context, showing an increase in OFC theta oscillations at particular timings. 968 
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Supplementary Figure 4: Quantification related to Figure 4. 970 
(A) Left: Quantification of dopamine firing activity after location entry (over 0.3-0.8s): intra-cranial self-stimulation 971 
(black, ICSS), reward omission (blue, ø) and random ICSS in the rest box (green, Rd). Mean pDAn firing after 972 
ICSS: two-sided Wilcoxon signed rank test W(19)=160 p=0.04; After omission: Student t-test T(19)=2.26, p=0.04; After 973 
Rd: Student t-test T(10)=-4.54 p=0.0011; Difference between ICSS and omission conditions: ns paired Student t-test 974 
T(19)=1.42. Right: Quantification of dopamine firing activity during the time window of ICSS (over 0-0.2s) for reward 975 
omission (blue, ø) and after random ICSS in the rest box (green, Rd). Mean pDAn firing during omission: Student 976 
t-test T(19)=-5.49, p<0.001. (B) Left: Quantification of θ (7-14 Hz) OFC power after location entry (over 0.5-1.5s): 977 
intra-cranial self-stimulation (black, ICSS), reward omission (blue, ø) and random ICSS in the rest box (green, Rd). 978 
Mean θ power over after ICSS: Student t-test T(20)=4.76 p<0.001; After omission: Student t-test T(20)=4.86 p<0.001; 979 
After Rd: ns Student t-test T(19)=-1.86, p=0.08; Difference between ICSS and omission conditions: ns paired ranked 980 
Student t-test T(20)=-1.51. Right: Quantification of OFC firing activity after location entry (over 0.3-0.8s): intra-cranial 981 
self-stimulation (black, ICSS), reward omission (blue, ø) and random ICSS in the rest box (green, Rd). Mean OFC 982 
firing after ICSS: Student t-test T(45)=2.49, p=0.02; After omission: two-sided Wilcoxon signed rank test W(45)=942, 983 
p<0.001; After Rd: Student t-test T(22)=3.29, p=0.003; Difference between ICSS and omission conditions: ns paired 984 
ranked Student t-test T(45)=-1.88. (C) Left: Quantification of δ (3-6 Hz) PFC power after location entry (over 1-1.5s): 985 
intra-cranial self-stimulation (black, ICSS), reward omission (blue, ø) and random ICSS in the rest box (green, Rd). 986 
Mean δ power after omission: Student t-test T(19)=2.29 p=0.033; After Rd: Student t-test T(18)=-7.95, p<0.001; 987 
Difference between ICSS and omission conditions: paired two-sided Wilcoxon signed rank test W(19)=15, p<0.001, 988 
Δ=0.43 a.u. Right: Quantification of PFC firing activity after location entry (over 0.3-0.8s): intra-cranial self-989 
stimulation (black, ICSS), reward omission (blue, ø) and random ICSS in the rest box (green, Rd). Mean PFC firing 990 
after omission: two-sided Wilcoxon signed rank W(44)=760, p=0.002; After Rd: mean PFC firing over 0.3-0.8s, two-991 
sided Wilcoxon signed rank W(29)=363, p=0.002; Difference between ICSS and omission conditions: paired Student 992 
t-test T(43)=-4.85, p<0.001, Δ=0.28 a.u. 993 
 994 
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Supplementary Figure 5: Correlations between neural activity and behavioral timings not shown in Figure 996 
6.  997 
(A) Normalized firing frequency (a.u.) of pDAn at the end of the D context, centered on location entry (i.e. rewards). 998 
Trials are sorted according to the direction of the next choice compared to the previous one: U-turn indicating that 999 
mice performed a directional change by going back to the previous location (red), in contrast to forward (green). 1000 
Data are presented as mean ± SEM. (B) Proportion of PFC MUA encoding reward uncertainty, i.e. displaying a 1001 
larger activity for p50 location than for p25, and a larger activity for p25 than for p100; compared to the theoretical 1002 
proportion. (C) Distribution of correlations coefficients (R2) between OFC firing (OFCpop) and time-to-goal (TTG), 1003 
dwell time (DWT) and time to max speed (TMS). (D) Distribution of correlations coefficients (R2) between OFC 1004 
theta oscillation power (OFC θ) and time-to-goal (TTG). (E) Distribution of correlations coefficients (R2) between 1005 
PFC firing (PFCpop) and time-to-goal (TTG), dwell time (DWT) and time to max speed (TMS). (F) Distribution of 1006 
correlations coefficients (R2) between PFC δ oscillation power (PFC δ) and time-to-goal (TTG). 1007 
 1008 
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Supplementary Figure 6: Manipulations of the mesocortical circuit. 1010 
(A) Left: Image of TH+ and Jaws-GFP+ expressing cells in the VTA of a DATiCRE mouse after expression of the 1011 
inhibitory Jaws opsin. Right: Representative ex vivo voltage-clamp (top) and current-clamp (bottom) recordings of 1012 
a Jaws-expressing VTA DA neuron and illuminated with 1s (top) and 500ms (bottom) continuous light. (B) Effect of 1013 
OFF or ON light stimulations on the number of transitions (i.e. of rewards, left) (ns paired two-sided Wilcoxon signed 1014 
rank test W(5)=16), the time to goal (middle left, ns paired Student t-test T(5)=-0.91), the dwell time (middle right, ns 1015 
paired Student t-test T(5)=-1.05) and the maximal speed within trials (right, ns paired Student t-test T(5)=1.62) in 1016 
control YFP mice. (C) Histological confirmation of intracranial cannula placement in the prefrontal cortex (PFC). (D) 1017 
Effect of muscimol infusions on (left) the number of transitions (i.e. of choices), (middle) the dwell time and (right) 1018 
the maximal speed compared to saline. (Number of transitions: paired Student t-test T(12)=2.68, p=0.02, ∆=-16.8; 1019 
Dwell time: paired Student t-test T(12)=-4.01, p=0.0017, Δ=+0.16s; Maximal speed: paired Student t-test T(12)=5.28, 1020 

p<0.001, Δ=-4.06). (E) Effect of saline or muscimol infusions on the transition function (the percentage of 1021 
exploitation) in G25, G100 and G50 gambles. (F) Effect of muscimol infusions, compared to saline, on the β parameter 1022 
(left, ns paired two-sided Wilcoxon signed rank test W(12)=19, p=0.068) and the κ parameter (right, ns paired two-1023 
sided Wilcoxon signed rank test W(12)=41, p=0.79). 1024 
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