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Abstract 18 

Differently from visual recognition, auditory recognition is a process relying on the 19 

organization of single elements that evolve in time. Here, we aimed to discover the 20 

spatiotemporal dynamics of this cognitive function by adopting a novel strategy for varying 21 

the complexity of musical sequences. We selected traditional tonal musical sequences and 22 

altered the distance between pitches to obtain matched atonal sequences. We then recorded 23 

the brain activity of 71 participants using magnetoencephalography (MEG) while they 24 

listened to and later recognized auditory sequences constructed according to simple (tonal) or 25 

complex (atonal) conventions. Results reveal qualitative changes in neural activity dependent  26 

on stimulus complexity: recognition of tonal sequences engaged hippocampal and cingulate 27 

areas, whereas recognition of atonal sequences mainly activated the auditory processing 28 

network. Our findings highlight the involvement of a cortico-subcortical brain network for 29 

auditory recognition and support the idea that stimulus complexity qualitatively alters the 30 

neural pathways of recognition memory. 31 

 32 

Keywords 33 

Recognition memory, Stimulus complexity, Predictive coding of music (PCM), 34 

Magnetoencephalography (MEG)  35 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted May 16, 2022. ; https://doi.org/10.1101/2022.05.15.492038doi: bioRxiv preprint 

https://doi.org/10.1101/2022.05.15.492038
http://creativecommons.org/licenses/by-nd/4.0/


Introduction 36 

Encoding and recognizing sounds that are structurally complex is a cognitive challenge 37 

relying on neural mechanisms that are not yet fully elucidated. To memorize complex sound 38 

sequences, we likely depend on the temporal organization of a stimulus’ components and 39 

memory functions 1.  40 

Memory encoding takes place in the hippocampus 2-4, whereas subsequent processes 41 

related to recognition memory are supported by a functional network of interconnected 42 

regions in the medial temporal lobe, including the hippocampus, insula, and inferior temporal 43 

cortex 2, 5, 6. For memory consolidation, communication between hippocampal and 44 

neocortical areas is needed 7-9. Much evidence comes from studies using static visual stimuli, 45 

such as pictures of objects, faces, or natural scenes 10-12. In audition, however, information 46 

and meaning unfold over time as the brain attempts to predict upcoming stimuli based on 47 

prior memory representations. Hence, to better understand memory recognition and its 48 

underlying fast brain dynamics, novel methods must be adopted that highlight the temporal 49 

properties of dynamic stimuli. This can be done by studying the neural activity underlying the 50 

processing of sound sequences that acquire meaning through their evolution over time, such 51 

as music 13-15. 52 

According to the predictive coding of music (PCM) theory, music processing is bound 53 

by hierarchical Bayesian rules, wherein the brain compares musical information with its 54 

internal predictive model in an attempt to reduce a prediction error 16-19. Specifically, bottom-55 

up sensations evoked by auditory stimuli are processed in primary cortices and contrasted 56 

with top-down predictions in higher-order cortices to generate musical expectations and 57 

minimize hierarchical prediction errors 19-21. Predictive mechanisms rely on long- and short-58 

term memory functions, familiarity, and listening strategies to create musical expectations 18. 59 

Overall, the PCM model provides a reliable framework for studying music perception 22-25, 60 

training 26, 27, action 28, 29, synchronization 30-32, and emotion 33-35. In recent years, studies 61 

have also began exploring the neural underpinnings of musical memory. Using functional 62 

resonance imaging (fMRI) and a naturalistic music listening paradigm, Alluri et al. 36 63 

investigated the neural correlates of music processing and reported activation of cognitive, 64 

motor, and limbic brain networks for the continuous processing of timbral, tonal, and 65 

rhythmic features. Subsequently, using the same stimuli, Burunat et al. 37 reported the 66 

recruitment of memory-related and motor brain regions during the recognition of musical 67 
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motifs. Despite their contributions, these studies fail to identify the fine-grained temporal 68 

mechanisms of sound encoding and memory processes.  69 

More recently, we introduced novel applications of magnetoencephalography (MEG) 70 

combined with magnetic resonance imaging (MRI) to study music recognition. These studies 71 

accentuated the temporal involvement of a widespread cortico-subcortical brain network 72 

comprising the primary auditory cortex, superior temporal gyrus, frontal operculum, 73 

cingulate gyrus, orbitofrontal cortex, and hippocampus during recognition of auditory 74 

(musical) sequences 38-40. Overall, these investigations have provided unique insight into the 75 

neural mechanisms underlying the recognition of temporal sequences. What remains to be 76 

addressed is how these mechanisms are modulated by stimulus complexity. 77 

Here, we used melodic sequences, where meaning emerged from the sequential 78 

combination of individual tones over time 40, and varied the tone distribution to obtain new, 79 

complex musical sequences. In this scenario, encoding and recognition of the musical 80 

sequences largely depend on the sequential order of the tones that comprise it. We first 81 

selected musical sequences based on the rules of tonality, which is the dominant musical 82 

system in Western popular music 41. Second, by modifying the tone intervals (i.e., the 83 

distances between pitches) while keeping all other variables (e.g., rhythm, tempo, timbre) 84 

constant, we generated matched atonal musical sequences. The stimulus manipulation was 85 

based on previous literature, which reported that tonal rather than atonal musical sequences 86 

are overall easier to process 42-46 and more appreciated by non-expert listeners 46-48. Unlike 87 

tonal music, atonal music is characterized by the absence of a clear tonal center and 88 

hierarchical stability, which significantly reduces its predictive value and gives rise to 89 

increased prediction errors 42-45, 49. Thus, we expected that the alteration of tonal intervals 90 

would reduce the predictability of the atonal sequences, leading to increased difficulty to 91 

recognize them. 92 

To summarize, in the current study we used magnetoencephalography (MEG) and a 93 

musical recognition task 38-40 while participants listened to and recognized auditory (musical) 94 

sequences of varying complexity. We aimed at describing its fine-grained spatiotemporal 95 

dynamics. Following previous studies 36-40, we expected that the recognition of auditory 96 

sequences would activate a widespread brain network that includes both auditory (e.g., 97 

primary auditory cortex, superior temporal gyrus, Heschl’s gyrus, planum temporale, insula) 98 

and memory processing areas (e.g., hippocampus, cingulate gyrus). We further hypothesized 99 

that neural activity would be distributed along two main frequency bands that reflected the 100 

occurrence of two different cognitive processes: a slow frequency band related to the 101 
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recognition of the full musical sequence in memory processing areas, and a fast frequency 102 

band associated with the processing of each individual tone of the musical sequence in 103 

auditory regions. More importantly, we hypothesized that, based on stimulus complexity, 104 

tonal music would be more efficiently processed than atonal music, which would be reflected 105 

in different behavioral responses and distinct neural pathways during recognition of tonal and 106 

atonal sequences.  107 
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Results 108 

Behavioral data 109 

Participants performed an old/new auditory recognition task. They first listened to a full 110 

musical piece (encoding) and subsequently identified which musical sequences were 111 

memorized or novel. During recognition, the response accuracy and reaction time of the 112 

participants were recorded using a joystick. These behavioral data were statistically analyzed 113 

to examine the differences between the four experimental conditions (memorized tonal 114 

sequences, novel tonal sequences, memorized atonal sequences, novel atonal sequences). 115 

A one-way analysis of variance (ANOVA) showed that the differences in response 116 

accuracy were statistically significant, F(3, 280) = 6.87, p = .002. Post-hoc analyses indicated 117 

that the average number of correct responses was significantly lower for memorized atonal 118 

sequences (M = 30.98, SD = 5.46) than for novel atonal (M = 34.51, SD = 4.26, p < .001), 119 

memorized tonal (M = 34.34, SD = 5.95, p = .002) and novel tonal sequences (M = 34.41, SD 120 

= 6.04, p = .001). Figure 2A shows the average number of correct responses, standard 121 

deviation, and statistically significant differences per condition. 122 

Regarding the mean reaction time, there was a statistically significant difference between 123 

conditions as determined by one-way ANOVA, F(3, 280) = 4.94, p = .002. Post-hoc analyses 124 

revealed that the average reaction time was significantly lower for memorized tonal 125 

sequences (M = 1735.17, SD = 259.91) compared to memorized atonal (M = 1879.44, SD = 126 

259.34, p = .005) and novel atonal sequences (M = 1873.78, SD = 250.48, p = .007), but not 127 

compared to novel tonal sequences (M = 1799.52, SD = 267.14, p = .450). Figure 2B 128 

displays the mean reaction time, standard deviation, and statistically significant differences 129 

per condition. 130 

 131 
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 132 
Figure 2. Analyses of behavioral data 133 

a – Average number of correct responses for each of the experimental conditions. Asterisks denote a statistically 134 

significant difference between two conditions. Error bars show the standard deviation. b – Average reaction 135 

times for each of the experimental conditions. Asterisks denote a statistically significant difference between two 136 

conditions. Error bars show the standard deviation. 137 

 138 

MEG sensor data 139 

The MEG data (204 planar gradiometers and 102 magnetometers) were analyzed at the MEG 140 

sensor level, using the broadband signal. Although the emphasis of the study lays in 141 

identifying the brain areas involved in recognizing tonal versus atonal musical sequences, the 142 

MEG sensor data were examined to assess whether the neural signal was significantly 143 

different for memorized than for novel trials and thus would corroborate the results 144 

of previous studies 17, 19. 145 

After averaging the epoched data of correct trials for each experimental condition and 146 

combining the planar gradiometers, paired-samples t-tests were performed to identify which 147 

condition (memorized or novel) generated a stronger neural signal for each time sample and 148 

MEG sensor. Cluster-based MCS were then calculated to correct for multiple comparisons. 149 

This was performed independently for both tonal and atonal data (see Methods for details). 150 

First, paired-samples t-tests (α = .01) were calculated for the tonal data in the time 151 

interval 0 – 2500 ms (from the onset of the trial) using combined planar gradiometers as these 152 

sensors are less affected by external noise than magnetometers 42-45. Next, multiple 153 

comparisons were corrected by using cluster-based MCS on the significant t-tests’ results (α 154 

= .001, 1000 permutations). Three main significant clusters of activity were identified in 155 
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three specific time intervals when contrasting memorized versus novel sequences, as reported 156 

in Table 1 and in Supplementary Materials (Figure SF1 and Table ST1). Additionally, two 157 

main significant clusters of activity were detected when contrasting novel versus memorized 158 

sequences (Table 1, Figure SF2, and Table ST1). 159 

 160 

Cluster number Size MEG channels Time interval (seconds) p-value 

Memorized versus novel tonal sequences 

1 224 63 0.14 – 0.187 <.001 

2 180 29 0.987 – 1.153 <.001 

3 150 37 0.807 – 0.887 <.001 

Novel versus memorized tonal sequences 

1 277 36 0.64 – 0.8 <.001 

2 242 30 0.38 – 0.513 <.001 
 161 

Table 1 162 

Significant clusters of activity for the tonal MEG sensor data. 163 

 164 

Regarding the atonal data, paired-samples t-tests (α = .01) were calculated in the same 165 

time interval (0 – 2500 ms) using combined planar gradiometers. Next, multiple comparisons 166 

were corrected for by using MCS on the significant t-tests’ results (α = .001, 1000 167 

permutations). This procedure identified three main significant clusters of activation when 168 

contrasting memorized versus novel excerpts (Table 2, Figure SF3, and Table ST1). In the 169 

case of the novel versus memorized contrast, three main significant clusters of activity were 170 

found (Table 2, Figure SF4, and Table ST1). 171 

 172 

Cluster number Size Channels Time interval (seconds) p-value 

Memorized versus novel atonal sequences 

1 288 40 0.68 – 0.9 <.001 

2 215 44 0.52 – 0.66 <.001 

3 135 40 0.133 – 0.187 <.001 

Novel versus memorized atonal sequences 

1 478 52 1.167 – 1.267 <.001 

2 345 42 0.893 – 0.987 <.001 

3 320 44 0.653 – 0.74 <.001 
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 173 

Table 2 174 

Significant clusters of activity for the tonal MEG sensor data. 175 

 176 

Source reconstruction 177 

After examining the strength of the neural signals at the MEG sensor level, we focused on the 178 

main aim of the study, namely to investigate the neural differences underlying the recognition 179 

of tonal versus atonal musical sequences in MEG reconstructed source space. To perform this 180 

analysis, we localized the brain sources of the neural signal recorded by the MEG channels. 181 

This was performed for both the tonal and atonal data and for two frequency bands (delta [0.1 182 

– 1 Hz] and theta [2 – 8 Hz]) that were previously described by Bonetti et al. 38, 40 and 183 

presumably linked to the processing of the single components (theta) relative to the wholistic 184 

sequence (delta).  185 

 186 

Delta band (0.1 – 1 Hz) 187 

The neural sources were calculated using a beamformer approach. First, a forward model was 188 

computed by considering each brain source as an active dipole and calculating its strength 189 

across the MEG sensors. Second, a beamforming algorithm was used as an inverse model to 190 

estimate the brain sources of the neural activity based on the MEG recordings. 191 

After computing the neural sources, a GLM was calculated at each timepoint and dipole 192 

location. A series of t-tests (α = .05) was carried out at the first and group level to estimate 193 

the main effect of memorized and novel conditions and their contrast for both the tonal and 194 

atonal data independently. Cluster-based MCS (α = .001, 1000 permutations) were computed 195 

to correct for multiple comparisons and to determine the brain activity underlying the 196 

development of the musical sequences. These analyses were carried out for five specific time 197 

intervals that corresponded to each of the tones comprising the sequences: first tone (0 – 250 198 

ms), second tone (251 – 500 ms), third tone (501 – 750 ms), fourth tone (751 – 1000 ms), and 199 

fifth tone (1001 – 1250 ms). This was estimated for the memorized versus novel contrast for 200 

both tonal and atonal sequences independently and for memorized tonal versus memorized 201 

atonal sequences. 202 

Significant clusters of activity (p < .001) were located across a number of brain voxels 203 

(k) for each tone of the tonal sequences, as reported in Table ST2. For memorized tonal 204 

sequences, the neural activity was overall stronger for the third (k = 69), fourth (k = 266), and 205 

fifth tones (k = 229). The largest differences were localized in the middle cingulate gyrus, 206 
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right supplementary motor area, precuneus, and left lingual gyrus for the third tone; the left 207 

amygdala, left parahippocampal gyrus, left lingual gyrus, left hippocampus, and middle 208 

cingulate gyrus for the fourth tone, and the anterior and middle cingulate gyrus and left 209 

lingual gyrus for the last tone. For novel tonal sequences, the brain activity was stronger 210 

for the first (k = 54) and second tones (k = 29). In particular, the difference between novel 211 

and memorized sequences was strongest in the left calcarine fissure, left lingual gyrus, left 212 

hippocampus, left precuneus, and left superior temporal gyrus for the first tone, and the right 213 

fusiform gyrus, right lingual gyrus, and right inferior occipital gyrus for the second tone. The 214 

contrast between memorized and novel tonal sequences for the delta band is depicted in 215 

Figure 3A. 216 

 217 

 218 

 219 

 220 

Figure 3. Brain activity underlying the recognition of musical sequences at the delta band (0.1 – 1 221 

Hz) 222 
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a – For tonal sequences, the brain activity was stronger for memorized than novel sequences, particularly for the 223 

third (501 – 750 ms), fourth (751 – 1000 ms), and fifth (1001 – 1250) tones. The difference was localized in 224 

memory processing areas such as the cingulate gyrus, hippocampus, and parahippocampal gyrus. b – For atonal 225 

sequences, the brain activity was stronger for memorized than novel sequences for all tones. The difference was 226 

mainly localized in auditory processing areas (e.g., superior temporal gyrus, Heschl’s gyrus) for the first three 227 

tones, and in memory processing areas (e.g., parahippocampal gyrus, hippocampus) for the fourth and fifth 228 

tones. c – For the contrast between tonal and atonal sequences, the brain activity was localized in memory 229 

processing areas for tonal sequences, particularly for the last three tones, and in auditory processing areas for 230 

atonal sequences for all tones. 231 

 232 

In the case of atonal sequences, significant clusters of activity were located for 233 

memorized sequences primarily in the right hemisphere, and the neural activity was stronger 234 

for memorized than novel sequences across all five tones (k1 = 132, k2 = 163, k3 = 130, k4 = 235 

140, k5 = 64), as reported in Table ST2. In particular, the brain activity was strongest in the 236 

right Rolandic operculum, right superior temporal gyrus, right Heschl’s gyrus, right 237 

supramarginal gyrus, and right insula for the first tone; the right Heschl’s gyrus, right 238 

superior temporal gyrus, right Rolandic operculum, right middle temporal gyrus, and right 239 

insula for the second tone; the right putamen, right insula, right Rolandic operculum, right 240 

Heschl’s gyrus, and right thalamus for the third tone; the parahippocampal gyrus, right 241 

fusiform gyrus, right hippocampus, and putamen for the fourth tone; and the anterior 242 

cingulate cortex, middle frontal gyrus, and caudate nucleus for the last tone. No significant 243 

clusters of activity were located in the delta band for novel atonal sequences. Figure 3B 244 

pictures the contrast between memorized and novel atonal sequences in the delta band. 245 

Regarding the contrast between memorized tonal and atonal sequences, significant 246 

clusters of activity were located for both types of musical sequences across all tones (see 247 

Table ST2). For tonal sequences, the number of significant voxels was higher for the third (k 248 

= 70) and fifth tones (k = 79), whereas for atonal sequences the number of significant brain 249 

voxels was higher for the first (k = 98), second (k = 80), and fourth tones (k = 103). In the 250 

case of memorized tonal sequences, the neural activity was localized in the the supplementary 251 

motor area, left median cingulate gyrus, and superior frontal gyrus for the third tone, and the 252 

left hippocampus, left superior temporal gyrus, left thalamus, left insula, left putamen, and 253 

left parahippocampal gyrus for the fifth tone. For memorized atonal sequences,  the neural 254 

activity was localized in  the left lingual gyrus, left precuneus, left calcarine fissure, middle 255 

temporal gyrus, and right insula  at the first tone; the inferior frontal gyrus, right precentral 256 

gyrus, right Rolandic operculum, and right superior temporal gyrus for  the second tone; the 257 
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right Rolandic operculum, right middle frontal gyrus, right postcentral gyrus, right putamen, 258 

and right insula for  the fourth tone; and the right middle frontal gyrus, right angular gyrus, 259 

and right thalamus  for  the last tone. The contrast between memorized tonal and atonal 260 

sequences in the delta band is shown in Figure 3C. 261 

 262 

Theta band (2 – 8 Hz) 263 

The same procedure was carried out for assessing the brain activity underlying the 264 

recognition of musical sequences in the fast frequency band (2 – 8 Hz). Once the GLM was 265 

computed, cluster-based MCS (α = .001, 1000 permutations) were calculated for five time 266 

intervals corresponding to each of the five tones that formed the sequence. Again, this was 267 

estimated for the memorized versus novel contrast for both tonal and atonal sequences 268 

and memorized tonal versus memorized atonal sequences. 269 

Regarding the contrast for tonal sequences, significant clusters of activity (p < .001) 270 

were located in multiple brain voxels for both memorized and novel sequences, as reported in 271 

Table ST2. For memorized tonal sequences, the neural activity was overall stronger for the 272 

first tone (k = 74), whereas it was stronger for novel tonal sequences for the second (k = 36), 273 

third (k = 200), fourth (k = 196), and fifth tones (k = 70). The brain activity was localized in 274 

the right Rolandic operculum, right insula, right Heschl’s gyrus, and right superior temporal 275 

gyrus for the first tone for memorized tonal sequences. For novel tonal sequences, the main 276 

active areas were the left superior temporal gyrus, insula, Heschl’s gyrus, and left 277 

hippocampus for the second tone; Heschl’s gyrus, superior temporal gyrus, insula, and 278 

putamen (k = 11) for the third tone; right Heschl’s gyrus, right insula, right Rolandic 279 

operculum, and right superior temporal gyrus for the fourth tone; and the right Rolandic 280 

operculum, right Heschl’s gyrus, right hippocampus, and right thalamus for the fifth tone. 281 

Figure 4A displays the contrast between memorized and novel tonal sequences. 282 
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 283 
 284 

Figure 4. Brain activity underlying the recognition of musical sequences at the theta band (2 – 8 285 

Hz) 286 

a – For tonal sequences, the brain activity was stronger for novel than memorized sequences, particularly for the 287 

last three tones. The difference was localized in auditory processing areas such as Heschl’s gyrus, superior 288 

temporal gyrus, and Rolandic operculum. The brain activity was stronger for memorized than novel sequences 289 

for the first, second and fourth tones in areas such as the Rolandic operculum (tone 1), occipital gyrus (tone 2) 290 

and inferior frontal gyrus (tone 4).  b – For atonal sequences, the brain activity was stronger for novel than 291 

memorized sequences for the last three tones in areas such as the insula, Heschl’s gyrus, and superior temporal 292 

gyrus. The brain activity was stronger for memorized than novel sequences for the first two tones in the 293 

calcarine fissure and cingulate gyrus. c – For the contrast between tonal and atonal sequences, the brain activity 294 

was mostly scattered and weak, but the neural activity was stronger in the frontal gyrus (tones 1, 4, and 5), 295 

temporal gyrus (tones 2 and 3), and occipital gyrus (tones 2 – 5) for tonal memorized sequences, and in the 296 

supplementary motor area (tone 1), frontal gyrus (tones 3 and 4), middle temporal gyrus (tone 4) and postcentral 297 

gyrus (tone 5) for atonal memorized sequences. 298 

 299 

For the contrast between memorized and novel atonal sequences, the majority of 300 

significant clusters of activity were localized for the first (k = 166) and second tones (k = 104) 301 
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for memorized sequences, and for the third (k = 189), fourth (k = 118), and fifth tones (k = 302 

156) for novel sequences, as reported in Table ST2. For memorized atonal sequences, the 303 

neural activity was strongest at the calcarine fissure, lingual gyrus, and right Rolandic 304 

operculum for the first tone, and the cingulate gyrus, right supplementary motor area, and 305 

superior frontal gyrus for the second tone. For novel atonal sequences, the neural activity was 306 

strongest at the insula, putamen, superior temporal gyrus, and Heschl’s gyrus for the third 307 

tone; the right insula, right putamen, right Heschl’s gyrus, right Rolandic operculum, and 308 

right superior temporal gyrus for the fourth tone; and the right insula, right Rolandic 309 

operculum, right Heschl’s gyrus, right putamen, and right superior temporal gyrus for the 310 

fifth tone. The contrast between memorized and novel atonal sequences for the theta band is 311 

shown in Figure 4B. 312 

Finally, the significant clusters of activity in the tonal versus atonal contrast for the theta 313 

band are reported in Table ST2. In the case of memorized tonal sequences, the number of 314 

significant brian voxels was higher for the first (k = 20), second (k = 44), fourth (k = 45), and 315 

fifth tones (k = 71). The neural activity was located in the right inferior frontal gyrus and right 316 

middle frontal gyrus for the first tone; the right middle temporal gyrus, right inferior parietal 317 

gyrus, right angular gyrus, middle occipital gyrus, and left superior occipital gyrus for the 318 

second tone; the frontal gyrus for the fourth tone; and the right middle occipital gyrus, right 319 

frontal gyrus, and right middle temporal gyrus for the fifth tone. For memorized atonal 320 

sequences, the number of significant voxels was higher for the third tone (k = 38) and the 321 

neural activity was mainly localized in the left inferior frontal gyrus, left middle frontal 322 

gyrus, left supramarginal gyrus, and right supplementary motor area. Figure 4C shows the 323 

contrast between tonal and atonal sequences for the theta band. 324 

Altogether, we found significant differences between tonal and atonal sequences, 325 

especially for the slow frequency band. Recognition of memorized tonal sequences elicited 326 

stronger neural activity in left cingulate and hippocampal areas in the last three tones of the 327 

sequences, whereas recognition of memorized atonal sequences was supported by activation 328 

in right auditory regions from the second tone onwards.  329 
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Discussion 330 

This study set out to investigate the brain activation underlying the recognition of auditory 331 

musical sequences characterized by different levels of complexity (tonal and atonal). 332 

Behavioral data showed clear differences between the recognition of tonal and atonal 333 

sequences and significant clusters of activation were observed at the MEG sensor level. 334 

Source reconstruction analyses indicated different activation clusters for tonal and atonal 335 

sequences, particularly in the delta frequency band. Overall, the neural activity was stronger 336 

in memory processing areas for memorized tonal sequences and in auditory processing 337 

regions for memorized atonal sequences. 338 

Prior to focusing on the differences in brain activity related to distinct levels of 339 

recognition complexity, we verified that the current results were consistent with previous 340 

studies. Indeed, the brain areas activated during the recognition of tonal sequences confirmed 341 

the involvement of a widespread brain network including both auditory and memory 342 

processing regions 36-38, 40. Furthermore, in accordance with previous research, the neural 343 

activity was clearly distributed in two frequency bands 38, 39. Delta band (0.1 – 1 Hz) was 344 

linked to the recognition of the whole auditory sequences (global processing), which was 345 

reflected by the stronger activation occurring in this band for the recognition of the 346 

memorized sequences. Conversely, theta band (2 – 8 Hz) was associated with the processing 347 

of the individual tones (local processing), as suggested by the stronger neural activity in 348 

auditory regions during processing of novel sequences. 349 

Regarding the recognition of tonal and atonal sequences, we observed distinct neural 350 

pathways when processing and recognizing the two types of auditory stimuli. While the 351 

recognition of tonal sequences mainly recruited a widespread brain network involving 352 

cingulate gyrus and hippocampus in the right hemisphere, the recognition of atonal sequences 353 

was mainly associated with a sustained, slow activity in the left auditory cortex. These results 354 

can be interpreted in light of different theoretical frameworks, namely predictive coding, 355 

harmonicity, and global neuronal workspace (GNW). According to PCM theory, the brain’s 356 

predictive model is being continuously updated while listening to music in order to decrease 357 

precision-weighted prediction errors 16, 18, 19. The predictive value of atonal music is weaker 358 

than tonal music, which alters its complexity and increases prediction errors 42-46, 49. In turn, 359 

this change in stimulus predictability undermines the processing 42-46 and enjoyment 46-48 of 360 

atonal music. This was  apparent  when  examining the behavioral results, since memorized 361 

atonal sequences were more slowly and less accurately recognized. In addition, the 362 
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distribution of the neural activity in two frequency bands suggests a combination of top-down 363 

predictions in the delta band, which is related to the recognition of memorized sequences, and 364 

bottom-up predictions in the theta band, as the prediction error increases with novel 365 

sequences.  366 

An alternative explanation for these results focuses on the harmonicity of auditory 367 

stimuli. Tonal music has been closely linked to the harmonic series, a natural sequence of 368 

sound frequencies that are integer multiples of a fundamental. Environmental sounds are 369 

typically nonharmonic, whereas both human and animal vocalizations contain harmonic 370 

structures 63. The tonotopic organization of the human auditory cortex is particularly sensitive 371 

to harmonic tones, suggesting that this region developed to process harmonics due to their 372 

relevance for social communication 64, 65. These results indicate that distinct neural pathways 373 

are activated when recognizing auditory stimuli that are not coherent with the natural 374 

harmonic series and thus arguably more complex to process. Indeed, we found that for 375 

memorized tonal sequences, the brain activity was primarily located at the cortico-376 

hippocampal network in the right hemisphere, and for memorized atonal sequences the 377 

auditory network in the left hemisphere. Specifically, the strong activation in low-processing 378 

primary auditory regions at the first three tones of the atonal sequences suggests a 379 

“disentangling” of the sequence before it can be processed and recognized by high-cognitive 380 

areas involved in memory processing. One possible approach to further test the harmonicity 381 

hypothesis in relation to sequence recognition would be to create a collection of pieces that 382 

are systematically varied in terms of their similarity to the natural harmonic series. Future 383 

studies are called to investigate such perspectives. 384 

Finally, the current results are also consistent with the GNW hypothesis 66, 67. According 385 

to this theory, stimuli become conscious when they ignite late, high-order regions in response 386 

to the activation of sensory cortices involved in perceptual representation. Conversely, 387 

unconscious information does not reach high-processing brain areas and neural activity is 388 

limited to sensory cortices 66, 68, 69.  Importantly, we found that tonal sequences induced a late 389 

and robust activation of memory processing regions. Although it is unclear why atonal 390 

sequences were differently processed by the brain, we can confirm that the complexity of the 391 

stimuli modulates the transition from primary sensory areas to the GNW, adding new 392 

information to this comprehensive theoretical framework. 393 

The current study provides valuable insights into the brain mechanisms underlying the 394 

recognition of auditory sequences. The results are consistent with those of previous studies 395 

and evidence of the engagement of a large brain network that comprises both memory 396 
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processing and auditory regions when recognizing music. Results further highlight the 397 

importance of stimulus complexity for the processing of temporal sequences and hint that the 398 

brain employs different strategies to account for this complexity.  399 
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Materials and methods 422 

Participants 423 

The participant sample consisted of 71 volunteers (38 males and 33 females) aged 18 to 42 424 

years old (mean age: 25 ± 4.10 years). All participants were healthy and reported normal 425 

hearing. Participants were recruited in Denmark and came from Western countries with 426 

matching socioeconomic and educational backgrounds. 427 

The project was approved by the Ethics Committee of the Central Denmark Region (De 428 

Videnskabsetiske Komitéer for Region Midtjylland, Ref 1-10-72-411-17). The experimental 429 

procedures were carried out in compliance with the Declaration of Helsinki – Ethical 430 

Principles for Medical Research. All participants gave the informed consent before starting 431 

the experimental procedure. 432 

 433 

Experimental stimuli and design 434 

Two musical compositions were used in the experiment: the right-hand part of Johann 435 

Sebastian Bach’s Prelude No. 1 in C Major, BWV 846 (hereafter referred to as the “tonal 436 

piece”), and an atonal version of the prelude (hereafter referred to as the “atonal piece”). 437 

MIDI versions were created using Finale (MakeMusic, Boulder, CO) and both pieces lasted 438 

2.5 minutes each, with the same duration for all tones. LB composed the atonal piece based 439 

on the tonal piece. In particular, new tones were assigned to each of the tones comprising 440 

Bach’s original prelude. These new tones were one or two semitones higher or lower than the 441 

original tones, and the same tone conversion was applied throughout the entire tonal piece to 442 

obtain the atonal piece (e.g., every C tone in the tonal piece was converted into a C sharp in 443 

the atonal piece). Thus, both compositions were identical in terms of the sequential 444 

presentation of the tones (i.e., if C was positioned as 1st, 7th, and 8th tone in the tonal piece, C 445 

sharp occupied the same positions [1st, 7th, and 8th] in the atonal piece), their rhythmic 446 

pattern, dynamics, and duration. Thus, the crucial difference between the two pieces was that 447 

the tonal piece was in the key of C Major, whereas the atonal piece did not have a musical 448 

key. The first two bars of each piece are displayed in Figure 1a, showing similarities and 449 

correspondence between the two pieces. 450 

Forty musical excerpts (i.e., short melodies or sequences) were extracted from each of 451 

the pieces. All excerpts consisted of the first five notes of each bar and lasted for 1250 ms 452 

(250 ms per note). In addition, 40 new excerpts were created for each piece based on the 453 

original ones. These new sequences were matched to the original ones among several 454 
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variables, to prevent potential confounds. Specifically, they were matched for rhythm, 455 

volume, timbre, tempo, meter, and tonality. 456 

The stimuli were employed in an old/new auditory recognition paradigm, as depicted in 457 

Figure 1b, that was administered to the participants while their brain activity was recorded 458 

using MEG. The paradigm consisted of two parts, encoding and recognition, and was 459 

performed twice, once for the tonal piece and once for the atonal piece. The order of 460 

tonal/atonal was counterbalanced across participants. During the encoding part, participants 461 

actively listened to four repetitions of the entire musical piece (tonal or atonal) and tried to 462 

memorize it as much as possible. Afterwards, they were presented with the previously 463 

described 80 musical excerpts (40 memorized and 40 novel excerpts, randomly ordered) and 464 

stated whether the excerpts belonged to the piece they had previously listened to 465 

(“memorized”) or whether they were new excerpts (“novel”). Response accuracy and reaction 466 

time were recorded using a joystick. 467 

 468 

 469 
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 470 
 471 

Figure 1. Experimental stimuli and design, data analyses and (temporal) brain activity 472 

a – Two musical pieces were used in the experiment: the right-hand part of J. S. Bach’s Prelude No. 1 in C 473 

Major, BWV 846 (i.e., “tonal”, top row), and an atonal version of the prelude (i.e., “atonal”, bottom row). Both 474 

pieces were matched in terms of the sequential presentation of the tones, rhythmic patterns, dynamics, and 475 

duration, and their melodic contour was almost identical. The atonal piece was created by LB by assigning new 476 

tones that were one or two semitones lower or higher than the original tones of the tonal piece. For example, C 477 

(in red) was converted into C sharp (in red), E (in orange) was converted into F sharp (in orange), G (in blue) 478 

was converted into F (in blue), etc. b – Participants performed the experimental task twice (once for the tonal 479 

piece and once for the atonal piece) and the order of presentation was randomized across participants. After 480 

listening to the full piece, participants were presented with excerpts that belonged to the piece or with new 481 

excerpts and were asked to state whether the excerpts were “memorized” or “novel” using a joystick. c – The 482 

task was administered to the participants while their brain activity was recorded using MEG. The continuous 483 

neural data was preprocessed. d – Source reconstruction analyses were conducted to identify the brain sources 484 

that generated the neural activity. The data was first bandpass-filtered into two frequency bands (0.1 – 1 Hz and 485 

2 – 8 Hz) and the MEG and MRI data were co-registered. An overlapping-spheres forward model was computed 486 
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using an 8-mm grid and a beamforming algorithm was applied as the inverse solution. Finally, the source 487 

reconstructed time series was computed for both tonal and atonal data and their contrast in both frequency 488 

bands. e – Contrasts between memorized and novel sequences were calculated for each tone that comprised the 489 

tonal and atonal musical sequences for both frequency bands. 490 

 491 

Data acquisition 492 

The MEG recordings were acquired in a magnetically shielded room at Aarhus University 493 

Hospital (Denmark) with an Elekta Neuromag TRIUX MEG scanner with 306 channels 494 

(Elekta Neuromag, Helsinki, Finland). The data were recorded at a sampling rate of 1000 Hz 495 

with an analogue filtering of 0.1 – 330 Hz. Before starting the recordings, the head shape of 496 

the participants and the position of four Head Position Indicator (HPI) coils with respect to 497 

three anatomical landmarks were registered using a 3D digitizer (Polhemus Fastrak, 498 

Colchester, VT, USA). This information was later used to co-register the MEG data with the 499 

MRI anatomical scans. During the MEG recordings, the HPI coils registered the continuous 500 

head localization, which was subsequently used for movement correction analyses. 501 

Additionally, two sets of bipolar electrodes were used to record eye movements and cardiac 502 

rhythm for later removing electrooculography (EOG) and electrocardiography (ECG) 503 

artifacts. 504 

The MRI scans were recorded on a CE-approved 3T Siemens MRI-scanner at Aarhus 505 

University Hospital (Denmark). The data were recorded using a structural T1 with a spatial 506 

resolution of 1.0 x 1.0 x 1.0 mm and the following sequence parameters: echo time (TE) = 507 

2.96 ms, repetition time (TR) = 5000 ms, reconstructed matrix size = 256 x 256, bandwidth = 508 

240 Hz/Px. 509 

The MEG and MRI recordings were acquired in two separate sessions. 510 

 511 

Data preprocessing 512 

The raw MEG sensor data (204 planar gradiometers and 102 magnetometers) were first 513 

preprocessed by MaxFilter 50 in order to suppress external interferences. In addition, the data 514 

were corrected for head motion and downsampled to 250 Hz. The data were then converted 515 

into Statistical Parametric Mapping (SPM) 51 format and analyzed in MATLAB (MathWorks, 516 

Natick, MA, USA) with the Oxford Centre for Human Brain Activity (OHBA) Software 517 

Library (OSL) (https://ohba-analysis.github.io/osl-docs/), a freely available software that 518 

builds upon Fieldtrip 52, FSL 53, and SPM toolboxes. The signal was high-pass filtered (0.1 519 

Hz of cutoff) to remove external frequencies and a notch filter was subsequently applied (48 520 
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– 52 Hz) to correct for inferences of the electric current. The signal was further downsampled 521 

to 150 Hz and the continuous MEG data were visually inspected to remove artifacts using the 522 

OSLview tool. An independent component analysis (ICA) was performed to remove EOG 523 

and ECG components. After reconstructing the signal with the remaining components 54, the 524 

data were epoched into 160 trials (80 excerpts from each musical piece). Each trial lasted 525 

1350 ms (1250 ms plus 100 ms of baseline time) and further analyses were performed on 526 

correctly identified trials only (see Figure 1C). 527 

The raw MEG sensor data (204 planar gradiometers and 102 magnetometers) were first 528 

preprocessed by MaxFilter 50 in order to suppress external interferences. In addition, the data 529 

were corrected for head motion and downsampled to 250 Hz. The data were then converted 530 

into Statistical Parametric Mapping (SPM) 51 format and analyzed in MATLAB (MathWorks, 531 

Natick, MA, USA) with the Oxford Centre for Human Brain Activity (OHBA) Software 532 

Library (OSL) (https://ohba-analysis.github.io/osl-docs/), a freely available software that 533 

builds upon Fieldtrip 52, FSL 53, and SPM toolboxes. The signal was high-pass filtered (0.1 534 

Hz of cutoff) to remove external frequencies and a notch filter was subsequently applied (48 535 

– 52 Hz) to correct for inferences of the electric current. The signal was further downsampled 536 

to 150 Hz and the continuous MEG data were visually inspected to remove artifacts using the 537 

OSLview tool. An independent component analysis (ICA) was performed to remove EOG 538 

and ECG components. After reconstructing the signal with the remaining components 54, the 539 

data were epoched into 160 trials (80 excerpts from each musical piece). Each trial lasted 540 

1350 ms (1250 ms plus 100 ms of baseline time) and further analyses were performed on 541 

correctly identified trials only (see Figure 1C). 542 

 543 

MEG sensor data analysis 544 

The primary focus of this study was on detecting differences in the brain activity underlying 545 

the recognition of tonal versus atonal musical sequences. However, the data were first 546 

analyzed at the MEG sensor level to verify that the neural signal was stronger for memorized 547 

versus novel musical sequences. This first step was essential to replicate previous findings 548 

obtained using a very similar experimental setting and paradigm and thus assess the quality of 549 

our data 38-40. 550 

Following the preprocessing of the neural data, and in accordance with MEG analysis 551 

guidelines 55, all trials belonging to one condition were averaged together. This procedure 552 

resulted in four mean trials: one for memorized trials and one for novel trials for each musical 553 

piece (i.e., memorized tonal, novel tonal, memorized atonal, novel atonal). Next, each pair of 554 
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planar gradiometers was combined by a sum root square. Paired-samples t-tests (α = .01) 555 

were then calculated to contrast the memorized and novel conditions for both the tonal and 556 

atonal pieces, independently. This was performed for each combined planar gradiometer and 557 

each time-point in the time-range 0 – 2500 ms (from the onset of the first tone of the musical 558 

sequences) in order to determine which condition generated a stronger neural signal. The 559 

analyses were calculated for planar gradiometers, since these sensors are less affected by 560 

external noise and thus highly reliable when computing analyses at the MEG sensor level 55-561 
58. Multiple comparisons were corrected using cluster-based Monte Carlo simulations (MCS) 562 
59 (α = .001, 1000 permutations) on the significant t-tests’ results. Specifically, for each 563 

timepoint, a 2D matrix was generated reproducing the spatial location of the MEG channels 564 

and the results of the t-tests of each MEG channel binarized according to their p-values (0s 565 

for not significant tests and 1s for significant tests [i.e., p < .01]). The elements of the 566 

resulting 3D matrix were then submitted to 1000 permutations. For each permutation, we 567 

identified the maximum cluster of permuted 1s, and we built a reference distribution using 568 

the maximum cluster sizes detected for each of the 1000 permutations. Finally, the original 569 

clusters that had a larger size than 99.9% of the maximum cluster sizes of the permuted data 570 

were considered significant. 571 

 572 

Source reconstruction 573 

After examining the strength of the neural signals at the MEG sensor level, we focused on the 574 

main aim of the study, which was to investigate the neural differences underlying the 575 

recognition of tonal versus atonal musical sequences in MEG reconstructed source space. To 576 

perform this analysis, we localized the brain sources of the neural signal recorded in the MEG 577 

channels.  This procedure required designing a forward model, computing the inverse 578 

solution (in this case, using a beamforming approach), and identifying the statistically 579 

significant brain sources underlying the recognition of tonal and atonal sequences and their 580 

contrasts over time. Figure 1D shows the graphical depiction of the source reconstruction 581 

analyses. 582 

 583 

Beamforming 584 

Before computing the source reconstruction algorithm, the continuous data were band-pass 585 

filtered into two frequency bands: a slow band (delta, 0.1 – 1 Hz) and a fast band (theta, 2 – 8 586 

Hz). These bands were selected based on the findings reported by Bonetti et al. 38-40, which 587 

suggested that the theta band was responsible for a sensorial elaboration of each object (tone) 588 
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of the sequence, while the delta band was implicated in the recognition of the holistic 589 

temporal sequence. The filtered data were then epoched and the brain sources that generated 590 

the signal were calculated. 591 

First, an overlapping-spheres forward model was computed using an 8-mm grid. This 592 

theoretical head model considers each brain source as an active dipole and describes how the 593 

unitary strength of such a dipole is reflected across the MEG sensors 60. Using the 594 

information collected with the 3D digitizer, the MEG data and individual T1-weighted 595 

images were co-registered and the forward model was subsequently computed. An MNI152-596 

T1 template with 8-mm spatial resolution was used in four cases in which the individual 597 

anatomical scans were not available. Second, a beamforming algorithm was employed as the 598 

inverse model. This is one of the most widely used algorithms for estimating the brain 599 

sources from MEG channels’ data and consists of utilizing a different set of weights which 600 

are sequentially applied to the source locations (dipoles) for isolating the contribution of each 601 

source to the activity recorded by the MEG channels for each time-point 55, 61, 62. 602 

 603 

General Linear Model 604 

After estimating the brain sources of the signal recorded on the MEG channels, a General 605 

Linear Model (GLM) was estimated sequentially for each timepoint at each dipole location. 606 

At the first level, the main effect of memorized and novel conditions, as well as their contrast, 607 

was computed independently for each participant. At the group level, t-tests were carried out 608 

for each dipole location to obtain the main effect of tonal, atonal and their contrast computed 609 

on all aggregated participants. The GLMs were estimated independently for both the tonal 610 

and atonal data and for both frequency bands. 611 

 612 

Brain activity underlying the development of the musical sequences 613 

To determine the temporal evolution of the brain activity underlying musical sequences’ 614 

recognition, cluster-based MCS were estimated for five specific time-windows that 615 

corresponded to each of the five tones comprising the musical sequences. This procedure was 616 

carried out independently for both tonal and atonal data and for both frequency bands. Thus, 617 

ten cluster-based MCS were calculated for each musical piece (five tones x two frequency 618 

bands) on the results of the group-level analysis with an adjusted alpha level of .001 (α = 619 

0.01/10 = .001). This procedure allowed  detecting the spatial clusters of significant brain 620 

sources underlying the recognition of the tonal and atonal musical sequences. For each of the 621 

MCSs, the data were sub-averaged in the time-window of interest (e.g., the time-window for 622 
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the first tone of the musical sequences) and then submitted to 1000 permutations to build a 623 

reference distribution of the maximum cluster sizes detected in the permuted data. Then, 624 

using the same procedure as with the MEG channels, the original cluster sizes were compared 625 

to the reference distribution and were considered significant if their size was bigger than 626 

99.9% of the maximum cluster sizes of the permuted data. 627 

Importantly, further analyses were conducted to assess the differences between tonal and 628 

atonal data when recognizing memorized trials for both the delta and theta frequency bands. 629 

For each participant, a t-test (α = 0.01) was computed for each source location and for the 630 

five time-windows corresponding to each musical tone, contrasting the brain activity 631 

underlying the recognition of tonal versus atonal music. Multiple comparisons were corrected 632 

for by using cluster-based MCS, as described above. In this case, ten MCS (α = .001, 1000 633 

permutations) were calculated on the significant t-test results (five tones x two frequency 634 

ranges). 635 

  636 
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Data availability 637 

The code and anonymized neuroimaging data from the experiment will be made available 638 

upon request. Regarding the data, we will be able to share it when it is completely 639 

anonymized and cannot lead in any way to the original participants identity, according to 640 

Danish regulations. Otherwise, a data sharing agreement must be made.  641 
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