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Does the brain care about averages? A simple test
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Trial-averaged metrics, e.g. tuning curves or population response vectors, are a ubiquitous way
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of characterizing neuronal activity. But how relevant are such trial-averaged responses to neuronal
computation itself? Here we present a simple test to estimate whether average responses reflect
aspects of neuronal activity that contribute to neuronal processing. The test probes two assumptions

implicitly made whenever average metrics are treated as meaningful representations of neuronal

activity:

1. Reliability: Neuronal responses repeat consistently enough across trials that they convey a

recognizable reflection of the average response to downstream regions.

2. Behavioural relevance: If a single-trial response is more similar to the average template, it is

more likely to evoke correct behavioural responses.

We apply this test to two data sets: (1) T'wo-photon recordings in primary somatosensory cortices
(S1 and S2) of mice trained to detect optogenetic stimulation in S1; and (2) Electrophysiological
recordings from 71 brain areas in mice performing a contrast discrimination task (Steinmetz et al.
2019, Nature). Under the highly controlled settings of data set 1, both assumptions were largely
fulfilled: Single-trial responses were approximately as related to the average as would be expected if
they represented discrete, down-sampled versions of the average response. Moreover, better-matched
single-trial responses predicted correct behaviour. In contrast, the less restrictive paradigm of data
set 2 met neither assumption, with the match between single-trial and average responses being
neither reliable nor predictive of behaviour. We conclude that in data set 2, average responses do not
seem particularly relevant to neuronal computation, potentially because information is encoded more
dynamically when behaviour is less tightly restricted. Most importantly, we encourage researchers

to apply this simple test of computational relevance whenever using trial-averaged neuronal metrics,

in order to gauge how representative cross-trial averages are in a given context.

* These authors contributed equally.


https://doi.org/10.1101/2021.11.28.469673
http://creativecommons.org/licenses/by/4.0/

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

bioRxiv preprint doi: https://doi.org/10.1101/2021.11.28.469673; this version posted August 26, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license. 9

Introduction

Brain dynamics are commonly studied by recording neuronal activity over many trials and averaging them. Trial-
averaging has been applied to single neurons by describing their average response preferences [IH6] and, more recently,
to neural populations [(H9]. The latter has revealed several unique phenomena: for instance, the adaptation of
neuronal responses to the statistics of the perceptual environment [I0] and orthogonalized neuronal coding of stimulus
information, behavioural choices and memory [8), [11] [12].

These studies share the view that trial-averaged population activity is meaningful. For instance, upon finding that
with repeated stimulus exposure, average population responses become more discriminative of behaviourally relevant
stimuli [3], [4], it is implicitly assumed that this will improve an animal’s ability to perceive these stimuli correctly.
Related to this assumption is the notion that deviations from the average population response represent ‘noise’ of
one form or another. The exact interpretation of such neuronal noise has been debated [13], ranging from truly
random and meaningless activity [I4HI7], to neuronal processes that are meaningful but irrelevant for the neuronal
computation at hand [I8-20], to an intrinsic ingredient of efficient neuronal coding [2TH23]. Nevertheless, in all of these
cases a clear distinction is being made between neuronal activity that is directly related to the cognitive process under
study (e.g. perceiving a specific stimulus) — which is typically approximated by a trial-averaged neuronal response —
and ‘the rest’. While this framework has undoubtedly been useful for characterizing the general response dynamics
of neuronal networks, it remains an outstanding issue whether trial-averaged population activity is used to transmit
information between neurons. In other words, neuroscientists care about average population responses, but does the
brain?

There is evidence in both directions: Studies highlighting the large inter-trial variability of neuronal responses
[19, 20| 24H26] suggest that average responses fail to capture ongoing neuronal dynamics. Then there is the simple
fact that outside the lab, stimuli generally do not repeat, which renders pooled responses across stimulus repetitions
a poor basis for neuronal coding. On the other hand, the fact that perceptual decisions can be altered by shifting
neuronal activity away from the average [27H30] indicates that at least in typical lab experiments [31], average
population responses matter [32].

In this paper, we formally test to what extent the assumptions inherent in the computation of average neuronal
responses actually hold in different experimental contexts. Specifically, if neuronal coding and the resulting behaviour

rely on average ‘response templates’ of population activity, two assumptions should be satisfied (Fig. ):

1. Reliability: The responses of task-relevant neuronal populations repeat consistently enough to provide a recog-

nizable reflection of the average response to downstream regions.

2. Behavioural Relevance: If a single-trial response better matches the average response template, it should be

more successful in evoking correct behavioural responses.

Results

To test these two assumptions across a range of experimental conditions, we examined two complementary data
sets featuring neuronal recordings in behaving mice. Dataset 1 consists of two-photon recordings in primary and
secondary somatosensory cortex (S1 and S2) as mice detected a small optogenetic stimulus in S1 [33] (Fig 1B). Mice
were trained to lick for reward in response to the optogenetic activation of 5 to 50 randomly selected S1 neurons.

On 33% of trials, there was a sham stimulus during which no optogenetic stimulation was given (stimulus absent
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condition). Simultaneously, using gCAMP6s, 250 — 631 neurons were imaged in S1 and 45 — 288 in S2. Data set 1
thus represents a benchmark case of strong experimental control focused on a small set of cortical areas. Particularly,

in this case the stimulus is identical to the neuronal response, skipping upstream processing.

Data set 2 contains high-density electrophysiological (Neuropixel) recordings across 71 brain regions (Fig. ) in
mice performing a two-choice contrast discrimination task [30]. Mice were presented with two gratings of varying
contrast (0, 25, 50 or 100%) appearing in their left and right hemifield. To receive reward, animals turned a small
steering wheel to bring the higher-contrast grating into the center, or refrained from moving the wheel if no grating
appeared on either side. When both stimulus contrasts were equal, animals were randomly rewarded for turning right
or left. Those trials were discarded in our analysis since there is no ‘correct’ behavioural response. Data set 2 thus
allowed us to test the computational relevance of averages across a wide range of brain areas within a less tightly

controlled behavioural paradigm.

To probe the computational role of averages within the tightly controlled setting of Data set 1, we first computed
average population responses for the two experimental conditions: Optogenetic S1 stimulation present versus absent.
Since optogenetic stimulation could target different numbers of neurons ranging from 5 to 50, for the purpose of this
analysis we pooled all stimulation intensities into the ’stimulus present’. We did this because the low trial numbers per
stimulation intensity would have made cross-trial averaging largely meaningless, and because the population averages

of different stimulus intensities were highly correlated (see Fig. [S2/A).

Average response templates were computed as the mean fluorescence (AF/F) of each neuron in a time window of
0.5 s following the stimulation offset (Fig. 7 right panel). Since optogenetic stimulation caused artifacts in the two-
photon recordings, the stimulation period itself was excluded from analysis. We next quantified how well single-trial
responses correlated with their corresponding average template (stimulation present or absent) (Fig. [2f see also [34]).
Correlations in S1 ranged from r = —0.13 to 0.64 (n = 1795 trials; p < 0.001), suggesting that single-trial responses
represented the template quite faithfully. In S2, correlations were more spread, ranging from —0.29 to 0.71 (n = 1795
trials).

To further assess if single-trial responses can be regarded as a down-sampled or 'noisy’ version of the average
template, we repeatedly computed a bootstrapped response vector for each trial based on the neurons’ average
response preferences (Fig. Methods). These surrogate data correlated only slightly better to the template than
the original data in both S1 and S2 (Supp. Fig. 4)), suggesting that in Data set 1, single-trial responses can be

interpreted as mostly reliable samples of the respective average template.

Strong correlations between single-trial responses and the population template may partially stem from neurons’
basic firing properties, which would not be task-related. To estimate the stimulus specificity of the correlations
we observed, we also computed single-trial correlations to the incorrect template (e.g. ‘stimulus absent’ for a trial
featuring optogenetic stimulation). Correlations to the incorrect template were significantly lower than to the correct
one (Fig. [2A, Mann-Whitney U-test, p = 5.98 107169, p = 4.86 * 1075 for S1 and S2, respectively) (Fig [2B). To
quantify this directly, we defined the specificity index, which measures, on a single-trial basis, the excess correlation
to the correct template with respect to the incorrect template. Since the specificity index subtracts two correlation
coefficients, it is bounded between -2 and 2. The specificity indices of single-trial responses indicate clear stimulus-
specificity (in S1 it ranged from —0.17 to 0.6 and a median of 0.16; in S2 it ranged from —0.3 to 0.51 and a median of
0.11) (Fig ) Together, these results indicate that single-trial responses in Data set 1 were strongly and selectively

correlated to the corresponding average template, largely fulfilling Assumption 1.
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FIG. 1. Test hypotheses and data. A) Graphic summary of the two assumptions underlying the computation of average
population responses: Single-trial responses correspond at least somewhat to the trial-averaged response (left), and better
matched single-trial responses lead to more efficient behaviour (right). B) In Data set 1, animals have to report whether they
perceived the optogenetic stimulation of somatosensory neurons (S1) through licking to receive reward. C) In Data set 2,
animals needed to move a steering wheel to bring the higher-contrast grating stimulus into the centre, or refrain from moving
the wheel when no gratings are presented. Average behavioural performance on this task is shown on the right. C) Recording

sites and, in parenthesis, total number of recorded neurons. B and C are reproduced with permission from [30].

Next, we set out to test if the correlation between single-trial responses and average templates predicted the animal’s
behaviour. To this end, we separately examined the single-trial correlations in trials that resulted in hits, misses,
correct rejections (CRs) or false positives (FPs). For the trials where optogenetic stimulation was present, single-trial
correlations in S1 were significantly lower in miss trials than in hit trials across both brain areas, suggesting that
a better match to the average template did indeed produce hit trials more often (Fig. , Mann-Whiney U-test,
p = 4.96e — 68). Similarly, while single-trial correlations were overall lower in the absence of optogenetic stimulation,
correct rejections nevertheless featured significantly higher correlations than false positives (Fig. , Mann-Whiney
U-test, p = 2.82¢ — 17 for the hit/miss comparison, for each area). The same pattern held true for S2, though
overall correlations were marginally smaller and the difference between correct and incorrect trials was somewhat

less pronounced (p = [2.02e — 50,1.37e — 11] for the hits/misses and CR/FP comparisons, respectively). To quantify
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FIG. 2. Single-trial responses are stimulus-specific for Data set 1. A) Single-trial responses for S1 (blues) and S2
(oranges). Each bar represents a neuron, its height represents the activation (see Fig. for an example). Stim: the sorted
neural response in an example trial where the stimulus was present; No stim: same sorting as before, for another trial where the
stimulus was absent. B) Distribution of the correlations between single-trial response vectors and the trial-averaged response
template for the correct (left) and wrong (center) stimulus constellations. Box: 25" and 75" percentile. Center line: median.
Whiskers: 10" and 90" percentile. Shaded areas: 5! and 95" percentiles of bootstrapped data. At the right, we show the
Specificity index of single-trial responses for both brain areas, defined as the difference between the correlations to the correct
and wrong templates. Solid gray line highlights the Specificity Index of 0.0, which translates to exactly equal correlation to

correct and incorrect template.

directly to what extent single-trial correlations predicted behaviour, we computed the Behavioural Relevance Index
(Q) as Q = max(A,1 — A), where A is the Vargha-Delaney’s effect size [35]. The Behavioural Relevance Index is
bounded between 0.5 and 1, with 0.5 indicating complete overlap (stochastic equality) between the distributions and
1 meaning no overlap at all (absolute stochastic dominance). For Data set 1, Behavioural Relevance in S1 and S2

were 0.86 and 0.81, respectively. This suggests that in both areas, single-trial responses that were better matched to
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FIG. 3. Better template-matching predicts better behavior. A) Match between single-trial responses and correct
template in hit, miss, correct rejection and false positive trials. B) Same as for A), but for the Specificity Index. C) Behavioral
Relevance indices (€2) are shown; they can take values between 0.5 and 1, with 0.5 indicating a complete overlap between

distributions and 1 meaning no overlap at all (Methods).

the cross-trial average resulted in more successful behaviour, fulfilling Assumption 2. Together, these results indicate
that in Data set 1, cross-trial averages are both reliable and behaviourally relevant enough to serve a computationally
meaningful function.

Building on these results, we set out to determine how computationally meaningful cross-trial averages might be
within the less restrictive and more behaviourally active experimental paradigm of Data set 2. Since Data set 2
contains neuronal recordings from 71 brain areas, not all of which may be directly involved in the perceptual task at
hand, we used a data-driven approach to identify to what extent neuronal population activity predicted the presented
stimulus and/or the animal’s target choice. We trained a decoder (Multinomial GLM, Methods) based on single-
trial population vectors, to identify either target choice (left/right/no turn) or stimulus condition (higher contrast
on left/right, zero contrast on both). For the neuronal response vectors, we considered neuronal activity 0 — 200ms
post-stimulus onset (Fig. . We then computed the mutual information between the decoder predictions and the
real outcomes (Fig. ; Methods).

Many brain areas contained little task-relevant information (shown in grey in Fig. ) We therefore used an elbow
criterion (Methods) to determine a threshold for selecting brain areas that provided the highest information on either
stimulus (7187 = 0.242 bits; blue quadrant), choice (I'#7. == 0.248 bits; red quadrant), or both (i.e. both thresholds
exceeded; purple quadrant). These areas seem largely congruent with the literature. For instance, primary visual
cortex (VISp) is expected to reflect the visual stimulus, while choice information is conveyed e.g. by the ventral
anterior-lateral complex of the thalamus (VAL) — known to be a central integrative center for motor control [36]. As

an example of a both choice- and stimulus-informative area, we see caudoputamen (CP) - involved in goal-directed
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FIG. 4. Not all brain areas are equally task-informative. A) Stimulus and target choice information decoded by a
multinomial GLM decoder (Methods) from the neuronal activity in various brain areas. Each point represents the median (dot
location) and standard deviation across sessions (dot size) of one brain area (see in-figure labels). Colors (blue red, purple)
represent those areas where (stimulus, choice, both) information was high. B) We tested the stability of our results by repeating
the decoding with other models (see labels) and then performing a hierarchical clustering of the ranked areas. The 14 areas we

found with the GLM (shown in A) are consistently found with different models.

behaviors [37], spatial learning [38], and orienting saccadic eye movements based on reward expectancy [39]. To
further validate our selection of relevant brain areas, we repeated the analysis with other five decoders (Fig. [AB). We
ranked the total amount of Mutual Information per area (stimulus + choice information), using each of these models.
Finally, we performed a hierarchical clustering and show that the areas we identified in Fig. [f]A consistently appeared
in the top performing cluster (Fig. ) Together, these results converged on a group of 14 brain areas that conveyed
significant task information regardless of the decoder approach.

Having identified task-relevant brain areas, we used neuronal recordings from those informative areas to test the two
assumptions set out above (Fig. [B} for results for all areas, see Fig. . First, we computed the average population
response templates for different experimental conditions. To avoid working with trial numbers as low as n=2 for
specific contrast combinations, we pooled several contrast levels (e.g. 50% right — 0% left and 100% right — 50% left)
into two conditions: Target stimulus on the left or on the right. This pooling strategy seemed particularly appropriate
since average responses to the individual contrast levels were very comparable (Fig. , and were meant to result in
the same behavioural response.

To test the first assumption, as we did for Data set 1, we quantified how well single-trial responses correlated with
the template for a given stimulus (Fig. , top; see also [34]). Median correlations ranged from r = 0.56 to 0.89
across all brain areas (n = 89 to 3560 trials per brain area; all p < 0.001), suggesting that single-trial responses were
similar to the template. To address how different these correlations were from those that we would get if single-trials

were random samples of the template, we computed 100 bootstrapped response vectors for each trial (Fig. B;
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Methods). Each bootstrapped response contained the same number of spikes as the original trial, but the neurons
that produced these spikes were chosen randomly according to their probability of occurrence in the average template.
These surrogate data uniformly correlated better to the template than the original data (Fig. ) This indicates

that single-trial responses in Data set 2 exhibited more variation than explained by (Poissonian) down-sampling.

Next, we estimated the stimulus specificity of the observed correlations by computing single-trial correlations to
the incorrect template (e.g. ‘target right’ for the left target). These were marginally lower than to the correct
template (Fig. , bottom). However, the correlation difference was so small compared to the spread of single-trial
correlations that correlations to the correct and incorrect templates were largely indistinguishable. Consistent with
this, the Specificity Indices across brain areas in Data set 2 were mostly positive but rarely exceeded 0.1 (Fig. )

In other words, correlations between single-trial responses and template were largely stimulus-independent.

These results tally with recent work demonstrating how strongly non-task-related factors drive neuronal responses
even in primary sensory areas like visual cortex [19, 20, 40H44]. However, the animal still needs to arrive at a
perceptual choice. If trial-averaged templates are relevant to this perceptual decision, single-trial responses that are

more dissimilar to the template should be more difficult to process, and hence lead to less efficient behaviour [30].

To test if the match between single-trial responses and the average template predicted target choices (Assumption
2), we compared single-trial correlations for hit trials (correct target choice) and miss trials (incorrect target or no
response). Single-trial correlations were marginally lower in miss trials than in hit trials across most brain areas,
suggesting that a better match to the average template did indeed lead to hit trials slightly more often (Fig. ,
top; Supp. Results). However, the difference between the correlations was small, leading to Behavioural Relevance
indices between X and Y. According to the Vargha & Delaney’s A effect size, such values would be considered largely
negligible, indicating that single-trial correlations are not a reliable way to predict subsequent behaviour in Data set
2 [35] (Q; Fig. FE).

Together, these results suggest that in Data set 2, the relation between single-trial responses and trial-averaged
templates is neither reliable nor specific, and does not appear to substantially inform subsequent behavioural choices.
However, this estimate may present a lower bound for several reasons. First, while the task information conveyed
by cross-trial averages seemed to be limited in the recorded population of neurons, it might be sufficient to generate
accurate behaviour when scaled up to a larger population. To explore this possibility, we sub-sampled the population
of recorded neurons in each brain area from N/10 to N (Fig. |§|A) We then extrapolated how the specificity and
behavioural relevance indices would evolve with a growing number of neurons. This indicated that in Data set 2,
average template matching is unlikely to become more consistent, specific or behaviourally relevant with more neurons.
This did not seem to be a general feature of our extrapolation approach: When we repeated the same analysis in
Data set 1, the Specificity Index appeared to remain largely stable with growing n, but €2 rose steeply, indicating that
with a larger number of neurons, the match of individual trials to the average template would more strongly predict

behaviour.

Alternatively, while cross-trial averages may not perform well in Data set 2 when computed for all recorded neurons,
there may be a ’supergroup’ of highly reliable neurons, which might then drive downstream processing [45, 46].
However, a jackknife procedure (i.e. removing one neuron at a time from the data; see Methods) revealed no neurons
that particularly boosted single-trial correlations, Specificity, or Behavioural Relevance (Fig. . In some areas (e.g.
RN or SNr), there seemed to be at least some neurons that contributed substantially to single-trial correlations, but

this was not the general tendency: most specificity index and relevance index distributions were symmetrical. This
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FIG. 5. Single-trial responses are barely stimulus-specific or behaviorally relevant for Data set 2. A) Distribution
of the correlations between single-trial response vectors and the trial-averaged response template for the correct (top) and
wrong (bottom) stimulus constellation. B) Same as B, but the Specificity index of single-trial responses across brain areas,
defined as the difference between the correlations to the correct and wrong template. Solid gray line highlights the Specificity
Index of 0.0, which translates to exactly equal correlation to correct and wrong template. Dotted lines represent the specificity
index of the medians of the bootstrapped values for each recorded area. C) Same as A (top), split by hits and misses. These
distributions almost completely overlap, for all brain areas. D) Same as B, split by hits and misses. As in the previous panel,
these distributions are practically coincident. E) Behavioral Relevance Index for all brain areas. They range from 0.51 to 0.66,

with €2 = 0.5 meaning perfect overlap.

also held for Data set 1, implying that in both data sets, any sub-set of neurons could convey the average template
to approximately the same extent.

Another potential limiting factor of our analysis could be that in the more complex behavioural context of Data set
2, template-matching may occur in a way that could not be captured by simple correlations. To explore this scenario,
we repeated all previous analyses, but characterized population responses using Principal Component Analysis (PCA)
via Singular Value Decomposition (SVD), and quantified their resemblance (normalized distance, see Methods) to the
average template in this dimensionally-reduced space. In both data sets, stimulus specificity increased marginally,
but behavioural relevance decreased (Fig. see also Fig. [7]). This suggests that cross-trial averages extracted via
PCA were more reliable across trials, but less predictive of behaviour. The decrease in behavioural relevance was
particularly steep in Data set 1, indicating that raw firing rates were more instructive to the animals’ choices than
dimensionally-reduced features of neuronal activity (Fig. .

Finally, neuronal responses may reflect a multi-factorial conjunction of response preferences to a wide range of
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FIG. 6. Control analyses for both datasets. A) We subsampled neurons (up to 1/10 of the entire recorded population)
in order to check whether we could extrapolate a marked benefit from adding neurons when performing template-matching.
While this procedure yields an increase in €2 for Data set 1, it only marginally is the case in Data set 2. On top of that, the
Specificity Indices for both Data sets are largely unchanged. B) We clustered trials (Methods) based on the similarity in their
neural response and based on their pupil size, as shown in C. Neither of these groupings are useful to make template-matching

more stimulus-specific or behaviorally relevant.

stimulus features and behavioural variables. To test this hypothesis, we quantified whether single-trial correlations
to the average would become more consistent or predictive of target choice when additional variables were taken
into account. While we can of course neither know nor measure all variables that would be potentially relevant to
such a multi-factorial response landscape, we tested two factors as a benchmark. As a first test, we accounted for
spontaneous fluctuations of attentional state as reflected by pupil size. Such fluctuations are a ubiquitous and well-
documented phenomenon that has previously been shown to strongly impact neuronal population activity [42] [47, 48].
We therefore used attentional state (estimated by pupil size) as a representative example of known behavioural
modulators of neuronal responses. To this end, we computed cross-trial averages for sub-groups of trials in which the
animal exhibited similar pupil sizes. If population responses are modulated by attentional state [42), [47, [48], examining
only trials that occurred during similar attentional states should reduce unexplained variability. However, grouping
trials by average pupil size did not improve specificity or behavioural relevance in Data set 2 (Fig Ep; note that Data

set 1 did not contain measurements of pupil size).

As a second benchmark, we accounted for potential modulating variables in a more agnostic way by clustering the

neuronal population responses from all trials according to similarity. Such clusters might reflect different spontaneously
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FIG. 7. Summary of the result over methods and areas, for both data sets.

occurring processing states that the animal enters into for reasons (e.g. locomotion, satiation, learning etc.) that may
remain unknown to the experimenter. After computing the Silhouette Index, which measures cluster compactness
(Fig. [S7), we decided to group trials into two clusters. We again repeated all analyses of response specificity and
behavioural relevance within each of these trial clusters. As expected, given that trials were chosen based on similarity,
response specificity rose from a median value of 0.07 to 0.15 in Data set 2. In contrast, in Data set 1, the Specificity
Index was largely unchanged. This aligns with the fact that clusters in Data set 1 were less compact (Fig. A)
and thus trial-grouping improved trial homogeneity less markedly. In contrast, trial-grouping had an overall negative
effect on Behavioral Relevance in both data sets. Data set 1 featured mixed effects across areas, with a median change
of 0.04, while Data set 2 showed a steep decrease from a median value of 0.83 to 0.54.

Together, these analyses suggest that the missing link between single-trial responses and cross-trial averages in
Data set 2 is not explained by unmeasured confounding factors, non-linear interactions or lack of neurons, but rather
a systemic feature of the data set. Fig. [7] summarizes the outcomes of different analysis approaches. In all cases,
Data set 1 shows better stimulus-specificity and behavioural relevance than Data set 2. Furthermore, we show that an
alternative template-matching procedure (i.e., Z-scoring the neural responses over trials, denoted by z-FRates) might
improve stimulus-specificity in Data set 2, but it does nothing for its Behavioural Relevance Index and it heavily

decreases it in Data set 1.

Discussion

The present study set out to formally test how informative average population responses are to the brain in different
contexts. If cross-trial averages are computationally relevant, single-trial responses should be sufficiently reliable and
specific to resemble the correct average template, and better-matching single-trial responses should evoke more efficient
behaviour. To directly quantify to what extent these two conditions are fulfilled in a given data set, we developed
two simple metrics: (1) The Specificity Index, which captures whether a single-trial response is more related to the

average response of the true experimental condition than to the average responses of other experimental conditions;
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and (2) The Relevance Index, which reflects whether higher single-trial correlations to the correct average template

result in more behaviourally successful trials.

Based on these metrics, we find that the two assumptions of cross-trial averaging are largely fulfilled in one of
the two data sets examined here: Data set 1 required mice to respond by licking when they detected a highly
controlled optogenetic stimulus in S1. In this setting, single-trial responses correlated strongly and specifically with the
correct average template. In addition, lower single-trial correlations often resulted in incorrect behavioural responses,
suggesting that the match between individual responses and average templates did indeed inform decision making.
This success is particularly surprising because optogenetic stimulation targeted a somewhat overlapping but randomly
selected population of 5 to 50 neurons in each new trial. Thus, even though optogenetic stimulation varied randomly,
it seemingly managed to recruit a reproducible network of neurons within the analysis time window of 500 ms post-
stimulation. This suggests that the population responses highlighted by our analyses of Data set 1 rely on 'hub

neurons’ that are activated by various different stimulation patterns.

In contrast, in Data set 2 mice used a steering wheel to select the higher-contrast of two gratings. In this context,
single-trial correlations were robust but not stimulus-specific, implying that they mostly reflected factors such as
baseline firing rates rather than conveying stimulus information. Correcting for such baseline differences in firing rate,
as done by PCA, did not improve the Specificity index of single-trial correlations. Moreover, single-trial responses
that better resembled the correct template hardly increased an animal’s chance of choosing the correct target. Further
analyses indicated that these results would not improve with more neurons, or by taking into account complementary
variables such as behavioural state. This suggests that in Data set 2, average population responses were not the

central mechanism driving perceptual decision-making.

The disparity of outcomes between the two data sets examined here could be due to several factors. In many
ways, Data set 1 offers an ideal case for average population responses to play a functional role: Stimulation is
highly controlled, and takes place directly within the recorded brain area rather than being relayed across several
synapses; behavioural responses (in the form of licking) are short and stereotyped, reducing movement-related neuronal
dynamics; and animals are explicitly trained to detect a difference in the average amount of neuronal activity within
S1. In other words, even if sensory stimuli were typically not encoded in average S1 population firing rates, animals
in Data set 1 may have essentially learned to ’count S1 spikes for reward’. By comparison, Data set 2 features less
controlled visual stimulation since animals can look at either of the two stimuli freely; modulation of the stimulus
signal by several synaptic relays; additional neuronal dynamics driven by increased and more complex spontaneous
movement in the form of wheel turning; and of course the fact that animals are free to process the difference in
grating contrast in ways other than average population firing. Thus, while the two data sets examined here are clearly
not sufficient to draw general conclusions, our results may point towards a scenario where cross-trial averages are
more computationally relevant in settings featuring strong stimulus control and expert or over-trained behaviours.
This would mean that especially in order to understand more naturalistic neuronal computations, cross-trial averages

might not be helpful.

An alternative possibility is that we underestimated the computational role of cross-trial averages in Data set 2 due
to idiosyncrasies of the paradigm and of our analyses. First, task-relevant stimulus information in Data set 2 had to
be computed by comparing visual inputs across brain hemispheres, but we only had access to neuronal activity from
one hemisphere. Thus, recording from both hemispheres might have yielded more informative population templates.

Nevertheless, the animal is proficient in this task (Fig. ), which means that even if some brain areas (e.g. primary
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visual cortex) do not integrate information from both hemi-fields, some downstream area(s) should receive the result of
the cross-hemisphere computations needed to initiate the correct behavioural response. Since this data set is arguably
the most complete set of neuronal recordings to date regarding the number of recorded brain areas, it seems unlikely

that not a single area consistently represents integrated stimulus information from both hemi-fields.

Another limitation of the average templates computed in Data set 2 may be that each one encompasses several
contrast combinations. However, as the neuronal responses to the stimulus pairs subsumed in the same template
were highly correlated to each other (Fig. , the precision lost by pooling across stimulus pairs appears negligible.
This notion is further supported by the fact that we also pooled stimulus categories for Data set 1 by considering all
trials with stimulation protocols targeting from 5 to 50 neurons within the category ’stimulus present’. Yet in this
case, pooling trials of different stimulus intensities clearly did not significantly hamper the computational relevance
of cross-trial averages. Finally, since the two pooled stimulus categories in Data set 2 mapped onto the two distinct
behavioural response options (i.e. turn the wheel left or right), basic information on which hemi-field contains the
higher-contrast stimulus should be reflected in at least some brain areas in order to drive the corresponding behavioural

response — a notion that is also borne out by the decoder analysis (Fig. [4)).

Finally, the stimulus-related response templates explored here may generally underestimate the computational
power of average responses by ignoring the many stimulus and behavioural factors at play at any moment in time
[5, 19l 20, 40, 42H44], [49], only some of which will be known or accessible to the experimenter. This can make
neuronal responses appear highly unpredictable, while they are actually shaped systematically and reliably by a set
of unmeasured, or ‘latent’, variables. In principle, downstream neurons may be able to disentangle these factors to

distill e.g. stimulus-related information.

We investigated this idea in two different ways. First, we grouped trials by pupil size, which is known to reflect
spontaneous fluctuations in attentional state that strongly shape neuronal population activity [42, 47, [48]. Second, to
account for modulating variables in a more agnostic way, we searched for distinct trial clusters that featured similar
neuronal population responses. Such clusters might reflect different processing states that the animal enters into for
reasons (e.g. locomotion, satiation, learning etc.) that may remain unknown to the experimenter. If either of these
variables formed part of the 'multi-factorial average response curve’ of the recorded neurons, then only considering
trials recorded during a similar attentional state (as measured by pupil size) or within the same trial cluster should
increase the specificity and behavioural relevance of the resulting cross-trial averages by removing one source of
response modulation that was previously unaccounted for. This was the case in Data set 1 but not in Data set 2,
suggesting that even when more latent variables are accounted for, averages may still not the most accurate way to

reflect information processed by the brain.

In addition, several recent papers have argued that factors such as stimulus properties, behavioural choices, and
retrieved memories are encoded along largely orthogonal dimensions in neuronal response space [8, [I1] [12]. If this
is true, then extracting cross-trial averages via a dimensionality-reduction technique like PCA should enable us
to dissociate them from other, orthogonally-coded, types of information, and thereby significantly improve their
computational relevance even in the presence of other modulating factors. This scenario held to some extent for
Data set 1, where single-trial response vectors as extracted by PCA became more specific to the average template,
but not more behaviourally relevant. In Data set 2, applying PCA did not result in any substantial improvements.
It is possible that these outcomes depend on the choice of dimensionality-reduction technique. We chose PCA as

a benchmark due to its simplicity and ubiquitous use, but other approaches like non-Negative Matrix Factorization
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[50) might yield different results [51]. If they were to prove more successful, this would argue in favour of analyses
characterizing average neuronal response preferences simultaneously for multiple, potentially non-linearly interacting
factors [62]. In this case, we would suggest that the neuroscience community abandons single-feature response averages
in favour of average multi-feature response "landscapes’. This would involve finding routine metrics to track ubiquitous
latent variables like behavioural state [42] [44] [53H55] throughout a wide range of experiments.

Crucially, our results suggest that the utility of trial-averaged responses can vary dramatically across different
contexts. The relevance of template matching is likely to shift depending on behavioural context, stimuli, species —
as well as the aspect of neuronal activity that is averaged, such as neuronal firing rates, firing phase, coherence etc.
[30). Similarly, dimensionality-reduction techniques may improve the reliability of cross-trial averages in some cases
(such as Data set 1), but not in others (as in Data set 2). We therefore encourage researchers to compute simple
‘rule-of-thumb’ metrics such as the Specificity and Relevance index in order to estimate what computational role
cross-trial averages may play for the experimental paradigms, neuronal computations and neuronal response metrics
that they study. Over time, we hope that this practice will generate a 'map’ of contexts in which cross-trial averages
are computationally meaningful - and motivate the field to restrict the usage of cross-trial averages to cases when
they are in fact relevant to the brain.

Ideas and Speculation

If classical trial-averaged population responses appear largely irrelevant to ongoing neuronal computations at least in
some contexts, how then could stimulus and target choice information be encoded in such contexts? First, information
may be encoded mostly in joint neuronal dynamics that are not captured by static (single- or multi-feature) response
preferences. Analyses that take into account such dynamics, e.g. by tracking and/or tolerating ongoing rotations
and translations in neuronal space [65H58] or by explicitly including shared variability in their readout [59, 60],
often provide vastly more informative and stable neuronal representations [50, [57]. Consistent with this, the decoder
analyses (Fig. [4]) extracted information more successfully — most likely because decoders rely on co-variability and
co-dependencies between input data and the class labels, which are smoothed over by trial-averaging.

Second, while here we have tested cross-trial averages of population firing rates as a benchmark of basic analysis
practices in neuroscience, other aspects of neuronal activity might be more informative - and as a result also potentially
lead to more informative cross-trial averages. For instance, transiently emerging functional assemblies [61HG3], phase
relationships between neuronal sub-populations [64H66] or the relative timing of action potentials [67H69] may provide
an avenue of information transmission that is entirely complementary to population firing rates.

Finally, by tracking more stimulus and behavioural variables at the same time, we can further explore how they
dynamically influence overlapping and separate aspects of neuronal activity ([9) 53], 54} [[0H7T3]). Over time, we hope
that this will shape our understanding of neuronal activity as an ongoing interaction rather than a static snapshot.
No matter which of these approaches turns out to be most successful, it is important to recognize that time-averaged
population responses may, at least in some contexts, not be a fitting way to describe how the brain represents

information.
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SUPPLEMENTARY MATERIAL

METHODS

We have released all the scripts and data files to reproduce these analyses, they can be found at the following URL:
https://github.com/atlaie/BrainAveraging. They are written in Python 3 and rely on several libraries.

Specificity index

With the intent of characterizing whether the neural response is more similar to the appropriate template (i.e., the
one corresponding to the stimulus that was actually presented in that trial) or the other one, we introduced a simple

quantity we termed specificity index. It is defined as:
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pPi = COT()\correcta ri) - COT()\wronga Ti) (1)

where cor is the Pearson correlation, A denotes a given neural template and 7; is the population vector of the ‘"
trial. Thus, the specificity index captures the differential similarity of a given neural response to each of the templates.
It is key to note that, given that the Pearson correlation is bounded between —1 and 1, the specificity index can attain
values between —2 and 2 and, as we were just interested in its sign and global tendencies, we did not introduce any

normalization factor.

Behavioral relevance

As a way to quantify the overlap between the hit and miss distributions we basically used Vargha-Delaney’s A effect
size [35] (also known as measure of stochastic superiority). This is an effect size derived from the Mann-Whitney U-test
—a non-parametric statistical test that is particularly useful when distributions are not Gaussian [74]. Furthermore,
A is especially interpretable. As it is related to the U statistic, it can be thought of as the probability of a randomly
selected point from one distribution being higher than another randomly selected point from the other one [75].

Mathematically, if we have two distributions C' and D, the U-statistic is given by:

c d

U=Y > S(Ci,Dy) (2)

i=1 j=1

with ¢ and d being the number of elements of C' and D, respectively; and

S(Ci,Di) =191/2, if C;=D; (3)
0, if C; > D;

Having computed the U-statistic, our measure of Behavioral Relevance (Q2) is given by

0 = maz(A, 1 — A), withA<U“2Ll>/d (4)
C

Thus, €2 is bounded between 0.5 and 1. If there is no overlap, €2 = 1. In this extreme case, one distribution would
have complete stochastic dominance over the other. If C' and D are totally overlapping, 2 = 0.5 and, thus, the more

its value deviates from 0.5, the less overlapping the distributions are.

Yule-Kendall index

In order to assess if the jackknifed distributions shown in Fig. [S6] are symmetrical or not, we relied on the Yule-

Kendall index, which is computed as:
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_ QB/M) +e0/4) —2Q(1/2)
Q(3/4) — Q(1/4) ’

where @ is the quantile function. We chose this measure because it works for non-normal distributions and because

(5)

it is non-dimensional (thus allowing direct comparison between data sets).

Decoders

In order to select the most informative brain areas for the IBL dataset in a data-driven way, we made use of
different decoders. For each experimental session, there are several recorded regions. Thus, we trained independent
decoders using the single-trial population vector for each region. The labels to be predicted would be either choice (left
wheel turn, right wheel turn or no movement) or stimulus (right-higher contrast, left-higher contrast, both equal).
We split the data following a 80 — 20 ratio (train-test). Given the imbalanced nature of the dataset, we used a
stratified 10—repeated 5—fold Cross-Validation to fine-tune each model’s hyperparameters using a Bayesian approach
and checked that the model performance was above majority class (i.e., always predicting the most abundant label)
and random models.

In the following, let assume we want to classify N input variables (z;, with ¢ = 1,..., N) into target variables that

can belong to K classes (i.e., y; € {1,..., K'}).

Bayesian optimization

Hyperparameter optimization is arguably one of the bottlenecks when deploying Machine Learning techniques.
Fortunately, in the last years, the field is rapidly evolving and we now have access to quick and intuitive libraries that
alleviate greatly these tasks. One of these libraries is Optuna [76]. We relied on Tree-structured Parzen Estimators
(TPEs) [T1] to speed up hyperparameter search.

For each model, we chose different hyperparameters to be optimized, which we will detail in the following descrip-

tions. We relied on the SciKit-Learn package in Python [78] to implement all of the classifiers.

Gaussian Naive Bayes

Naive Bayes assumes independent features [79]. In terms of the covariance matrices, this model assumes they
are diagonal. Particularly, the Gaussian Naive Bayes (GNB) model assumes that the class-conditional densities are

normally distributed as:

P(x|y = ¢, pie; Xe) = N (x]pte, 2e) (6)

where p and ¥ are the class-specific mean vector and class-specific covariance matrix, respectively. In order to compute

the class posterior, we can simply make use of Bayes’ theorem
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P(X|y = C, Hc, ZC)P(Z/ = C)

P(y = C|X, Hey Zc) = .
S P(xly =k, e, Ze) Py = k)

54 So, in order to classify x into a class c:
h(x) = argmax P(y = ¢|X, fic, S¢) (8)
(&3
545 For this classifier, we did not perform any hyperparameter tuning.
546 k-Nearest Neighbors
547 This model relies on the assumption that the closer two points are, the more similar they are and the more likely it

s 1s that they belong to the same class. It is implemented as follows: for any given point x;, compute its distance to the
sa9  rest of the points; then, select the k£ points that are closest; out of those, apply a majority vote rule. As a summary:

sso  the most prevalent class of the k closest points to x; will determine the class that we predict for it.

551 For this classifier, we optimized the number of nearest neighbors and the leaf size of the k-d Tree algorithm.
552 Random Forest
553 This model makes use of several Decision Trees (DTs) to solve supervised learning problems. DTs are non-parametric

s« models that split the data using a given number (depth) of conditional steps - populated with at least with some
55 number of data points (minimum sample split). When we aggregate several DT's (using a technique known as bootstrap
6 aggregating or bagging), we end up with a Random Forest (RF). Specifically, we sample with replacement from the
ss7  data and feed these subsamples to different trees. Finally, we use a majority vote for each tree’s output as the RF
sss prediction. This procedure reduces the variance in the model (i.e., mitigates overfitting) but has a minimal effect on
0 its bias (i.e., underfitting is still a risk). Therefore, ideally we would like to use DTs that are unstable (high variance)

se0 but very little bias. In order to check the model performance, we compute its out-of-bag (oob) error - cases in the

=

s1  training data that are not in a significant part of the bootstrapped samples.

)

562 For this model, we optimized the number of DTs, their maximum depth and the minimum sample
s63  split.
564 Generalized Linear Model

565 We trained a multinomial Generalized Linear Model (GLM) with a L2-regularization. This model states that the

ses  probability of a particular data point y; belonging to class ¢ is given by:

eWe Titbe

P(yi:C|xi):W
p
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After having the probabilities of y; belonging to each class ¢, the highest one will be taken to be 1 and the rest will
be set to 0. Therefore, the objective is to find the weight vector w, that minimizes the distance between the predicted

(9;) and the actual (y;) class labels by optimizing (in this case, minimizing) the following loss function:

eWe Titbe
L(mez) = *lOg K

oy €T D

) + A el (10)

where ||wc||§ is the L2-norm of the weight vector for class ¢, accounting for the L2-regularization term, with A

modulating its strength. The inverse of A (C' = 1/)) is the hyperparameter we optimized for this model.

Support Vector Machines

This class of models rely on finding the hypersurface that maximizes the separation between classes in the data. To
this end, it is important to first find the support vectors (SVs), which are the closest ones to the surface. There are
two main types of Support Vector Machines (SVMs): linear SVMs and kernel-based SVMs. The difference is that, in
the former, the separating hypersurface is a hyperplane (i.e., a non-curved hypersurface), while, in the latter, it is is

allowed to be curved. Mathematically, the linear version of this model is the solution to the following optimization

problem:
i C(w; 11
Jmin (wi) (11)
where
Hinge loss L2-reg.
N o7 =
Clw;) = CZmam(O, 1—yix;) + lw||? (12)
i=1

In order to arrive to the equivalent one for the non-linear SVM, we can take advantage of the fact that this problem

satisfies some conditions [80] that allow us to construct its dual form. It takes the form of:

N N

N
1 .

Cp(ay) = Zlai ~3 ZlaiajyiyjK(xi,xj), with 0<a; <C, zaiyi =0 (13)

where K (xj,x;) is the kernel (it can be linear or not) and C' is the regularization strength. In this work, we chose

Radial Basis Functions (RBF) as our kernel. These are given by:

K (xi,x;) = exp (= 7x; — %% (14)

where v is the reach parameter (i.e., how far we want two separate points influence each other).
For these decoders, we optimized the regularization strength (C) and, only for the RBF, the reach coeffi-
cient (7).
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Mutual Information

After having trained each decoder, we separately computed the Mutual Information between the predicted and the

test class labels, as a proxy of the amount of stimulus — or choice — information there was in the population vector.

This quantity is defined in the context of classical Information Theory [81[82] and we can compute it for two discrete
stochastic variables X and Y. Assuming these have a joint probability mass function given by px y (z,y) = P(Y =y |
X =) P(X = z) and that each of them follows a marginal probability distribution given by px =3, cy px.v (2, ),

one can mathematically define the Mutual Information between X and Y as:

1Y) = 30 3 a6, v tog (P00 (15)

reX yey PxPy

Intuitively, one can understand I(X;Y") as the uncertainty reduction in X that follows if Y is measured (or vice
versa, as I(X;Y) is invariant when swapping X and Y). If (and only if) they are independent of each other, then
I(X;Y) = 0. Therefore, this is a strictly non-negative quantity. It is noteworthy that I(X;Y") captures all linear and
nonlinear dependencies between X and Y, thus generalizing the notion of correlation measures. For further discussion

of this measure, see [83] [84].

Hierarchical clustering

After having computed the resulting Mutual Information for all areas, sessions and decoders, we aimed to check
the stability of the selection of the most informative brain areas, so that results were not highly dependent on which
model we used to choose them. To do that, we used an unsupervised method, known as hierarchical clustering. Once
we have the pairwise distance between points (proximity matrix), this method can be understood in an iterative
manner: merge the closest points in a cluster, then merge the closest clusters and repeat until only a single cluster

(encompassing all points) remains. For Fig. |4l we used the Euclidean metric to compute the proximity matrix.

Elbow method

In order to select a threshold when selecting the task-related areas based on their stimulus and choice information
(Figure [4] in the main text), we used the data to compute the Kernel Density Estimate, via Gaussian kernels [85].
After having extracted these, we used the method discussed in [86] to find the point of maximum curvature. We made

use of the kneed Python package, implemented by the same authors [86].
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Surrogate models
Calcium imaging data

For this data set, we pooled together those trials within the same stimulus set: on the one hand, when stimulation
was given; on the other hand, those trials without any stimulus. For each of those trial groups, and for each neuron, we
built a Gaussian distribution with mean and variance given by the trial-average and trial-variance. We then sampled

200 random values for each stimulus set and correlated each of them with the template.

Spike data

We were interested in comparing the experimental neuronal population response with a downsampled version of
the trial-averaged template. To do that, we built our surrogate models by constructing N (= 100) random vector with

the following constraints:
1. Tts size is equal to the number of neurons comprising the neural population for that area and that session.

2. The probability that at n spikes are allocated at a particular location m (i.e., that neuron m has spiked n times)

Am

n
is given by P, = (ﬁ) , where ), is the m*" element of the template vector.

3. The total number of spikes is constant and equal to the total recorded number of spikes for that area and that

session.

By imposing these constraints, we are testing the alternative hypothesis that neurons are independent from each
other (uncorrelated) and it is therefore equivalent to keeping the single-trial population statistical response, while
scrambling across trials. This is also the same as drawing single-neuron responses from the underlying template
distribution following a Poisson process. Thus, the bootstrapped responses contain the same number of spikes as
the original trial, but the neurons that produced these spikes are randomly chosen according to their probability of

occurrence in the average template.

Templates and distances in PCA space

As an alternative to Pearson’s correlation, we applied Principal Component Analysis (PCA) [87]. We chose PCA
over non-Negative Matrix Factorization [88] or other more advanced dimensionality reduction techniques such as
LFADS [59] or PSID [55] because we wanted to keep all analyses as general as we possibly could. Thus, we computed
the truncated Singular Value Decomposition (tSVD) [89] for the matrix consisting of Z-scored single-trial population
vectors, for a given area and session. Then, we extracted the knee (elbow) using the aforementioned method, to select
the number of components based on the variance explained. After the number of components has been selected, we
projected each single-trial into this (dimensionally-reduced) space and computed the Euclidean distance between this
new vector and the template (also projected into this space). We normalized by the distance between the projection

of the two templates in this new space.
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Specificity Index for PCA distances

Since in PCA analyses we dealt with distances rather than correlations (i.e., differences rather than similarities), we
inverted the computation of the Specificity Index in this context so that positive values continued to signify a stronger

relation between single trial response and correct template than incorrect template. The corresponding formula is:

prA _ d(/\PCA rPCA) _ d(/\PCA ,,,PCA) (16)

wrong’ "t correctr ' 4

PCA

where d stands for Euclidean distance and r; is the PCA-projected version of the population vector measured

in the *" trial; )\f)g,ﬁg and \FS4 . are the PCA-projected version of the trial-average templates (wrong and correct,

respectively).

Pupil size

As a way to account for the animal’s behavioral state, we grouped together trials that had a similar pupil size.
Firstly, we low-pass filtered the recorded pupil size (that came as an output of DeepLabCut [90]) using a Butterworth
filter [91] of order 4. We chose to filter out any frequency above 1H z, as we were interested in slow variations in pupil
size, which have been linked to attentional state [92], [03]. We then computed the mean pupil size in the same time
window we used for the neural analyses (200 ms after stimulus presentation). Finally, we ranked all sizes over trials
and grouped them in brackets of 10 percentiles (e.g., trials with a pupil size between the 32" percentile and the 42"
one would be grouped). Within the selected group, we repeated the template-matching algorithm that we used in the

main text, tailoring the average to those trials that shared a similar pupil size.

k-Means clustering

In order to group trials according to similarity in the recorded neural response, we used k-Means clustering. This
algorithm, after randomly initializing k centroids (one per cluster), is as follows: (1) Compute the distance between
each data point and these k centroids. (2) Each point will belong to the cluster with the closest centroid. (3) New
centroids will be given by the actual points belonging to a cluster.(3) Repeat until convergence (when centroids move
no more). As this is an unsupervised method, we used the elbow method to select the number of k centroids in which
to cluster the data [S7} Finally, as we did for the pupil size grouping, we repeated the template-matching algorithm

that we used in the main text, tailoring the average to those trials that belonged to the same cluster.

SUPPLEMENTARY RESULTS
Figure 5

To estimate stimulus-specificity, we computed single-trial correlations to the incorrect template. These resulting
correlations are marginally lower than those for the correct template (Fig. ; difference between median correlations:

0.03 4+ 0.02 across areas; t-test for dependent samples; n = 89 to 3560 trials per area; t = 3.0 to 27.2; all p < 0.01,


https://doi.org/10.1101/2021.11.28.469673
http://creativecommons.org/licenses/by/4.0/

676

677

678

679

680

681

682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

bioRxiv preprint doi: https://doi.org/10.1101/2021.11.28.469673; this version posted August 26, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license. o5

corrected for multiple comparisons using FDR with a family-wise error rate of = 0.05). However, the correlation
difference (0.03 +0.02 across areas) is so small compared to the spread of single-trial correlations (standard deviation:
0.04 to 0.39) that correlations to the correct and incorrect templates were largely indistinguishable. Furthermore,
task-relevant brain areas did not show more specific correlations than control areas (mean correlation difference
for task-relevant areas: 0.031;n = 9; for comparison areas: 0.022;n = 62; Welch’s t-test: t = 1.17,p = 0.27).Thus,
correlations between single-trial responses and template are largely stimulus-independent. To quantify this, we defined
the specificity index, which measures the single-trial correlation to the correct template minus the incorrect template
(Fig. ) Most values are positive, indicating that single-trial responses were generally more similar to the correct
than incorrect template (t-test for difference from zero; n = 89 to 3560 trials per cortical area; t = 3.0£027.2; all
p < 0.01, corrected for multiple comparisons). However, the distributions rarely exceeded 0.1 (Fig. ) Therefore,
across the examined brain areas, single-trial responses were barely more similar to the correct template than to the
incorrect one.

To test if the match between single-trial responses and the correct template predicted target choices, we split by
hit (trials where the animal chose the correct target) and miss trials (no response or wrong target). Single-trial
correlations were lower in miss trials than in hit trials across most brain areas, suggesting that a better match to the
average template did indeed tend to produce hit trials more often (Fig. ) However, overall the difference between
the correlations was small, as quantified by the Behavioral Relevance  (Fig. ) There were some exceptions
(MOs, Q = 0.66,p = 0.0142, np; = 2057, n4niss = 667), potentially because hit and miss trials are associated with
fundamentally different motor responses (miss trials include trials with no choice). Yet the overall pattern suggests
that template matching has low - and inconsistent - predictive power regarding perceptual decision-making. It is
however possible that the important factor for perceptual decision making is not the overall correlation between the
single-trial response and the correct response template, but whether it resembles the correct more than the incorrect
template. However, splitting specificity indices by hit and miss trials again shows no consistent difference (Fig. ),
indicating that single-trial responses that were more specific to the correct template did not lead to improved target

choices.

Figure 6

From the main results, it seems that single-trial responses are less correlated to the average than a bootstrapped
version of it, and that they are only slightly predictive of subsequent behaviour, in only a few brain areas. However,
the available information might be more than enough to generate accurate perceptions and behaviour when scaled up
to the number of neurons actually involved in the task. To explore this possibility, we first sub-sampled the population
of recorded neurons in each brain area at 10 different levels from N/10 to N. We then extrapolated how metrics
like the Specificity Index would evolve as the number of available neurons grew. Stimulus-specificity tended to grow
with sample size (Fig. @A) for Data set 2 but not for Data set 1, raising doubts for the argument that maybe in a
realistic population sampled by a downstream neuron (e.g. 30.000 inputs), template matching would be quite strong.
Indeed even if the Specificity Index increases in Data set 2, the rate of change is not remarkable. However, as we can
see in the bottom part of that plot, {2 did increase for both data sets, and the rate of change is substantial for some
areas in Data set 2 (and for both areas in Data set 1). In other words, the single-trial match to the average template

may become more indicative of subsequent behavioural choices with larger neuron numbers, even if they are not more
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stimulus-specific.

Supplementary Figure 8

Together, the template-matching results for Data set 2 suggest that the relation between single-trial population
responses and their trial-averaged response templates is both less strong and less stimulus-specific than what one
would expect from a down-sampled representation of the average. Most importantly, single-trial responses that better
resembled the correct time-averaged template did not evoke better target choices. One possibility is that ‘average
template matching’ happens in a multi-dimensional way. To take a first step at exploring this possibility, we repeated
the analyses shown in Fig. [5| by characterizing population responses using Principal Component Analysis (PCA) via
Singular Value Decomposition (SVD), and quantifying their resemblance to an average template in this dimensionally-
reduced space (Fig. [S8).

Generally, the resulting single-trial response vectors did overall not represent their corresponding average vectors
more effectively than the Pearson correlation averages we had explored previously. In PCA space, single-trial vectors
matched average vectors more closely than would be predicted from bootstrapping (Fig. ), but the match was
nevertheless weak: the distance between a single-trial vector and its corresponding average template was typically
5 — 10 times larger than the distance between correct and incorrect template. Consistently with this, the specificity
of single-trial responses for the correct average template was low, even more so than for linear correlations (Fig. ;
t-test for difference from Zero: n = 90 to 3123; ¢ = 0.6 to 17.0; p < 0.01 except for p(EPd) = 0.04 and p(SI) = 0.56,
corrected for multiple comparisons using a FDR procedure with a family-wise error rate of @ = 0.05). Specificity
indices were clustered tightly around zero. Given that PCA vector distances are not upper-bounded to 1 and often
took on values between 5 and 10 (Fig. [S8IA), specificity indices < 1 imply negligible differences between the single-trial
distances to correct and incorrect templates . Single-trial responses that were more similar and/or specific to the
correct average vector also resulted in only slightly more correct behavioural choices (Fig. —E; Mann-Whitney’s
U-test for differences in single-trial distances in hit and miss trials: n = 90 to 3123, 2 between 0.38 and 0.55; all
p < 0.01; Mann-Whitney’s U-test for differences in single-trial specificity in hit and miss trials: n = 90 to 3123,
Q between 0.5 and 0.61; all p < 0.01; corrected for multiple comparisons). Overall, these results demonstrate that
just like for Pearson correlations, resemblance of single-trial to average vectors in PCA space did not seem to drive
neuronal processing in a decisive way across most brain areas. However, since PCA is a linear method too, this still

leaves open the possibility that non-linear methods may reveal accurate template matching of single trials.
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FIG. S1. Example of neuronal responses for both Data sets. A) For Data set 1, we show a session, for all neurons over time,
aligning the responses to stimulus onset (pink). Traces of individual cells are depicted in light gray, their trial-average in black.
In cyan, we show the analysis window (500ms), within which we take the time-average (colored dots; blue for S1, orange
for S2) that we use to construct the population vectors we used for the analyses. B) Spike traces for different representative
areas in Data set 2 (a stimulus informative one [blue, primary visual cortex, VISpm)], a choice-informative one [red, ventral
anterior-lateral complex of the thalamus, VAL] and a both-informative one [purple, anterior cingulate area, ACA]). Each one
comes from a different session and has a different number of neurons. As before, in pink we show the stimulus presentation

and in cyan the analysis window (200ms) that we used to construct the population vectors in the analyses.


https://doi.org/10.1101/2021.11.28.469673
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2021.11.28.469673; this version posted August 26, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license. 98

Left stimulus Right stimulus

(Low, Mid) contrast templates

1 q ® & ° ) 1 s ® ® ® e o
N ] . v 8 g ¥ ®
! s v 8§ ¢ ' ¢ t
c
9 .
©
[
S
o
A 0 0
~ Template similarity
1 (Low, High) contrast templates
(1)
(] 1‘ : !.000’-1»1’ “: € & ® s o
c [ ] Y
RS L] c
I S S
gl 5
S 8
0 s1 S2 ° °
(Mid, High) contrast templates
1' .,'..’.o.)1' o 0 & P ® P e o
®
c
9
©
o
S
&)

0 0
N\()%O?\%‘(\?\\‘\ =l Q\Q’QQ\Q‘?‘(\P‘C’P‘ [ R N\q\\*\ o NSNS \‘\060 ?&6\?\\*\ o \‘\Q,QQ\Q’Q‘(\P\OP‘ ® el N\?\V\%G«\ oY &

FIG. S2. Correlations between response templates for different stimulus constellations. A) For Data set 1, we pool together
those trials with a low number of stimulated neurons (n € [5,20]) and compare the trial-averaged response with those trials
with a higher number of stimulated neurons (n € [30,50]). Their correlation generally exceed 0.6, suggesting that one template
should be sufficient to represent different contrast constellations. B) For Data set 2, we compute the similarity between
templates (for each contrast level: 0.25,0.5, 1, referred to as low, mid and high, respectively) for each screen (left, right). Their

correlation is generally above 0.8, so grouping them together should provide a coherent representation.
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FIG. S3. Representation of the bootstrapping procedures. A) In the first data set, we created the templates based on
the time-average for each neuron, for each trial. We then constructed a Gaussian distribution centered around the trial-average
and with a spread equal to the trial-variance. We repeated this for each neuron and then sample 200 times for each stimulus
set. B) For data set 2, we fixed the number of spikes on each trial, but randomly assigned to a neuron with a probability

according to how often it spiked in the average template. We repeated this procedure 100 times.
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FIG. S4. Reaction time distribution. The vertical line indicates the width of the time window in which we have performed all

of our analyses (200ms). We have selected our analysis window of because of its likely relevance to stimulus processing and

behavioural decision making. A) General distribution for all sessions. B) Same as in A, split by hits and misses. Consistent

with the literature, misses significantly (Mann-Whitney’s U-test, p = 1.88 x 107172) imply longer reaction times.
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FIG. S5. Specificity Index and Behavioral Relevance for all areas. Same as Fig. [{B,E, but without pre-selecting

informative areas. Results are preserved in general: across areas, single-trial responses are barely stimulus-specific (Specificity

Indices are tightly clustered around 0, with a median value of 0.019) and not very behaviourally relevant (median value of

Q= 0.57).
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FIG. S6. Jackknife analyses. We remove one neuron at a time and compute the impact in the Specificity Index, calculated

as Specldx!® = n - Specldz — (n — 1) - SpecIdx ™, for neuron i. We show the symmetry () of each distribution around 0

using Yule’s coefficient (Methods). This measure is bounded between —1 and 1, with each of them meaning completely skewed

towards negative or positive values, respectively. A) Change in single-trial correlations to the correct average template when

one individual neuron was removed. Data points: Trials. Colors: see inset legend. B) Same for single-trial specificity.
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FIG. S7. Unsupervised trial-clustering for both data sets. Silhouette Index (SI) for both Data sets. This quantity
measures cluster compactness (see Methods), with 0 indicating complete overlap between spread clusters and 1 meaning
perfectly separated ones. Different colors represent a different number of clusters, from & = 2 to k = 5. A) SI for Data set 1.
In this case, clusters are not compact and they are better distinguishable (for both brain areas) when k = 2. B) SI for Data

set 2. Clusters are more compact than in the previous case, with k = 2 also being the best option. Thus, for analyses in the

main text, we decided to group trials into two clusters.
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FIG. S8. PCA is not helpful in making single-trial responses more stimulus-specific or behaviorally relevant
for Data set 2. A) Distribution of single-trial normalized distances in PCA space (Methods) between response vectors and
the trial-averaged response template for the correct (top) and wrong (bottom) stimulus constellation. B) Same as B, but the
Specificity index of single-trial responses across brain areas, defined as the difference between the normalized distance to the
wrong and correct template. Solid gray line highlights the Specificity Index of 0.0, which translates to exactly equal correlation
to correct and wrong template. Dotted lines represent the specificity index of the medians of the bootstrapped values for each
recorded area. C) Same as A (top), split by hits and misses. These distributions almost completely overlap, for all brain areas.
D) Same as B, split by hits and misses. As in the previous panel, these distributions are practically coincident. E) Behavioral

Relevance Index for all brain areas. They range from 0.50 to 0.62, with = 0.5 meaning perfect overlap.
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FIG. S9. PCA is helpful in making single-trial responses more stimulus-specific but heavily reduces behaviorally
relevant for Data set 1. A) Same as Fig. , for Data set 1. B) Same as Fig. , for Data set 1. In this case, the
Specificity Index increased modestly (from 0.13 to 0.21) at the expense of severely hindering behavioral relevance (from 0.83

to 0.52).
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