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ABSTRACT

The striatum plays a key role in decision-making, with its effects varying with anatomical
location and direct and indirect pathway striatal projecting neuron (d- and i-SPN) populations.
Using a mouse gambling task with a reinforcement-learning model, we described of individual
decision- making profiles as a combination of three archetypal strategies: Optimizers, Risk-
averse, Explorers. Such strategies reflected stable differences in the parameters generating
decisions (sensitivity to the reward magnitude, to risk or to punishment) derived from a
reinforcement-learning model of animal choice. Chemogenetic manipulation showed that
dorsomedial striatum (DMS) neurons substantially impact decision-making, while the nucleus
accumbens (NAc) and dorsolateral striatum neurons (DLS) have lesser or no effects,
respectively. Specifically, DMS dSPNs decrease risk aversion by increasing the perceived value
of risky choices, while DMS iSPNs emphasize large gains, affecting decisions depending on
decision-making profiles. Hence, we propose that striatal populations from different subregions
influence distinct decision-making parameters, leading to profile-dependent choices.
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INTRODUCTION

To adapt to dynamic environments, decision processes aim to select the course of action that
will lead to the best outcome. Value-based decision-making can be described as the iterative
process of selecting actions on the basis of their expected values and of evaluating outcomes to
update action values(/, 2). Decision-making is therefore fundamentally based on predictions of
the probability of obtaining the different available outcomes (e.g., rewards, omissions or
punishments), as well as estimations of their respective values. There has been a renewed
interest in understanding how the nervous system weights the expected values of outcomes to
choose between options.

Decision-making processes emerge from the mesocorticolimbic loop, which has a key, yet not
fully understood, role in the striatum (3—5). The rodent striatum is divided into several regions,
each of which is thought to have a particular function in decision-making. The dorsal striatum
is responsible for motor and cognitive control associated with goal-directed actions (DMS) or
the generation of habits (DLS), and the NAc (6—/5) manages reward, motivation and Pavlovian
associations. While habits, which consist of stimulus-response associations, are generally
insensitive to the value of the outcome (/6, /7), Pavlovian (stimulus—outcome) and goal—
directed (action—outcome) associations can affect value—based decisions (/3, /6). How these
associations with outcomes (rewarding or punitive) rely on striatal computations has been the
subject of much study (/8). Striatal projection neurons (SPNs) account for 95% of all striatal
neurons. There are two distinct SPN subpopulations: dopamine D1 receptor (D1R)-expressing
or direct SPNs (dSPNs) and dopamine D2 receptor/adenosine A2A receptor (A2aR)-expressing
indirect SPNs (iSPNs). It remains debated how these two neuronal groups interact during
decision-making (/9). Loss-of-function or gain-of-function experiments (20-25) support a
go/no-go model (26, 27) in which dSPNs play a prokinetic role and iSPNs play an antikinetic
role. However, correlative approaches (28—33) revealed the coactivation of dSPNs and iSPNs
during motor performance. This suggests a complementary encoding of behaviors, with
congruent activations observed in dSPNs for multiple behaviors and iSPNs for suppressing
competing behaviors (34).

In the context of decision-making, dSPNs and iSPNs may encode potential rewards and
costs (19, 35), respectively, or encode and update values in goal-directed learning (36).
However, manipulations of striatal dopamine also affect risk seeking (9), which does not fit
into a clear reward/cost dichotomy, and the relative influences of dSPNs and iSPNs on risk
seeking remain to be assessed. Moreover, the attitude toward risk, as well as the sensitivity to
rewards, costs, or punishments, is highly idiosyncratic (i.e., it reflects stable individual traits).
Different decision profiles have been described in humans and animals. Interindividual
variability in the choice behavior of healthy individuals has been described in humans, rats (37—
39) and mice (40—42). How such differences are related to variations in mesocorticostriatal
properties remains an open question. Furthermore, several substances, ranging from caffeine to
cocaine, can have different effects on individuals according to their choice behavior. For
example, impulsive choice has been recurrently described as a predictor of susceptibility to
developing addictive disorders in humans, such as alcohol or cocaine use disorders (43—46).
Risk-preferring rats are more prone to develop cocaine addiction and are also more sensitive to
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86  cocaine craving during withdrawal (47). Additionally, in rats, caffeine, an agonist of A2aR, can
87  have a motivational effect on performing effortful tasks in low performers, whereas in naturally
88  motivated rats, caffeine can disrupt effortful performance (48). These pathological cases
89  highlight that the effect of modifying the weight of a given decision variable (e.g., reward size)
90  depends on the sensitivity to the other decision variables (e.g., risk attitude, sensitivity to effort).
91  In this framework, the different roles of dSPNs and iSPNs from subparts of the striatum might
92 thus depend upon the decision-making traits of the animals.
93 Here, we used a rodent lowa Gambling Task (IGT) adapted from Young et al. (49) to
94  show how different decision-making profiles arise in mice. Furthermore, we targeted dSPNs
95  and iSPNs in the DMS, DLS and NAc with a chemogenetic tool to assess how decision-making
96  strategies can be differentially altered by changes in striatal excitability, depending on “basal”
97  decision-making traits. Computational analyses allowed us to identify three different decision-
98  making archetypes in mice (Explorers, Risk-averse and Optimizers). These cognitive profiles
99  were characterized by distinct sensitivities to risks, the subjective utility of large rewards, and
100 explore-exploit trade-offs. We then showed that increasing DMS excitability exerted the most
101  profound effects on choices and motivation, which is consistent with the IGT being a goal-
102 directed task. Specifically, we found that facilitating DMS dSPN activity decreased safe choices
103 in all the mice by decreasing risk aversion, whereas facilitating DMS iSPN activity decreased
104  safe choices only in the Optimizer mice through a decrease in reward saturation. Compared
105  with their DMS counterparts, increasing NAc dSPN excitability induced similar, albeit blunted,
106  effects. NAc iSPN and DLS i- and d-SPN manipulations had nonspecific effects on motivation
107  but not on choice behavior. Overall, we highlighted how the striatal subpopulation exerts
108  cognitive profile-dependent effects on choice behavior.
109
110 RESULTS
111
112 Mouse gambling strategies arise from varying sensitivities to task parameters.
113
114 To assess decision-making in a complex environment, we used a rodent-adapted version of the
115 IGT (49), which we adapted for mice. The task takes place in an operant chamber in which
116  animals can select among four nose-poke holes to obtain food pellets in a magazine on the
117  opposite wall (Figure 1A, see Methods). As mice need to nose-poke on the holes between 5 s
118  (shorter responses were not rewarded and counted as premature) and 10 s (longer responses
119  were not rewarded and counted as omissions), this test measures both motivation/impulsivity
120 and choice behavior. Each hole (P1-P4) is associated with a distinct reward probability p to
121  obtain a reward magnitude (number of pellets) and a related probability of 1-p to obtain a
122 punishment in the form of a time-out (TO). TOs correspond to a potential loss of reward because
123 of the overall limit of time of the task, e.g., potential loss = (time-out duration x average pellet
124 rate) x time-out probability, with the pellet rate taken as the number of pellets for the option
125  divided by the task duration. As the potential (expected) gain is the number of pellets x reward
126  probability, one can compute the (linear) “expected net return” for each option as follows:
127  E(X;) = p;R; — (1 — p;)T; where p; is the probability of reward, R;the reward magnitude, and
128  T; the punishment due to time-out, in terms of opportunity cost of time (time-out duration times
129  the average number of pellet/s). This gives E(P1) = 0.89 pellets, E(P2) = 1.52 pellets, E(P3) =
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130  0.60 pellets, E(P4) = -0.32 pellets. In this context, options P1 and P2 are labeled as “safe
131  choices” because they deliver a higher net return through a smaller amount of reward than P3
132 and P4 but with a higher probability and shorter associated TOs. In the original context of the
133 task(40, 50, 51), P3 and P4 are thus considered maladaptive: despite delivering more pellets on
134 rewarded trials, the high probability of a long time-out renders them disadvantageous in the
135  long run (see Methods). In our experiments, the mice indeed preferred, on average, the safe
136  options (P1 and P2 compared with P3 and P4), and such choice behavior was stable across
137  sessions (Figure 1B; repeated-measures (RM-)ANOVA: time: F3668=92.2, p<le’'?; options
138  Fe68=0.1, n.s.). However, such average preferences often mask important variability. Hence,
139  we leveraged the analysis of baseline (before chemogenetic/ Designer Receptor Exclusively
140  Activated by Designer Drugs (DREADD) manipulations, see below) choice behavior from all
141  the mice (n=168) to characterize such variability. There was marked variability both in terms
142 of choice behavior, with P1 (the safest option) chosen as little as 0% or as much as 100% of the
143 time by a given animal (Figure 1C), and in terms of motivation/impulsivity (number of trials,
144 % of premature responses, and % of omissions; Figure 1D). We thus sought to delve into the
145  origin of such variability.

146

147 A classical way to describe interindividual variability is by introducing a dichotomy between
148  “good” (or “safe”) and “poor” (or “risky”) decision-makers. We used such a distinction (mice
149  were considered “safe” if they had a preference for the advantageous options P1 and P2) so that
150  our characterization of the roles of striatal subpopulations could be compared with other studies
151 wusing a rodent gambling task. However, such categorizations hinge on the experimenter's
152  predefined criteria for what is considered beneficial or detrimental to the animals. Moreover,
153  dichotomies resulting from arbitrary thresholds to partition data may overlook the nuanced
154  statistical intricacies of interindividual variability. Consequently, in addition to the safe/risky
155  dichotomy, our approach aimed to identify behavioral profiles that not only captured (1) the
156  statistical patterns within the behavioral data but also reflected (2) the generative properties of
157  the underlying decision-making architecture.

158

159  As a starting point, we observed strong correlations between the different individual measures
160  (choice behavior and motivation/impulsivity), e.g., the tendency to choose the safe choices (P1
161  and P2) was negatively correlated with the proportion of omissions (R?=0.27, p=6.10"!3, Figure
162 2A, Supp. Figure 1A-C). This statistical structure hints at constraints in the mechanisms
163  generating the data (i.e., the decision-making traits generating the animal behavior). We thus
164  reduced the high-dimensional dataset (7 measures: preferences for the 4 options, i.e., P1-P2-
165 P3-P4, as well as the number of trials, omissions and premature responses) via principal
166  component analysis (PCA; Supp. Figure 1D). As there were no clearly separated clusters, we
167  expressed individuals as a continuum between “archetypal” strategies via archetypal analysis,
168  as previously developed (52, 53) and applied to decision-making (47). Compared with classical
169  clustering, which groups individual data around typical observations (cluster centers) that
170  constitute a decision-making profile, archetypal analysis depicts individual behavior as
171  intermediates between extreme strategies, i.e., archetypes (Figure 2B). This framework
172 acknowledges that, contrary to experimenter-defined performance in each task, animals define
173 their own success criteria, generally as a tradeoff between different objectives. Indeed, no
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174  decision-making profile (being averse to risk, optimizing the expected reward, showing a low
175  level of attentional control) can be optimal for all the possible environments (in terms of reward
176  scarcity, risk of punishment, etc.) the animals might face. The best compromises between
177  objectives lead to phenotypes that lie in low-dimensional polytopes in the trait space (52, 53).
178  Archetypal strategies corresponding to the objectives lie at the apices (extrema) of these
179  polytopes, and individual strategies are described as linear combinations of the archetypes. If
180  the behavior in the mouse gambling task indeed emerges as an individual solution to a trade-
181  off between archetypal strategies, then such a description should 1) be stable across sessions
182  and 2) reflect underlying decision-making traits.

183  We first calculated the number 7 (n being less than the dimension of the data) of archetypes by
184  fitting polytopes with n apices to the data and chose n=3, beyond which there was little
185 improvement in the explained variance (Figure 2C, Supp. Figure 1E, F). The archetypes
186  positions in the PCA space were robust to the use of only a subset of the data (jackknife
187  resampling, Supp. Figure 1G). The archetype analysis explained more variance than did the
188  classical safe/not safe dichotomy (Supp. Figure 1H, I). We then verified that individual
189  strategies were stable by computing the distance of individual animals (expressed as
190  coordinates in the PCA space) to the apices (the archetypes). This distance-to-archetype was
191  highly correlated between consecutive days (Day 1 versus Day 2: R?>= 0.71, p=3.10"%; Day 1
192 versus Day 3: R>= 0.64, p=3.10%; Day 1 versus Day 4: R?>= 0.64, p=8.10°, n = 169 mice,
193 Figure 2D, Supp. Figure 1J, K), indicating stable profiles. Finally, partitioning the animals into
194  three groups, on the basis of their proximity to one of the archetypes, corresponded to
195  significant differences in the behavioral data (choices: 2-way ANOVA: Fs.66=115.86, p=1.10
196 %% trials: 1-way ANOVA, F(2,165=69.82, p=1.102%; premature responses: 1-way ANOVA,
197  F,165=41.68, p=1.10"'%; omissions: 1-way ANOVA, F(2,1655=5.92, p=3.10"?). The first group
198  (hereafter, “Risk-averse”, R) displayed a greater preference for P1, i.e., the least risky option
199  (Figure 2E), more premature responses, and fewer omissions (Figure 2F), than did the other
200  two groups. The second group (“Explorers”, E mice) displayed less marked preferences (the
201  flatter pattern of choices in Figure 2E), initiated fewer trials, and made more omissions (Figure
202  2F). The third and last group (“Optimizers”, O mice) preferred P2, i.e., the more advantageous
203  option, over Pl (Figure 2E), initiated more trials, and made less premature (impulsive)
204  responses (Figure 2F).

205

206  The fact that behavioral features were enriched at each archetype is only confirmatory (like
207  significant differences between subgroups following a median split) because an archetypal
208  analysis is performed on the PCA space derived from the same behavioral data. We thus sought
209  to confirm that the statistical distribution in the “manifested” choices of the animals arises from
210  differences in underlying (“hidden’) decision-making strategies. To test for putative differences
211  in their subjective valuation/decision processes, we fit the animals’ choices with a
212 reinforcement-learning model (Figure 3A). In this model, the probability of choosing the hole
213 Px(e.g., P1) depends on its expected value compared with the sum of values from all the other
214  options. The model assumes that the value of an option depends on its expected (subjective)
215  reward, punishment, and risk (see the Methods for details). The expected reward (or
216  punishment) equals the reward (or punishment) probability times the magnitude of the
217  subjective reward (or punishment), such as for the “expected net return”. Nevertheless, a major
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218  difference between the IGT in rodents and those in humans is that the reward takes the form of
219  food pellets (instead of points or money), and punishments are time-outs. Hence, classical
220  models considering that animals compute an “expected net return” rely on the hypothesis of
221  linear preferences (or time perception), e.g., that winning 4 pellets (or waiting 40 s) from one
222 choice is similar to having 4 times 1 pellet from 4 choices (or waiting 4 times 10 s, respectively).
223 In contrast, animals often display nonlinear subjective values or time perceptions. Hence, we
224 introduced an additional parameter p that depicts how the subjective value saturates with the
225  number of pellets: p<I corresponds to a value of 4 pellets lower than 4 times the value of 1
226  pellet, henceforth favoring small gains (i.e., a small p favors small gains, whereas a high p

227  favors large gains). Similarly, the parameter 7" depicts how subjective punishment depends on
228  the time-out duration. The option value also incorporates a risk-sensitive term (@) that can be
229  positive (risk prone) or negative (risk averse). Finally, we included an inverse temperature
230  parameter () to account for the exploitation—exploration tradeoff: animals choosing their
231  preferred option nearly all the time were considered exploitive (high ), whereas animals with
232 a “flat” distribution of choices (no marked preference) were labeled explorative (low [3). We
233 checked that this model provided a better fit than simpler models used in the literature (Figure
234  3B); in particular, nonlinear reward and time perception resulted in a better fit (Figure 3B, Supp.
235  Figure 2A) and generation (Figure 3C) of choice patterns. We also verified that model
236  parameters could be recovered with the relatively small number of trials performed by the
237  animals, demonstrating a reasonable level of accuracy (Supp. Figure 2B). By fitting this model
238  to individual data, we could express the choices from each animal as if it had been generated
239 by adecision-maker with a given set of parameters (B, p, 7, ¢; Figure 3C). This decision model
240  allowed us to better characterize the archetypal strategies (Figure 3D, [} parameter: 1-way
241  ANOVA, F,165=13.67, p=3.10°; p parameter: 1-way ANOVA, Fp165=15.73, p=6.107; T
242 parameter: 1-way ANOVA, F165=8.83, p=2.10"% ¢ parameter: 1-way ANOVA,
243 F165724.49, p=4.10"1%). The R group displayed the lowest ¢ parameter (indicating strong
244  aversion to risk) but also a high sensitivity to time-out 7'and a low sensitivity to reward p. The
245  E group was characterized by a low inverse temperature 3, indicative of high exploration (or
246  low exploitation), in line with its absence of a clear preference among the four options. The O
247  group had more balanced decision parameters, with a high B (exploitive), an insensitivity to
248  risk on average, and near linear saturation functions (p and 7 close to 1) for reward and
249  punishment. Expressing individual fits as intermediates between the archetypes extrema
250 yielded the same interpretation (Supp. Fig 3A). suggesting that the computational
251  characterization does not arise from partitioning the data into clusters. The conjunction of the
252 archetypal analysis with the computational model further suggests that the stable interindividual
253  variability observed in the mouse gambling task reflects stable (Supp. Figure 3B) decision-
254  making profiles.

255

256  Dorsomedial dSPNs decrease safe choices by promoting risk-seeking.

257

258  We next sought to assess the contributions of both SPN populations to decision-making in the
259  main striatal subdomains (DMS, DLS and NAc). We thus used DREADD activation, rather
260 than optogenetic activation (see Discussion section), to facilitate neuronal activity from a
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261  specific subpopulation after the values of the different options were learned by the animal to
262  focus on the decision process. For this purpose, we tested 6 different groups of mice, one per
263  SPN population (direct or indirect pathway SPNs) and striatal area (DMS, DLS or NAc). We
264  bilaterally injected a Cre-dependent hM3Dq DREADD virus (AAVS hSyn-DIO-hM3D(Gq)-
265  mCherry) or a control fluorophore lacking the hM3Dq construct (AAVS hSyn-DIO-mCherry)s
266  into the striatal zone of interest (DMS, DLS or NAc) in DiR-Cre (54) or A2aR-Cre mice (22)
267  toselectively express hM3Dq or mCherry on either dSPNs or iSPNs, respectively (Supp. Figure
268  4).

269

270  As the mouse gambling task relies on instrumental behavior, we first focused on DMS d-SPNs
271  (Figure 4A). Given that mice received DREADD ligand (CNO, 1 mg/kg) injection on the last
272  day of behavioral testing (see below), we verified ex vivo the effectiveness of the hM3Dq
273  DREADD:s in increasing the intrinsic excitability of targeted neurons by collecting slices from
274  mice (hM3Dq and mCherry controls) just after the behavioral testing. The marker of neuronal
275 activation Fos was colocalized with mCherry expression only in hM3Dq animals (Figure 4B,
276  Supp.Table 1, t16=8.5, p<0,0001; unpaired t test), confirming that CNO facilitated neuronal
277  activation during the mouse gambling test. Next, we measured that neuronal activation was
278  followed by an increase in intrinsic excitability (i.e., active membrane properties), as expected
279  from hM3Dq recruitment (55). We did not find any changes in the passive properties of the
280  neurons via patch-clamp recordings: the resting membrane potential did not change following
281  CNO injection (Supp. Figure 5A, t10=0.2, n.s.). We did not observe any modifications in
282  (putatively corticostriatal or thalamicostriatal) synapse strength as measured by the
283  AMPA/NMDA ratio (t10=0.93, n.s., Supp. Figure 5B), suggesting that Fos activity was not
284  due to broad changes in synaptic excitation. Owing to the intrinsic excitability of the cells, the
285  rheobase (minimal current needed to elicit an action potential) was not changed following
286  hM3Dq + CNO treatment (t10=0.96, n.s., Figure 4C left). However, the number of action
287  potentials elicited by intermediate current intensities increased following hM3Dq + CNO
288  treatment, indicating an increase in neuronal gain (in the linear range of the frequency intensity,
289  or f-I curve, 2-way ANOVA F4,140) = 13, p<0.0001, Figure 4C right). This finding suggests
290  that neuronal Fos activation arose in neurons receiving a notable drive (putatively task-related)
291 amplified by increased neuronal gain rather than from nonspecific electrical activity (which
292  would follow from changes in resistance or rheobase). Together, the patch clamp recordings
293  confirmed that CNO injection before behavioral testing had lasting effects (detectable ex vivo
294  after the session) on neuronal excitability.

295

296  Having verified that hM3Dq expressed in DMS-dSPNs favored their activation during the
297  mouse gambling test, we next assessed how this increase in neuronal activity affected decision-
298  making. We compared the differences in preferences for the four options (P1-P4) in the mouse
299  gambling task under CNO and at baseline for hM3Dq animals and mCherry controls (Figure
300  4D). Safe mice (i.e., mice with a preference for the advantageous options P1 and P2) in the
301 hM3Dq + CNO conditions displayed a decrease in the preference for P1 and P2 (Figure 4E,
302 RM-ANOVA, F138=5.83, p=0.02; CNO effect for the mCherry group: n.s.; for the Gq group:
303  p=0.017). However, this decrease could arise for different reasons: worst decision-making,
304  increased exploration, decreased aversion to punishment, etc. There was no change in overall
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305  performance (i.e., average number of pellets per trial; RM-ANOVA, F(138=1.48, Figure 4F);
306  hence, we sought a more precise characterization in terms of a modification in decision-making
307  traits. We also observed a decrease in the number of trials and an increase in omissions (Figure
308  4G; Trials: RM-ANOVA, F133=100, p = 3.10"!2; CNO effect for the mCherry group: n.s.; for
309  the Gq group: p=2.10"'!; Omissions: RM-ANOVA, F133=18.08, p = 1.10*; CNO effect for the
310  mCherry group: n.s.; for the Gq group: p=2.10%), i.e., a decrease in the pace of the instrumental
311 action. However, this decrease in decision frequency was not due to motor control, as
312 locomotion was found to increase after DMS-dSPN facilitation (Supp. Figure 5). The combined
313  modification of preferences and instrumental pace suggested a global effect of DMS-dSPNs
314  facilitating archetypal strategies. Indeed, we observed a global shift in the PCA space for
315  hM3Dq animals under CNO, with a displacement away from the risk-averse apex (Figure 4H,
316 RM-ANOVA, F(138=5.16, p =0.03; CNO effect for the mCherry group: n.s.; for the Gq group:
317  p=0.006) that could be observed for all archetypes (Supp. Figure 5). However, the effect on
318  safe choice (P1+P2 choices) was observed only in Optimizer mice (Figure 4H, 2-way ANOVA:
319  Fu34=5.25, p = 0.01; R+E mice: n.s.; O mice: p=0.005). We thus analyzed the full choice
320  pattern with the computational model. The model-based analysis indicated that the change in
321  the full choice pattern in the hM3Dg-CNO condition was better explained by an increase in the
322 risk sensitivity parameter (RM-ANOVA, F(138=4.84, p = 0.03; CNO effect for the mCherry
323 group: n.s.; for the Gq group: p=0.01, Figure 41, Supp. Figure 5). Overall, the behavioral data
324  and computational analyses suggest that facilitating DMS-dSPN activity decreases the choice
325  of P1 and P2 by increasing proneness to risk.

326

327  Dorsomedial iSPNs favor large gains, exerting strategy-dependent effects.

328

329  We then compared the above facilitation of DMS-dSPNs with that of DMS-iSPNs (Figure 5A),
330 as these two subpopulations are hypothesized to act in opposition (20—-27), in synergy (28—
331  33) or in a complementary manner, supporting a dual selection-suppression function (34, 56).
332 In this subpopulation, selective hM3Dq DREADD expression followed by CNO injection
333  during the mouse gambling test effectively increased intrinsic excitability (f-I gain, 2-way
334  ANOVA Fa4,140) = 13), driving Fos activation (p<0,0001, U(6)=0, Mann—Whitney) in targeted
335  neurons (Figure 5B) without any effects on resting membrane potential (t=0.39, n.s., theobase
336  :t;)=0.63, n.s., and AMPA/NMDA ratio: t;=0.15, n.s., Fig. 5C and Supp. Fig. 6). In contrast
337  to the facilitation of DMS dSPN activity, CNO did not significantly influence preferences in
338  hM3Dq animals compared with mCherry controls when all mice or only safe mice were
339  considered (Figure 5D). However, there was a significant decrease in the performance
340  (pellets/trials) of the animals under DMS-iSPN facilitation (Figure SE, RM-ANOVA,
341  Fu33»=172.69, p = 1.10"'%; CNO effect for mCherry group: n.s.; for the Gq group: p=1.107),
342  suggesting that decision-making had shifted away from reward maximization (due to poorer
343  decision-making or a shift in preferences). Moreover, facilitating the activity of DMS iSPNs
344  with DREADDs decreased the overall number of trials (RM-ANOVA, F133=25.6, p = 8.107;
345 CNO effect for the mCherry group: n.s.; for the Gq group: p=1.10*) and increased the
346  percentage of omissions (RM-ANOVA, F(133=25.08, p = 2.10”%; CNO effect for the mCherry
347  group: n.s.; for the Gq group: p=0.001; Figure 5F). We verified in a subset of mice that DMS-
348  iSPNs facilitated decreased locomotion in the operant box (Supp. Figure 6), in contrast with
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349  DMS-dSPN manipulation, which was consistent with changes in omissions or in the number of
350  trials independent of locomotor effects. We then looked for an effect on archetypal profiles.
351  Indeed, CNO induced a global shift in the PCA space in hM3Dq animals toward the Explorers
352 (E)apex (Figure 5G, RM-ANOVA, F(133=37.69, p=6.10""; CNO effect for the mCherry group:
353 n.s.; for the Gq group: p=2.10"*). The effect of DREADD-mediated facilitation of DMS-iSPN
354  neuronal activity was thus different from that of DMS-dSPNs (i.e., a shift away from the R
355  apex). This led us to examine more closely the effects of CNO on the preferences of hM3Dq
356  animals, depending on their proximity to archetypes rather than on the safe/risky dichotomy.
357  Facilitating DMS-iSPN activity had opposite effects on the preference for safe (P1 and P2)
358  options in Optimizer mice (a decrease in P1+P2 choices) and in the other two archetypes
359  (increased P1+ P2 choices in R+I animals). Hence, the DREADD effect on choices depended
360 on the baseline strategy of the animals. We assessed the state-dependent effects of CNO with
361  the decision model after verifying that the decrease in trial number, observed under CNO
362  (Figure 5F), did not lead to a systematic bias in model parameter estimations, although it
363  introduced more noise in the parameter recovery (Supp. Figure 6). We then characterized which
364  modifications of the decision-making parameters could best account for the differential effect
365 of DMS-iSPN facilitation on choices. We reasoned that a decrease in performance due to poorer
366  decision-making would appear in the model as a decrease in the exploitation () parameter,
367  whereas animals could also become less optimal on average because of nonlinear sensitivity to
368 rewards (p)or time-outs (T). A modification in the p parameter (decrease in the reward
369  saturation with the pellet number) best explained the differential DREADD effect on choices
370  (Figure 5H, Supp. Figure 6, RM-ANOVA, F(133=14.23, p = 6.10*; effect of CNO for the
371  mCherry group: n.s.; for the Gq group: p=0.003). Indeed, in reinforcement-learning models
372 such as ours, the alteration of one decision-making parameter can induce opposite behavioral
373  patterns depending on the values of the other parameters (Supp. Figure 6). Here, an increase in
374  reward saturation (decreasing the value of large gains) increased the preference for P1 and P2
375  when animals were risk averse but decreased the preference for P1 and P2 in risk-neutral mice
376  (Supp. Figure 6). Furthermore, decreases in reward saturation (i.e., preferring 4 pellets over 4
377  times 1 pellet) deviated the animals from maximizing the average reward, which is consistent
378  with the observed decrease in global performance following DMS-iSPN facilitation.

379  Opverall, the computational analyses suggest that facilitating DMS-iSPN activity decreases how
380  the reward saturates with reward size (favoring large gains), exerting a decision profile-
381  dependent effect on choices.

382

383  Nucleus accumbens SPNs are less involved in gambling task than DMS.

384

385 Even if the mouse gambling task is instrumental, the nucleus accumbens (NAc) may also
386  influence choice behavior. Facilitating NAc-dSPN (Figure 6A) activity did not exert effects
387  similar to those of facilitating DMS-dSPN activity. hM3Dq expression coupled with CNO
388  treatment efficiently drove Fos activity and changes in intrinsic excitability in NAc-dSPNs
389  (Figure 6B). In the mouse gambling task, such facilitation of neuronal activity strongly
390  decreased the number of trials (Figure 6C, RM-ANOVA, F(125=16.68, p = 3.10; CNO effect
391  for the mCherry group: n.s.; for the Gq group: p=4.10%), in contrast to DMS-dSPN facilitation,
392 which did not exert any effect. Facilitating NAc-dSPN activity did not alter the proportion of
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393  premature or omission trials (Figure 6C), again in contrast with the reduction in these measures
394  following DMS-dSPN manipulation. We did not observe any differences in choice behavior,
395  either following the safe/risky dichotomy or when considering archetypes or overall
396  performance (Supp. Figure 7). However, facilitating NAc-dSPNs increased locomotion (Supp.
397  Figure 7). In the PCA, the overall effect corresponded to a modest (but significant) shift away
398  from the Optimizer (O) apex (Figure 6D, RM-ANOVA, F(123=13.53, p = 1.1073; CNO effect
399  for the mCherry group: n.s.; for the Gq group: p=0.03). We did not find any differences in the
400  parameters from the computational model of decision-making when we fitted the choices under
401  the hM3Dg+CNO treatment (Supp. Figure 7). Overall, facilitating NAc-dSPNs had an effect
402  on the decision task, but that was less specific than that of facilitating DMS-dSPNs.

403

404 By contrast, CNO injection in animals expressing hM3Dq in NAc-iSPNs (Figure 6E) increased
405  intrinsic excitability and drove efficient Fos activation in targeted cells (Figure 6F, p<0,0001,
406  unpaired t test). The behavioral effect of DREADD facilitation on NAc-iSPN activity was
407  relatively similar to what we observed when facilitating DMS-iSPNs. Preferences did not
408  change on average, but the overall number of trials decreased (RM-ANOVA, F122=25.43,p =
409  5.10%; CNO effect for the mCherry group: n.s.; for the Gq group: p=0.001), whereas the
410  proportion of omissions increased (RM-ANOVA, F(122=25.6, p = 8.107; CNO effect for the
411  mCherry group: n.s.; for the Gq group: p=1.10#, Figure 6G). This pattern was reflected in the
412  PCA space, where CNO induced a shift of hM3Dq animals toward the E apex, albeit smaller
413  than what we observed following DMS-iSPN manipulation (RM-ANOVA, F122=33.22, p =
414  2.10* CNO effect for the mCherry group: n.s.; for the Gq group: p=0.005, Figure 6H). Like
415  DMS-iSPNs, facilitation by NAc-iSPNs decreased overall performance and locomotion (Supp.
416  Figure 7). Similarly, the behavioral effects of NAc-iSPN facilitation could be accounted for by
417  an increase in reward saturation in the computational model (RM-ANOVA, F(1,22=26.03, p =
418  0.03; CNO effect for the mCherry group: n.s.; for the Gq group: p=0.0076, Figure 6G, Supp.
419  Figure 7). Hence, facilitating NAc-iSPNs appeared to exert similar, but smaller in magnitude,
420  effects than facilitating DMS-iSPNs did.

421

422  Both dorsolateral SPN populations have no specific effects on gambling task.

423

424  Finally, we evaluated the influence of the DLS on choice behavior. CNO treatment drove Fos
425  activity and increased the intrinsic excitability of targeted neurons in hM3Dq animals in the
426  DLS-dSPN (p<0,0001, unpaired t-test, Figures 7A, 7B). We observed small effects on the
427  proportions of omission trials (Figure 7C). However, in the mouse gambling task, there was no
428  change in preferences (in safe mice or when archetypes were considered) under hM3Dq +CNO
429  treatment (Figure 7D). Similarly, CNO treatment drove Fos activity and increased the intrinsic
430  excitability of targeted neurons in hM3Dq animals in the DLS-iSPN (p<0,0001, unpaired t-test,
431  Figure 7E,F). We observed small effects on the proportions of omission trials (Figure 7G), with
432  a decrease in premature trials (Figure 7G) and in locomotion (Supp. Fig 8). As for DLS-
433  dSPN, there was no change in preferences under hM3Dq +CNO treatment (Figure 7H).
434  Consistently, we did not find any significant differences in model parameters when the choices
435  were fitted; under any (DLS-iSPN or DLS-dSPN) conditions (Supp. Figure 8), for both
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436  manipulations (DLS-iSPNs and DLS-dSPNs), consistent with the lesser involvement of the
437  DLS in decision-making.

438

439  DISCUSSION

440

441 Consistent with other studies in human and rat versions of the IGT, we found marked

442  interindividual variability in preferences. However, we departed from usual classifications in
443  terms of experimenter-defined performance (37, 39). Instead, we chose an unsupervised
444  approach (archetypal analysis) to characterize individuals as intermediate between extrema
445  rather than clearly separated clusters. Whether explicitly or implicitly, assessing interindividual
446  variability on the single scale of “task performance” assumes that (1) animals have evolved to
447  optimize a given quantity, e.g., long-term reward relative to motor costs, and that (2) the
448  experimental setup measures the fitness of the animals on this scale (i.e., the setup is “factor
449  pure”(57)). However, organisms have likely evolved to trade priorities across various
450  objectives. In particular, most animals are equipped with a cognitive architecture for
451  deliberative decisions between goals (58). Decision-making requires assigning values to
452  options, which is a fundamentally subjective process (59, 60). Computational decision-making
453  models constitute powerful tools designed to infer subjective valuations from the temporal
454  series of choices. However, these models have limitations when applied to experimental data,
455  particularly due to the limited number of choices a rodent can make before reaching satiety,
456  which introduces noise into model parameter estimation (61, 62)- especially relevant when
457  interpreting CNO sessions with fewer trials.

458 Overall, we could describe patterns of interindividual variability in preferences in terms
459  of “cognitive profiles” with animals distributed between extrema (archetypes) rather than
460  strongly defined clusters. Considering several cognitive dimensions rather than a single
461  “adaptive” scale, recasts the “maladaptive” decisions (50) concept as “atypical” instead. We
462  further show how cognitive profiles from the archetypal analysis relate to the decision processes
463  in the model (i.e., reward, risk and time-out sensitivities) that generate choices. By moving
464  along these dimensions of decision parameters, animals can exhibit different preference
465  patterns based on their social and physical context, age, and previous experiences (42, 63, 64).
466  Importantly, as computational models of decision-making are nonlinear, affecting one decision
467  parameter (e.g., reward sensitivity) through chemogenetics may exert effects that depend upon
468  the values of the other parameters. This reinforces the need to infer generative processes from
469  the data rather than focusing purely on overt measures (e.g., performance or a given choice).
470 Specific manipulations of striatal subpopulations affecting cognitive profiles underscore
471  that decision processes “parameters” are emergent properties from neural interactions. Brain
472  markers correlate with individual variability in choice behavior, such as prefrontal serotonin
473 (40) or the balance between striatal and prefrontal excitability (37). Nevertheless, much work
474  remains to be done to determine the causality between brain markers and cognitive profiles.
475  Here we detected marked variability in decision-making among a quasiclonal population of
476  inbred mice. Instead of being the origin of interindividual variability in decision-making, brain
477  markers may act as mediators of individual experience and the social context of cognitive
478  strategies (42).
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479 To study the causal implications of striatal subpopulations in choice behavior, we
480 preferred DREADD over optogenetics because a temporal window for manipulation was not
481  needed. Additionally, decision-making likely occurs during the whole task. Furthermore, we
482  wanted to avoid the risk of nonphysiological synchronization of striatal neurons under specific
483  optogenetic stimulation protocols. Indeed, striatal neurons are involved in action selection (29,
484  65-68), and neurons promoting distinct goals (or weighting different decision parameters) are
485  not activated synchronously (30, 33, 34). DREADDS partially circumvents this issue as a gain-
486  of-function approach in this study. However, one limitation of our DREADD approach is that
487  the CNO ligand may be converted to clozapine (69), an antipsychotic with sedative effects
488  potentially decreasing behavioral impulsivity (70-72), but our mCherry controls excluded
489  DREADD-independent effects.

490

491 Our results precise and extend the literature on the differential involvement of subparts
492  of the striatum (73). The role of the DMS in sustaining instrumental associations (action-
493  reward) has been widely proven before (6, 7, 13, 16, 74). Here, we show that the DMS is critical
494  not only for maintaining the instrumental response of mice but also for determining their
495  preferences under risk. We further provide a computational rationale (and iSPN versus dSPN
496  distinction) for the effect of the DMS on risky choices (75) in terms of sensitivity to reward
497  variance and reward saturation. While the NAc has also been implicated in risky decision-
498  making, with specific involvement of iSPNs, as in our study(/5), we found a lower NAc effect
499  than the that of the DMS. This may be due predominantly to the instrumental nature of the task,
500 as the NAc supports the acquisition of stimulus—outcome associations (76—79). There was no
501  effect of DLS manipulations in the IGT, which is consistent with the known dissociation of the
502 DMS and DLS (72, 13, 17) in controlling goal-directed behavior and habits, respectively.
503  Despite extensive training, the mice did not develop rigid preferences (i.e., most mice had
504  balanced choice behavior; Figure 1), suggesting that they did not develop habits (although we
505  did not test choices in extinction).

506 We also provide novel data on the major anatomical and functional distinctions in the
507  basal ganglia between the direct (ASPNs) and indirect (iISPNs) pathways. Concurrent views
508  have proposed that dSPNs and iSPNs may work either in opposite or complementary ways to
509  promote and oppose (or refine) action selection (33, 64, 80-82). However, in the DMS, we
510  found that DREADD-mediated activation of both iISPNs and dSPNs enhanced risky choice
511  through distinct computational mechanisms (i.e., risk sensitivity and reward saturation,
512 respectively). This points to more complex interactions between pathways. The activity of
513  iSPNs has been related to the encoding of nonrewarding events or changes in reward value
514  (prediction errors), leading to the updating of action value (36) and henceforth task switching
515 (82, 83). Our computational account is consistent with this view, as reward saturation (i.e., how
516  the subjective value saturates with reward magnitude) may arise from learning effects.
517  However, we could not test this hypothesis directly, as including a learning rate induced
518  correlations with explore/exploit and risk-seeking parameters and led to poor parameter
519  recovery, probably due to the relatively small number of trials in the mice. As we could
520  disentangle reward saturation from sensitivity to uncertainty in our multiple-choice setup, our
521  results extend and explain those obtained in tasks involving binary choices. For example,
522  activating iSPNs may increase seemingly stochastic choices in serial choice tasks in which the
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523  exploratory choice may also constitute a risky (high variance) choice (84) because reward
524  saturation affects the perception of risk (Supp. Figure 5).

525 Our findings reframe previous results on dopamine manipulation. DAT-knockdown
526  mice make riskier choices in the IGT(49), and "safe" decision-makers show lower dopamine
527  levels in the dorsal striatum. This suggests dopamine's effects on risk-taking arise from distinct
528 DIR- and D2R-mediated mechanisms. The next step will be to use correlative approaches such
529  asin vivo calcium imaging to characterize the physiological responses of DMS-dSPNs during
530  choice preference. Indeed, concerted and cooperative activity between both striatal pathways is
531 needed for proper action initiation and execution (28—34, 56, 66). It will then be possible to
532 compare how decisions are encoded in the different types of SPNs and compare such encoding
533  between the Risk-averse, Explorers, and Optimizers mice. In addition, a correlation between
534  the variables of the computational model and the activity patterns of certain dSPNs or iSPNs
535  can also be found (85). Moreover, we could also measure whether, as our results suggest, the
536  activity of dSPNs when mice are making a choice differs among the DMS, DLS and NAc.
537  Using in vivo techniques, our results suggest that increasing neuronal excitability rather than
538  directly activating targeted cells is beneficial. These questions should be carefully investigated
539 in future work.

540 Understanding and aiding individuals in the context of decision-related disorders, such
541  as pathological gambling (86) and drug addiction (87), necessitates a shift in perspective.
542  Impairments in decision-making should be seen as discrepancies between anticipated outcomes
543  and actual choices. We propose a framework where decision-making "profiles" arise from
544  evolutionary trade-offs, shaped by parameters from the deliberative machinery leading to goal-
545  directed choice. Biological and social (42) factors can shift the spectrum of potential strategies,
546  likely governed by "meta-learning" rules (88), offering promising avenues for translational
547  research.

548
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549 METHODS

550

551  Animal care and use

552 All procedures were performed according to the Institutional Animal Care Committee
553  guidelines and were approved by the Local Ethical Committee (Comité d’Ethique et de Bien-
554  Etre Animal du pole santé de 1’Université Libre de Bruxelles (ULB), Ref. No. 646 N). The mice
555  were maintained on a 12-hour dark/light cycle (lights on at 8 pm) with ad /ibitum access to food
556  and water. The room temperature was set to 22 + 2 °C with constant humidity (40-60%). The
557  behavioral tests were performed during the dark photoperiod. Both male and female transgenic
558  mice (> 8 weeks) were used in all the behavioral experiments.

559

560  Generation of transgenic mice

561  The genetic background of all the transgenic mice used in this study was C57BL/6J. The mice
562  were heterozygous and maintained by breeding with C57BL/6 mice. Two transgenic mouse
563  lines were used: Axa-Cre (22) and Di-Cre (EY262; GENSAT)(54). Simple transgenic Aza-Cre
564  or Di-Cre mice were used for the virus-mediated targeting of iSPNs or dSPNs, respectively.
565

566

567  Viral injections

568  Under Avertin anesthesia (2,2,2-tribromoethaol 1.25%, 2-methyl-2-butanol 0.78%; 20 pL/g,
569  ip.; Sigma Aldrich), male A2a-Cre and Di-Cre mice (> 8 weeks old), which allowed us to target
570  A2A- and D1- expressing neurons, respectively, received two injections (at 100 nL/min) under
571  stereotaxic control in the DLS (AP +0,8 L £2,42 DV -3,2), DMS (AP +1,2 L £1,33 DV -3,2)
572 orNAc(AP+1,95L+1,2 DV -4,85) of a Cre-dependent virus encoding hM3Dq (AAV5-hSyn1-
573  DIO-hM3Dg-mCherry, Addgene) or mCherry alone as a control (AAV5-hSyn1-DIO-mCherry,
574  Addgene). The coordinates were relative to Bregma according to the Franklin and Paxinos atlas
575  third edition. The injection volumes were as follows: DLS 0.4 ul, DMS 0.35 pl, and NAc 0.2
576  pl. The injections were delivered through a cannula connected to a Hamilton syringe (10 pL)
577  placed in a syringe pump (KDS-310-PLUS, KDScientific). The cannulas were lowered into the
578  brain and left in place for 10 min after infusion. A minimum of 3 weeks elapsed between the
579  stereotaxic injections to ensure optimal protein expression levels. For all the mice, the accuracy
580  of the injections was checked under a microscope after behavioral testing. The transfected area
581  could be identified via mCherry staining (see Supp. Figure 4). Behavioral data from animals
582  whose targeted area was not accurate or unilaterally injected were excluded from the analyses
583  (see table below).

584
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585
Total n®
Mouse ) Injected (.) al n® of Exclude(.l(bad
] Striatal area . mice stereotaxic
strain virus .. .
injected targeting)
DMS mCherry 20 0
hM3Dq 21 1
h 1
Di-Cre DLS mCherry 0 0
hM3Dq 10 1
NAc mCherry 23 6
hM3Dq 20 7
DMS mCherry 22 0
hM3Dq 15 2
Ch 9 0
An-Cre | DLS oy
hM3Dq 11 0
h
NAc mCherry 15 0
hM3Dq 12 3
586
587

588  Mouse gambling task

589  Behavioral testing was performed in 6 identical operant chambers (IMETRONIC, Pessac,
590  France). Four circular holes were available in a curved wall (the central hole was obstructed,
591  and only 4 holes were actually available), with LED lights at the rear of the chamber and a food
592  dispenser of 20 mg chocolate pellets (purified dustless precision pellets for rodents, Bioserv,
593  New Jersey, USA) on the opposite wall. The infrared beams in the nose-poke holes and the
594  magazine allowed the detection of entries to the nose-poke holes. Additionally, a house light
595  located in the ceiling of the chamber was used under specific conditions. These chambers were
596 in individual soundproof closets to avoid any external disturbances during training. Video
597  cameras placed on the top of the chambers allowed tracking of every session. The chambers
598  were connected to a computer and controlled by POLY software (IMETRONIC).

599  Weused arodent version of the lowa Gambling Task (IGT) adapted from Young and colleagues
600  (2011)(49). Mice have to choose among 4 different options associated with a certain gain and
601  a certain loss (Figure 1). To achieve that goal, mice must undergo several phases of training.
602  The mice were placed on a reduced diet two days before training, aiming to reach 85-90% of
603  their original weight to enhance performance, given that food motivation drives the IGT.
604  Initially, they received 2.5 grams of food per mouse, which was adjusted the next day on the
605  basis of individual weight loss. During IGT training, food amounts remained stable but could
606  be adjusted if the mice fell out of the 85-90% weight range. Once the final training phase
607  commenced, the food quantities were fixed to avoid performance interference. The whole
608  protocol lasted between 1 month and a half and 3 months, depending on the animal. The mice
609  were trained daily at 9 am in a reverse light/dark cycle.
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610  Magazine habituation. The mice were trained for 10 minutes per day for 3 consecutive days.
611  During these sessions, every light was turned off. Fifteen seconds after the start of the session,
612  the pellet dispenser was activated to distribute a single pellet. The LED lights of the magazine
613  were then lit. The lights were turned off when the mice obtained the pellet, and the 15 second
614  cycle started again. The magazine would stay lit until retrieval of the pellet to allow an
615  association between the lit magazine and food to be formed.

616  Nose—poke habituation. Four nose-pokes holes were available, and a lit nose-poke meant that
617 it was an active nose-poke. This training was divided into two phases. In the initial stage, which
618 lasted 4 days, the mice responded to one active nose-poke out of 4, which was chosen randomly
619  in two daily sessions. If successful, 3 pellets were dispensed; otherwise, the sessions could last
620  aslong as 10 minutes. For the first 2 days, the pellets were placed in active nose-pokes holes to
621  encourage exploration. In the second phase, all 4 nose-pokes holes remained active throughout
622  the 30-minute sessions, delivering a single pellet upon visitation. Training was continued until
623  the mice achieved 40 responses in two consecutive days, with individual progress varying.
624  Upon reaching this criterion, the mice progressed to the next training phase.

625  Forced-choice IGT. Different nose-pokes holes had specific rewards and punishments. The
626  mice underwent 3 days of forced 30-minute sessions, where a random nose-poke hole was
627 activated, leading to either a reward or punishment afterward.

628  Final IGT. The mice underwent 30-minute sessions with up to 100 trials. Sessions began with
629 alit magazine that the mice had to approach. A 5-second interval preceded the illumination of
630 4 nose-poke hole lights; premature responses triggered a time-out. After the interval, mice had
631 10 seconds to complete a nose poke, and omissions led to new trials. Correct responses
632  extinguished lights and rewarded mice on the basis of specific nose-poke hole probabilities (P1,
633 P2, P3, and P4). Rewards involved pellet delivery, followed by an 8-second period before the
634  next trial began. Punishments initiated a time-out with flashing lights, after which the mice
635  could start a new trial. Perseverative responses were noted but not punished. The mice were
636  trained until their preference stabilized over four consecutive days, establishing a baseline.
637

638 CNO treatment

639  When the mice reached a stable pattern of preference over 4 days of IGT (see below), we started
640  treatment with 0.9% NaCl for 2 days. All injections were applied 30 minutes before the start of
641  the session. After receiving the CNO injection (1 mg/kg), the mice underwent their last session
642  of IGT. Immediately after the end of this session, the mice were euthanized. A part of the group
643  was used to perform the electrophysiological recordings. In this group, there was a balanced
644  representation of hM3Dg-expressing mice and control mice.

645
646 Immunohistochemistry

647  After the behavioral experiments were completed, the mice were deeply anesthetized with
648  avertin (2,2,2-tribromoethaol 1.25%, 2-methyl-2-butanol 0.78%; 20 uL/g, i.p.; Sigma Aldrich)
649  and transcardially perfused with PBS followed by 4% paraformaldehyde in PBS. The brains
650  were removed and postfixed overnight at 4 °C. Then, 30-pum coronal slices containing the
651  striatum were cut with a vibratome (VT1000 S; Leica) and stored in PBS. The sections were
652  incubated overnight with a dilution (1/2000 in 1% NHS 0.1% PBST) of a rabbit Fos primary
653  antibody (Santa Cruz). Next, the slices were washed twice for 5 min with PBST and incubated
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654  for 1.5 h with a dilution (1/200 in 1% NHS 0.1% PBST) of donkey anti-rabbit secondary
655  antibody Alexa 647 (far red) (Jackson ImmunoResearch). The slices were then washed twice
656  for 5 minutes with PBST. Finally, DAPI nuclear staining was performed (10 minutes in a
657  1/5000 DAPI solution in 0.01 M PBS), and the samples were washed for 5 min at 0.01 M PBS,
658  mounted on glass slides and cover slipped with Fluoromount.

659  For the GFP immunostaining, the protocol was the same as that for the chicken anti-GFP
660  primary antibody (1/2000, Santa Cruz) and the goat anti-chicken secondary antibody Alexa 647
661  (1/400, Jackson ImmunoResearch).

662  Image acquisition was performed with a Zeiss Axioimager Z1 at 20X magnification, and the
663  images were processed with AxioVision (Zeiss) software. Cell counting was performed with
664  the open-source software FIJI. Additionally, we used Axio Zoom.V16 (Zeiss) and its tiling tool
665  to obtain whole-slice surface images.

666
667  Acute brain slice preparation. Recordings were made ex vivo on brain slices that were kept

668 alive. The animals were anesthetized with halothane and then euthanized via decapitation. Their
669  brains were quickly collected, adhered to a vibratome plate and submerged in a vibratome
670  container filled with cutting solution at 4 °C. Brain slices were cut (220 pum thick) and then
671  transferred to an incubator chamber filled with artificial cerebrospinal fluid (aCSF) (Table MM-
672 1) at 34 °C for at least 60 minutes before the recordings started. This resting period is required
673  for the recovery of proper neuronal metabolic activity. Both the cutting solution and aCSF were
674  constantly oxygenated, as they were supplied with a 95% O; and 5% CO> mixture to avoid
675  hypoxia. After recovery, the brain slices were transferred one by one to the recording chamber,
676  which was constantly perfused with oxygenized aCSF at room temperature. The setup was
677  equipped with a camera and a Zeiss upright microscope (Axioskop 2FS Plus, Zeiss), which first
678  allowed for the identification of different areas in the striatum in the slices (5x/0,15 EC
679  PlanNEOFLUAR objective lens, Zeiss) and secondly, for the identification of different cell
680  populations (63x water-immersion objective, Zeiss). Depending on the group of mice tested,
681  we recorded from either the DLS, DMS or NAc (according to the injection site of the group).
682

683  Recordings. The patch pipette was obtained with a vertical two-stage puller (PIP 5, HEKA),
684  and during the recordings, it was filled with intracellular solution (Table MM-1). The Ag/AgCl
685  electrode in the pipette was connected to an EPC-10 (Heka) amplifier, whose signal was
686  recorded with Patchmaster software (Heka). Intrinsic excitability was studied via a current
687  clamp. First, the resting membrane potential was measured (without applying any current).
688  Afterward, a negative amount of current was injected into the cell to maintain its membrane
689  potential at a value of —80 mV. Increasing intensity currents (increase of 10 pA) were then
690 injected to depolarize the cell and trigger action potentials. Rheobase is defined as the minimum
691  amount of injected current that allows the induction of an action potential. Evoked excitatory
692  postsynaptic currents (EPSCs) were recorded with the internal solution supplemented with
693  spermine (0.1 mM). Spermine blocks calcium-permeable AMPA-Rs at positive potentials and
694  thus allows us to distinguish calcium-permeable from noncalcium-permeable AMPA-R
695  currents(89). Evoked EPSCs were isolated from GABAergic currents via the application of
696  gabazine (or SR-95531, 10 um). We do not make any reference to kainate-Rs because of the
697  difficulties in distinguishing them from AMPA-Rs, as they cannot be easily separated


https://doi.org/10.1101/2024.04.15.589515
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2024.04.15.589515; this version posted February 5, 2025. The copyright holder for this
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in
perpetuity. It is made available under aCC-BY-NC-ND 4.0 International license.

698  pharmacologically(90). Thus, we will use shortcut AMPA-R currents to refer to EPSCs
699  resulting from both AMPA-Rs and kainate-Rs. Evoked EPSCs were recorded in the striatum
700  (DLS, DMS or NAc) by placing a bipolar stimulating electrode (SNEX-200, Science Products
701  GmbH) in the corpus callosum (white matter between the cortex and the striatum) to ensure
702 specific stimulation of the corticostriatal pathway. The duration of the stimulation current
703  pulses was constant and set at 0.2 ms. The intensity of the stimulation was adjusted for each
704  cell and set at the minimal value needed to evoke the largest eEPSC (from 600 to 1000 pA).
705  The slices were stimulated every 10 seconds. Evoked EPSCs were recorded successively at —70
706  mV,0mV and +40 mV to allow computation of the ratio between AMPA-R-mediated currents
707  and NMDA-R-mediated currents. The AMPA-R/NMDA-R ratio provides a sensitive measure
708  to detect differences in glutamatergic synaptic strength between two experimental groups(917).
709  AMPA-R-mediated EPSCs were obtained at a holding potential of =70 mV, where no NMDA-
710 R conductance was observed, due to the magnesium block. The sum of AMPA-R- and NMDA-
711  R-mediated EPSCs was evoked at a holding potential of +40 mV. In MSNs, AMPA-R-mediated
712 currents were pharmacologically isolated via the application of L689,560 (10 puM), a
713 noncompetitive NMDA-R antagonist, to the solution. The NMDA-R current was obtained via
714 off-line subtraction of the two traces. eEPSCs were digitized at a frequency of 10 kHz and
715  filtered online with a low-pass Bessel filter, using a cutoff frequency set at 3 kHz. Ten eEPSC
716  traces were averaged for each condition.

717

718  Statistical analyses

719

720  General statistical analyses. The results are plotted as the means + sems. The total number (n)
721  of observations in each group and the statistics used are indicated in the figure legends. Classical
722 comparisons between means were performed via parametric tests (Student’s t test or ANOVA
723 for comparing more than two groups when the parameters followed a normal distribution
724 (Shapiro test, P > 0.05) and nonparametric tests (here, Wilcoxon or Mann—Whitney tests) when
725  the distribution was skewed. Multiple comparisons were corrected via a sequentially rejective
726  multiple test procedure (Holm). Probability distributions were compared via the Kolmogorov—
727  Smirnov (KS) test, and proportions were evaluated via the chi-square test (%2). All the statistical
728  tests were two-sided. P > 0.05 was considered not to indicate statistical significance.

729

730  Archetypal analysis. Computations were performed via the ParTI routine in MATLAB (53).
731  Briefly, given an n X m matrix representing a multivariate dataset with n observations (n =
732 number of animals) and m attributes (here, m = 7, the 4 preferences, the number of trials, the
733 percentage of premature responses and the percentage of omissions), the archetypal analysis
734 finds the matrix Z of k multidimensional archetypes (k is the number of archetypes). k was
735  forced to be lower than m so that there cannot be more groups than dimensions. Z is obtained
736 by minimizing || X-a ZT | | 2, with a representing the coefficients of the archetypes (ai,1...k >
737 0and ) ail..k =1), and | |.||2 representing a matrix norm. The archetype is also a convex
738  combination of the data points Z = XTo, with 6 > 0, and their sum must be 1. The a coefficient
739  depicts the relative archetypal composition of a given observation. For k = 3 archetypes and an
740  observation i, ai,1; ai,2; ai,3 >0 and ai,1 + ai,2 + ai,3 = 1. A ternary plot can then be used to
741  visualize the data (ai,1; ai,2; ai,2) used to assign an individual behavior to its nearest archetype
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742 (i.e., k max(oi,1; ai,2; ai,3)). ai,j are also used as variables to estimate population archetypal
743 composition. The pure archetype corresponds to 1, the archetypal composition decreases
744  linearly with increasing distance from the archetype, and 0 corresponds to points on the opposite
745  side.

746

747  Reinforcement-learning model

748

749  Decision model. Decision-making models describe the probability Pi of choosing the next state
750 1 as a function (the “choice rule”) of a decision variable. We modeled decisions between the
751  four options with a “softmax” decision rule, defined by P; = e—B(sum(Va)/(1 +
752 exp(—B(sum(V7))), where B is an inverse temperature parameter reflecting the sensitivity of
753  choice to the difference of decision variables (values) Vi. A large B corresponds to exploitation,
754  i.e., choosing the option that seems the best thus far, whereas a small B corresponds to
755  exploration (at =0, all options are chosen equally).

756  Decision variable. The decision variable or value ' of an option is modeled as V=R + P + U,
757  i.e., the sum of the expected (average) reward, the expected punishment, and the expected
758  uncertainty (risk). The expected reward was given by R = p*(Number of Pellets)"(p), where p
759  is the probability that the choice is rewarded, and p is a model parameter of how the subjective
760  value of the option depends on the reward magnitude. A p value close to 1 corresponds to a
761  linear subjective value (the subjective value equals the reward size). A value of p smaller than
762 1 corresponds to reward saturation, e.g., the subjective value of 4 pellets is less than 4 times the
763  value of one pellet. The expected punishment depends on the opportunity cost of time 7c, i.e.,
764  the average reward to be lost if there is a time out: P = (1-p)*(TimeOut duration)™( 7) *Tc, where
765  T'scales the perception of the time-out duration. A 7" value close to 1 corresponds to a linear
766  perception of time, and a y smaller (larger) than 1 corresponds to underweighting (respectively,
767  overweighting) long durations. Risk corresponded to variance in the outcome,

768 V(X)= EX?) —-EX)?=pR*—-(1—-p)P?>—(pR— (1 —p)P)? ; scaled by the free
769  parameter ¢ (a negative ¢ corresponds to risk aversion, and a positive ¢ corresponds to risk
770  seeking).

771  Fitting the model. The free parameters of the model (B, p, 7, ¢) were fitted by maximizing the
772  data likelihood. Given a sequence of choices ¢ = cl...T, the data likelihood is the product of
773 their probability given by the softmax decision rule. We used the fmincon function in MATLAB
774  to perform the model fitting, with the constraints that § € ]0,10], ¢ € [-10,10] and Rs € ]0,2]
775  and Rp € ]0,2].

776  Generative properties of the model. To simulate the choice patterns for the different
777  archetypes, we simply displayed the choice probabilities (toward which a simulation would
778  converge at a large n) obtained for the average set of parameters fitted on the average of the
779  individuals assigned to an archetype.

780  Recovery analysis. Nanimals series of nuials choices were generated for a set of parameters (j3, p,
781 T, ¢) and then fitted with the above procedure to assess the quality of parameter recovery. In
782  Supp. Figure 2, we used systematic variations of one parameter with the others held constant
783  close to average fit from the data (Bo = 2, po=0.8, 7p=1, @o=—2), and Nanimals =20; Ngiats=50. For
784  Supp. Figure 5, we performed Nanimais =200 pairs of simulations, one under a control ngjais =50
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785  and one under CNO nuiais =20, each pair with the same set of parameters drawn from a normal
786  distribution around the average parameters fitted from the data (fo = 2, po=0.8, 7v=1, po=-2).
787  We then fitted the model parameters for each condition separately.

788  Model comparison. We used the Bayesian information criterion (twice the negative log
789  likelihood plus the number of parameters times the log of the number of trials) to test whether
790  simpler versions of the model could provide more parsimonious fits. We also displayed some
791  of the model parameter fits in simpler models with a divergence toward limit values to show
792  poorer fits.

793
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1071  FIGURE LEGENDS

1072

1073  Figure 1. Mice exhibited different but stable preferences in the gambling task. A. Task
1074  schema: upon initiating a trial by magazine entry, the mice had to choose. B. Preferences for
1075  the four options against days of training, showing that the mice learned the task and displayed
1076  a stable preference for the safe options. C. The preferences of all mice (all conditions)

1077  displayed substantial interindividual variability. D. The other behavioral measures in the

1078  gambling task (number of trials, proportions of premature responses, and omissions) also
1079  displayed substantial interindividual variability, suggesting different choice strategies. n.s. not
1080  significant; *** p<0.001.

1081

1082  Figure 2. Variability in mouse behavior is a continuum between archetypal strategies. A.
1083  Preference for the safe choice was correlated with the percentage of omissions. B. Archetypal
1084  analysis performed on 8 measures (number of trials, pellets obtained, % omission, %

1085  premature responses, and preferences for the 4 options) with n = 168 mice. Each point of the
1086  ternary plot represents the projection of an individual onto the two principal components
1087  (PCs) derived from the 8 measures. The apices of the polytope encompassing the data define
1088  the archetypal strategies (here, a triangle with 3 archetypes: Optimizers (O), Risk-averse (R),
1089  Explorers (E)). Individuals can be described as convex combinations of the 3 archetypes. C.
1090  Variability (in the 8 measures x 168 mice) explained as a function of the number of

1091  archetypes, showing that 3 archetypes constitute a parsimonious description of the data. D.
1092  The distance to archetypes (R apex) was highly correlated between consecutive days,

1093  suggesting that behavior in the task arose from stable cognitive profiles. E. Preferences from
1094  mice assigned to their closest archetype indicate that P1 (certain, small reward, short TO) was
1095  preferred by Risk-averse (R) mice, and that Optimizers (O) preferred P2 (larger, less certain
1096  reward, more advantageous relative to TO than P1), whereas Explorers (E) did not exhibit a
1097  preference. F. These choice strategies were associated with differences in other task

1098  measures: Risk-averse mice displayed fewer omissions, Optimizers earned more pellets and
1099  made fewer premature responses, and Explorers made more omissions and earned fewer

1100  pellets. *** p<0.001.

1101

1102 Figure 3. Archetypal behaviors arise from different decision-making strategies. A.

1103  Sketch of the computational model of decisions (“choice model”): Mice were assumed to
1104  assign a value to each of the four options (P1-P4) depending ons how much they positively
1105  valued a pellet (p parameter), how much they considered the time-outs to be punishing (7
1106  parameter), their attitude toward risk (i.e., toward outcome probabilities closer to 0.5, ¢

1107  parameter) and the precision in their decision process (“inverse temperature” 3 parameter). B.
1108  Bayesian Information Criterion (top, model likelihood penalized for model complexity) and
1109  proportion of animals best explained (middle) for different versions of the Reinforcement-
1110  Learning model (bottom), with the 4-parameters model showing smaller (i.e. better) BIC. C.
1111 Average preferences for the 4 options (P1-P4) for the different archetypes (O for Optimizers,
1112 R for Risk-averse, E for explorers) can be generated through different combinations of

1113 decision-making parameters (3, p, 7, and ¢). Opaque bars display the model fit and shaded
1114  bars display the experimental data. D. The choice model suggests that the strategies unraveled
1115 by the archetypal analysis arise from different sensitivities to task variables: mice were in the
1116  Risk-averse archetype if their sensitivity to punishment was higher and their attitude toward
1117  risk was more negative; Explorers mainly displayed lower 3 values (low precision, or high
1118  noise, in the decision process); and Optimizers exhibited higher sensitivity to reward and their
1119  attitude toward risk was neutral. *** p<0.001.

1120
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1121  Figure 4. DMS d-SPNs promote risk-seeking. A. Microscope fluorescence for control (top)
1122 and hM3Dq (bottom) individuals in D1-Cre mice injected in the dorsomedial striatum (DMS):
1123 DAPI (blue) indicates the nuclei, mCherry (red) indicates the transfected neurons and Fos
1124 (green) indicates the CNO-activated neurons. The arrowheads indicate hM3Dg-expressing
1125  neurons. B. Fos expression was significantly greater in the hM3Dq group than in the control
1126 group. Scale bar= 20 um. The graph represents the mean+SEM. C. Electrophysiological

1127 recordings after CNO treatment during the IGT. From left to right: the rheobase did not differ
1128  between control and hM3Dg-expressing mice after CNO treatment, but hM3Dg-expressing
1129  neurons had increased intrinsic excitability compared with controls. D. Differences in all
1130  preferences for the four options between CNO and baseline for mCherry controls and hM3Dq
1131 mice. E. CNO activation of DMS D1-expressing neurons transfected with hM3Dq decreased
1132 the preference for the safe options (P1+P2). F. CNO treatment did not affect performance
1133 (number of pellets divided by the number of trials). G. CNO treatment decreased the number
1134  of'trials and increased the percentage of omissions. H. Right: ternary plot showing the global
1135  effect of CNO on strategies, with each point (black, mCherry controls; pink, hM3Dq animals)
1136  representing an animal, with a connected line showing displacement in the ACP space from
1137  baseline to CNO. The larger arrows show the group averages (black, mCherry controls; pink,
1138  hM3Dq animals), with hM3Dq animals moving away from the R apex under CNO. Left: data
1139  split by archetypes indicate that the decrease in the safe choice was due mainly to an effect on
1140  Optimizers. I. Data fit by the choice model suggest that the decreased choice of the safe

1141  option reflects an increase in risk-seeking upon CNO treatment. n.s. not significant; * p<0.05.
1142 ** p<0.01; *** p<0.001; **** p<0.0001.

1143

1144  Figure S. DMS iSPNs favor large gains. A. Microscope fluorescence for control (top) and
1145  hM3Dq (bottom) individuals in A2A-Cre mice injected in the dorsomedial striatum (DMS):
1146 DAPI (blue) indicates the nuclei, mCherry (red) indicates the transfected neurons and Fos
1147  (green) indicates the CNO-activated neurons. The white arrowheads indicate hM3Dg-

1148  expressing neuronal somas. B. Fos expression was significantly greater in the hM3Dq group
1149  than in the control group. Scale bar= 20 pm. The graph represents the mean+=SEM. C. From
1150  left to right: the resting membrane potential, rheobase and AMPA/NMDA ratio did not differ
1151  between control and hM3Dg-expressing mice after CNO treatment, but hM3Dg-expressing
1152 neurons had increased intrinsic excitability compared with controls. C. Differences in all
1153 preferences for the four options between CNO and baseline for mCherry controls and hM3Dq
1154  mice. E. CNO treatment decreased performance in hM3Dq animals. F. CNO treatment also
1155  decreased the percentage of trials and increased the percentage of omissions. G. Left: ternary
1156  plot showing the global effect of CNO on strategies, with each point (black, mCherry

1157  controls; pink, hM3Dq animals) representing an animal receiving CNO treatment, with a
1158  connected line showing displacement in the ACP space from baseline to CNO. The larger
1159  arrows show the group averages (black, mCherry controls; pink, hM3Dq animals) with

1160  hM3Dq moving toward the E apex under CNO. Right: the data split by archetypes indicate
1161  the opposite effect of DMS A2A-expressing neurons on the safe choice of Optimizers

1162  compared to Risk-averse and Explorers. H. Data fit by the choice model suggest that the

1163  decreased choice of the safe option reflects a decrease in reward saturation upon CNO

1164  treatment. n.s. not significant; * p<0.05; ** p<0.01; *** p<0.001; **** p<(0.0001.

1165

1166  Figure 6. The NAc d- and i-SPNs affect mouse gambling, but less than their DMS

1167  counterparts. A. Microscope fluorescence for control (top) and hM3Dq (bottom) individuals
1168  in D1-Cre mice injected in the nucleus accumbens (NAc): DAPI (blue) indicates the nuclei,
1169  mCherry (red) indicates the transfected neurons and Fos (green) indicates the CNO-activated
1170  neurons. The white arrowheads indicate hM3Dg-expressing neuronal somas. B. Fos
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1171  expression was significantly greater in the hM3Dq group than in the control group. Scale bar=
1172 20 um. The graph represents the mean+SEM. C. From left to right: CNO treatment decreased
1173 the number of trials initiated, increased the percentage of omissions, and decreased the reward
1174  saturation parameter from the model fit. D. Ternary plot showing the global effect of CNO on
1175  strategies, with each point (black, mCherry controls; pink, hM3Dq animals) representing an
1176  animal, with a connected line showing displacement in the ACP space from baseline to CNO.
1177  The larger arrows show the group averages (black, mCherry controls; pink, hM3Dq animals)
1178  with hM3Dq moving toward the E apex under CNO. E,F. Same as A but for A2A-Cre mice
1179  injected in the NAc. G. CNO treatment decreased only the number of trials, but not the

1180  percentage of premature responses or the percentage of omissions. H. Ternary plot (same as D
1181  but for A2A-Cre mice injected in the NAc) with hM3Dq moving away from the O apex under
1182  CNO.

1183

1184  Figure 7. Dorsolateral i-SPN and d-SPN have no specific effects on mouse gambling task.
1185  A. Microscope fluorescence for control (top) and hM3Dq (bottom) individuals in D1-Cre
1186  mice injected in the dorsolateral striatum (DLS): DAPI (blue) indicates the nuclei, mCherry
1187  (red) indicates the transfected neurons and Fos (green) indicates the CNO-activated neurons.
1188  The white arrowheads indicate hM3Dg-expressing neuronal somas. B. Fos expression was
1189  significantly greater in the hM3Dq group than in the control group. Scale bar= 20 um. The
1190  graph represents the mean+SEM. C. CNO treatment did not affect the proportion of

1191  premature response (left), but increased the percentage of omissions (right). D. There was no
1192  difference in any preference for the four options between the CNO groups and the baseline
1193 groups for mCherry controls and hM3Dq DLS-injected D1-Cre mice. E, F. Same as A,B for
1194  A2A-DLS mice. G. CNO treatment decreased the proportion of premature response (left), and
1195 increased the percentage of omissions (right). H. There was no difference in any preference
1196  for the four options between the CNO groups and the baseline groups for mCherry controls
1197  and hM3Dq DLS-injected A2A-Cre mice. n.s. not significant; * p<0.05; ** p<0.01; ***

1198  p<0.001; **** p<0.0001.
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Direct and indirect striatal projecting neurons exert strategy-dependent effects on decision-
making
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Supplementary Figure 1. Other examples of correlations between behavioral measures. A.
Preference for the P2 choice was positively correlated with the number of trials (R = 0.2,
p=2.107). B. Preference for the P4 choice was positively correlated with % of omissions (R? =
0.2, p=1.10%). C. Preference for the P2 choice was negatively correlated with % of premature
responses (R? = 0.2, p=4.10"). (D) % of variance explained by the principal components. (E,F)
Apices corresponding to 2 archetypes (E) and 4 archetypes (F). G. Apices found when 10% of
the data was randomly removed. (H) Projection in the PC (15t and 2"Y) space of mice
according to the safe/not safe classical dichotomy. (1) Comparison of the % of explained
variance by archetypes (black, same as Fig. 2C) and by safe/not safe dichotomy (yellow). (J,K)
Correlation over days between distances (same as Fig. 2D) to the E (J) and O (K) apices.
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Supplementary Figure 2. Model comparisons. A. Distribution of fitted values for reward
saturation parameter in simple model versus the full model; showing that simpler versions
of the model fit the data with extreme, implausible values for the parameters (i.e. reward
saturation is expected to lie to close to 1 or slightly below 1). B. Parameter recovery: choices
were generated with multiple realization of a model with controlled parameter (“true”
parameters) and these choice patterns were fitted with the model (“fit” parameters).
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Supplementary Figure 3. Additional model results. A. Model parameters as a function of
archetypal compositions. B. Parameter stability was determined by comparing the
parameters fitted over the first 2 days of baseline compared to parameters fitted over the
last two days.
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Supplementary Figure 4. Initial targeting of three striatal regions (A-B DMS, C-D
NAc, and E-F DLS) in two mouse lines: Drd1-cre (A-C-E) and Adora2a-Cre (B-D-F),
using the control viruses AAV5-hSyn1-DIO-mCherry.
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Supplementary Figure 5. Additional measures and model for DMS-dSPN experiments.

A. The AMPA/NMDA ratio was not different between conditions. B. The resting membrane
potential was not different between conditions. C. Locomotion (back and forth movements
in the conditioning box) for (baseline, CNO) x (mCherry, hM3Dq) conditions show a specific
increase in locomotion following CNO on hM3Dgq animals. D. Ternary plot showing the global
effect of CNO on strategies split by archetypes, with each arrow showing group averages for
each archetype from h3MDq animals under CNO. E-H. Model parameters (explore/exploit;
reward saturation; time-out sensitivity; risk-seeking) for DREADD (hM3Dq) animals and
mCherry (mCh) controls, under baseline and CNO conditions. Only the risk-seeking was
significantly different in the (hM3Dg, CNO) condition.
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Supplementary Figure 6. Additional measures and model for DMS-iSPN experiments. A.
The the resting membrane potential (left) and the AMPA/NMDA ratio were not different
between conditions. B. Locomotion (back and forth movements in the conditioning box) for
(baseline, CNO) x (mCherry, hM3Dq) conditions show a specific decrease in locomotion
following CNO on hM3Dq animals. C. Simulations showing the effects of a decrease in the
number of trials on parameter recovery. Each dot depicts the parameter recovered from a
simulation under the control number of trials (n=50) against the parameter recovered from a
simulation under the h3Mdq number of trials. D. Model parameters (explore/exploit;
reward saturation; time-out sensitivity; risk-seeking) for DREADD (hM3Dq) animals and
mCherry (mCh) controls, under baseline and CNO conditions. Only the reward saturation
was significantly different in the (hM3Dgq, CNO) condition. E. Simulations of safe choices
(P1+P2, as measured in Fig. 5) at baseline (purple) and following a decrease in reward
saturation (increase in rho, red) depending on the risk seeking parameter (left); and data of
safe choices under CNO for animals in the DMS-iSPN experiment against their risk-sensitivity
parameter at baseline, showing a match with the model predictions (purple line, left).
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Supplementary Figure 7 Additional measures and model for NAc experiments. A. CNO
treatment decreased the performance in D1-NAc animals. B. Locomotion (back and forth
movements in the conditioning box) for (baseline, CNO) x (mCherry, hM3Dq) conditions
show a specific decrease in locomotion following CNO on A2A-NAc-hM3Dq animals. C. CNO
treatment did not affect the performance in A2A-NAc animals D. Locomotion (back and forth
movements in the conditioning box) for (baseline, CNO) x (mCherry, hM3Dq) conditions
show a specific increase in locomotion following CNO on D1-NAc-hM3Dq animals. E. Model
parameters (explore/exploit; reward saturation; time-out sensitivity; risk-seeking) for D1-
NAc - DREADD (hM3Dq) animals and mCherry (mCh) controls, under baseline and CNO
conditions. Only the risk-seeking was significantly different in the (hM3Dg, CNO) condition.
F. Model parameters (explore/exploit; reward saturation; time-out sensitivity; risk-seeking)
for A2A-NAc - DREADD (hM3Dgq) animals and mCherry (mCh) controls, under baseline and
CNO conditions, with no significant effect of CNO.
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Supplementary Figure 8. Model fits and behavioral measures for DLS animals. A model
parameters (from left to right : explore/exploit ; reward saturation; time-out sensitivity; risk-
seeking) and B behavioral measures (from left to right : number of trials, % of omissions, %
of premature responses, and locomotion) for A2A-DLS (hM3Dq) animals and mCherry (mCh)
controls, under baseline and CNO conditions. CNO only affected % of omissions (F1,18=5.32,
p = 0.03; T(10) = -5.63, p = 2.10%), % of premature responses (F(1,18=6.89, p = 0.02; T(10) = 2.76,
p =0.02) and locomotion (F(1,18=6.63, p = 0.02; T(10) = -4.21, p = 0.002) in A2A-DLS-hM3Dq
animals. (C,D) same for D1-DLS animals. CNO only affected % of omissions (F(1,17=12.73, p =
0.02; Tis) =-3.94, p = 0.04).
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DMS

DLS

NAc

A2A
hm3Dq mCherry
controls
31.1% 1.1% (SD=0.9,
(SD=16.4, n=6) | n=6)
35.7% (SD= 3.6% (SD=4.8,
23.1, n=6) n=6)
48.2% (SD= 7.3% (SD=8.4,
17.2, n=7) n=6)

hm3Dq

64.4%
(SD=17.8, n=9)
43.9% (SD=9.2,
n=8)

66.1%
(SD=16.9%,
n=7)

Table 1. Quantification of % of cFos-positive cells among mCherry positive cells.
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D1

mCherry
controls
13.3% (SD=7.2,
n=9)
2.5% (SD=5,
n=8)
13.9%
(SD=15.9, n=7)
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