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Abstract: Driver distraction detection not only helps to improve road safety and prevent traffic
accidents, but also promotes the development of intelligent transportation systems, which is of great
significance for creating a safer and more efficient transportation environment. Since deep learning
algorithms have very strong feature learning abilities, more and more deep learning-based driver
distraction detection methods have emerged in recent years. However, the majority of existing deep
learning-based methods are optimized only through the constraint of classification loss, making it
difficult to obtain features with high discrimination, so the performance of these methods is very
limited. In this paper, to improve the discrimination between features of different classes of samples,
we propose a high-discrimination feature learning strategy and design a driver distraction detection
model based on Swin Transformer and the highly discriminative feature learning strategy (ST-HDFL).
Firstly, the features of input samples are extracted through the powerful feature learning ability of
Swin Transformer. Then, the intra-class distance of samples of the same class in the feature space is
reduced through the constraint of sample center distance loss (SC loss), and the inter-class distance of
samples of different classes is increased through the center vector shift strategy, which can greatly
improve the discrimination of different class samples in the feature space. Finally, we have conducted
extensive experiments on two publicly available datasets, AUC-DD and State-Farm, to demonstrate
the effectiveness of the proposed method. The experimental results show that our method can achieve
better performance than many state-of-the-art methods, such as Drive-Net, MobileVGG, Vanilla CNN,
and so on.

Keywords: Swin Transformer; driver distraction detection; SC loss; center vector shift; discriminative
feature learning

1. Introduction

In the increasingly congested and complex road environment, the frequency of traffic
accidents and concerns about road safety are constantly escalating. During the driving
process, drivers often engage in distraction behaviors such as making phone calls, drinking
water, eating, and talking to passengers. These distraction behaviors will lead to slower
reaction speed, decreased attention, and decreased perception of the environment, thereby
increasing the probability of traffic accidents. Therefore, drivers’ distraction often consti-
tutes a major contributing factor to traffic accidents [1]. As a response to enhancing road
safety and mitigating accidents, research focused on the detection of drivers’ distraction
behaviors has garnered significant attention [2]. The research in driver distraction detec-
tion aims to develop advanced technological approaches that can monitor and identify
deviations from normal driver behavior, enabling timely alerts or warnings to drivers and
reducing potential traffic safety risks. This research holds paramount significance in the
realms of accident prevention, elevated road safety, and the safeguarding of passengers,
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pedestrians, and drivers [3]. Moreover, through rigorous data analysis, we can gain a
deeper understanding of driver behavior patterns, accident causes, and trends, providing
strong support for improving traffic safety policies and driver training. In general, driver
distraction detection is of great significance for improving road safety, preventing traffic
accidents, and promoting the development of intelligent transportation systems [4]. By
reducing driver distraction, we can create a safer, more efficient, and sustainable road
transportation environment [5].

Intelligent driving is a driving paradigm that integrates advanced technologies such
as artificial intelligence, machine learning, sensor systems, and connectivity to enhance
the safety, efficiency, and autonomy of vehicles. It aims to improve the driving experi-
ence and reduce human intervention in various aspects of vehicle operation [6]. Driver
distraction detection is one of the most important research topics in the field of intelligent
driving. In the early stages, researchers have proposed many driver distraction detection
methods based on traditional machine learning algorithms to improve road safety [7,8].
These methods are usually trained based on distracted and normal driving behavior data
samples, and then use the learned patterns to detect and classify the distraction behavior.
These methods usually have good interpretability and can reveal key features that lead to
abnormal judgments [9]. Moreover, these methods usually do not require a large amount
of data for training, so they are better suited for situations with very limited training data.
However, there are also some shortcomings of these traditional machine learning-based
driver distraction detection methods. Firstly, the feature selection and extraction process of
these methods is relatively difficult, requiring domain expertise, and it is difficult for these
methods to fully capture the driver’s behavior patterns. In addition, these methods have
insufficient generalization performance when dealing with complex and ever-changing
driving environments, making it difficult to adapt to complex situations that have not been
seen during the training process.

Although traditional machine learning-based methods have certain advantages in
driver distraction detection tasks, they also have some limitations in complex scenar-
ios and higher accuracy requirements. With the development of deep learning, many
methods based on deep neural networks are constantly emerging to overcome these limi-
tations [10-12]. These deep learning-based methods utilize the powerful feature learning
ability of deep neural networks to automatically learn higher-level and abstract feature
representations from training data to achieve driver distraction detection with high ac-
curacy. The method based on deep learning can perform end-to-end learning, from raw
data to final distraction behavior classification, reducing the need for feature engineering.
Moreover, these methods have strong generalization ability and can be applied to various
driving scenarios. The application of deep learning methods has greatly promoted the
development of the field of driver distraction detection.

These deep learning methods can achieve good performance in driver distraction
detection [13]. However, there are still some limitations in these methods. On the one
hand, most methods mainly achieve classification through the constraint of cross entropy
loss. However, cross entropy loss can only obtain a classification hyperplane that separates
samples of different categories, and cannot obtain features with high discrimination [14].
Therefore, the classification accuracy of these methods is difficult to further improve. How
to learn features with high discrimination and further improve classification accuracy is a
very important challenge currently faced [15]. In addition, the computational complexity
of deep learning models is relatively high, requiring a large amount of training data [16].
However, the current dataset in the field of driver distraction detection has a very limited
amount of data, making it prone to severe overfitting during the training process. How to
overcome overfitting is another important challenge of deep learning-based methods.

To address the aforementioned issues, in this paper, we propose a driver distraction
detection method based on Swin Transformer and a highly discriminative feature learning
strategy (ST-HDFL). Due to the large receptive field and powerful feature learning abilities
of Swin Transformer, it has achieved performance beyond CNN in many studies [17-19].
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Therefore, the Swin Transformer is adopted for feature extraction in this paper. However,
it is difficult to obtain features with high discrimination only through the constraint of
classification loss. Therefore, inspired by [14], a highly discriminative feature learning
strategy is proposed in this paper, which includes the constraint of sample and center
distance loss (SC loss) and the center vector shift process. Firstly, we initialize a center
vector for each class of samples, then reduce the intra-class distance of the same class
of samples by minimizing the distance between samples and their corresponding center
vectors in the feature space, and improve the inter-class distance of samples of different
classes through the center vector shift process. In addition, due to the limited amount of
data in existing public datasets related to driver distraction detection, the data augmentation
method based on image transformation is adopted to alleviate the overfitting problem.
Different from other driver distraction detection methods, our method adopt the powerful
feature learning ability of Swin Transformer for feature extraction from the input images,
and further improves the discrimination of different class samples in the feature space
through the constraint of SC loss and center vector shift strategy, thereby improving the
accuracy of driver distraction detection. To evaluate the effectiveness of the proposed
driver distraction detection method based on the ST-HDFL model, we have conducted a
large number of experiments on the public datasets.
The contributions of this paper are summarized as follows:

1. Due to the powerful image feature learning ability of Swin Transformer, it is intro-
duced to extract more representative features from the input images in this paper.

2. Anovel highly discriminative feature learning strategy based on SC loss and center
vector shift process is proposed in this paper.

3. To evaluate the effectiveness of the proposed driver distraction detection method,
extensive experiments have been conducted on the famous public driver distraction
detection datasets (AUC-DDD and State-Farm) in this paper.

The rest of this paper is structured as follows. In Section 2, we reviewed the related
works. Section 3 provides a detailed introduction to the proposed driver distraction
detection method based on the ST-HDFL model. The experimental dataset, data processing
methods, and specific implementation details are introduced in Section 4. Then, the
experimental results are processed and analyzed in Section 5. Finally, the research of this
paper is summarized and reviewed in Section 6.

2. Related Works
2.1. Driver Distraction Detection Methods

As an important research topic in the field of intelligent driving, driver distraction
detection has been widely studied (as shown in Table 1). At first, researchers proposed
some methods for detecting driver distraction based on artificial features and machine
learning algorithms. For example, support vector machine (SVM) was applied to develop
a real-time driver cognitive distraction approach according to drivers’ eye movements
and their driving performance data in research [20]; in order to estimate the workload of
the driver, Zhang et al. [21] proposed a data-driven method based on the decision tree
classifier and demonstrated the effectiveness of the method. In [22], Liang et al. developed
a driver distraction detection method by combining the dynamic Bayesian network (DBN)
and supervised clustering through the analysis of eye movement and driving performance
measures of drivers. The training process of these methods was relatively simple, with
low requirements for data volume and computing equipment. They were suitable for
the situations with limited training data. However, the feature learning ability of the
above-mentioned methods is very weak, and the classification ability of the classifier
is also very limited. Therefore, the accuracy of these methods is not high enough, and
their generalization ability for different scenarios is poor, which cannot meet the needs of
practical applications.

Because of the strong feature learning ability and excellent generalization ability, deep
neural networks can overcome the shortcomings of traditional machine learning methods
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and have become more and more popular [16,23,24]. Convolutional neural networks excel
at learning high-level abstract features from images, so researchers have proposed a large
number of driver distraction detection methods based on convolutional neural networks.
For example, Annu Dhiman et al. [25] conducted some comparative analysis of a CNN
model with machine learning algorithm and proposed a CNN model that outperforms over
VGG16, ResNet50, and logistic regression in the driver distraction detection tasks; to reduce
traffic accidents and prevent human lives and property from being damaged, Taimoor
Khan et al. [26] developed a convolutional neural network (CNN)-based technique with the
integration of a channel attention (CA) mechanism for efficient and effective detection of
driver behavior; in [2], the authors proposed a novel lightweight model called multi-stream
deep fusion network, which combined transferable CNN features with the high-level
semantic feature for the efficient recognition of the driver’s state.

Table 1. The related works of driver distraction detection.

References Description Methods

Develop a real-time driver cognitive distraction approach
[20] according to drivers’ eye movements and their SVM
driving performance
Propose a data-driven method based on the decision
tree classifier

Develop a driver distraction detection method by combining

[22] the dynamic Bayesian network (DBN) and DBN
supervised clustering

Propose a CNN model that outperforms VGG16, ResNet50,
and logistic regression

Develop a convolutional neural network (CNN)-based
[26] technique with the integration of a channel attention CNN
(CA) mechanism
Propose a novel lightweight model called multi-stream deep
fusion network

[21] Decision tree

CNN

[25]

[2] CNN

However, the receptive field size of convolutional neural networks is determined by
the number and layers of convolutional kernels, and these convolutional neural network-
based methods may be limited in capturing features of different scales. The Transformers
that have emerged in recent years not only have large receptive fields, but also have power-
ful feature learning abilities. Therefore, we conduct some exploration on the Transformer-
based driver distraction detection method in this paper.

2.2. Research Related to Swin Transformer

Transformer was first proposed by Vaswani et al. in 2017 [27]. It introduced the
self-attention mechanism that could effectively capture the dependency relationships
between different positions in the input sequence. It was initially widely applied in the
field of natural language processing and achieved performance due to other models. The
success of Transformer has inspired researchers to explore the application of attention
mechanisms in other fields. Due to the local and global relationships of natural images,
Dosovitskiy et al. [28] explored the application of transformer to computer vision tasks
and proposed the Vision Transformer (ViT) model in 2020. It is renowned for its pure
Transformer architecture and has achieved gratifying results in visual tasks [29].

With the proposal of ViT, researchers began to explore the application of Transformer
ideas to various computer vision tasks, such as image classification, object detection, im-
age segmentation, and image generation. In addition, various improvements have been
made to ViT, including adjusting attention mechanisms, adding multi-scale inputs, etc.,
to achieve better performance on different tasks. Initially, ViT was mainly applied to
image classification tasks. By dividing the image into image blocks and converting the
blocks into vector sequences, and then using the self-attention mechanism to capture the
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relationships between image blocks, ViT has shown comparable or even superior perfor-
mance in image classification competitions compared to traditional convolutional neural
networks (CNNs) [30,31]. The ViT model has also been attempted for target detection tasks.
Researchers applied ViT to the field of object detection by dividing the image into grids and
treating each grid as an image block, and then using ViT for object detection. This enables
ViT to achieve certain success in target detection tasks [32,33]. Some researchers have also
explored the application of ViT to image segmentation tasks [34]. By dividing the image
into image blocks and using the ViT model on each block, the image can be segmented
into different regions for identifying and locating different objects in the image. The ViT
model has also been attempted for image generation tasks, such as image generation [35]
and super-resolution reconstruction [36]. By training the ViT model to generate different
parts of the image, the task of image generation can be achieved.

Although Vision Transformer has strong feature learning ability and broad application
prospects, it still has some drawbacks. Firstly, the computational complexity of Vision
Transformer is positively correlated with the square of the image size, which makes it
difficult to process larger images. In addition, the Vision Transformer is not suitable for
tasks where the input image has variable scales. In response to these shortcomings of Vision
Transformer, Microsoft researchers have proposed Swin Transformer [37], which is one of
the most exciting research developments after the original Vision Transformer. Similar to
ViT, Swin Transformer is also widely used for image classification, object detection, image
segmentation, and image generation. And it has achieved better performance than the
original ViT in many tasks. To make full use of the powerful feature learning abilities of
Swin Transformer, we attempt to introduce it into the task of driver distraction detection.
Furthermore, we have creatively proposed a highly discriminative feature learning strategy
on the basis of Swin Transformer, which is a novel approach to improve the accuracy of
driver distraction detection. The research in this paper is beneficial for further improving
the accuracy of driving distraction detection, and is of great significance for improving the
safety and intelligence level of transportation systems.

3. Methodology

In this paper, we propose a driver distraction detection method based on the ST-HDFL
model. The algorithm framework of the ST-HDFL is shown in Figure 1. Firstly, the input
image is divided into multiple small patches. Then, each patch is mapped into a feature
vector through the linear embedding module. Next, the position bias is added to each
feature vector based on the position of each patch in the input image. Then, the Swin
Transformer encoder is used to extract features from the feature vector sequence after
position encoding. Finally, a fully connected classifier is employed to classify the obtained
feature vectors. Before the training process, a center vector is initialized for each class of
samples. During the training process, in addition to the constraint of classification loss, we
also added the constraint of SC loss to reduce the intra-class distance between the same
class of samples. And during each training process, the center vectors are updated through
the center vector shift strategy to increase the inter-class distance of different classes of
samples in the feature space. In this section, we will provide a detailed introduction to
feature extraction through Swin Transformer and the highly discriminative feature learning
strategy, respectively.
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Figure 1. The algorithm framework of the proposed driver distraction detection method based on the
ST-HDFL model.

3.1. Feature Extraction through Swin Transformer

Swin Transformer is a deep learning model based on Transformer, which has excellent
performance in visual tasks. The overall architecture of the tiny version of Swin Trans-
former is shown in Figure 2. Different from Vision Transformer, Swin Transformer has the
advantages of high accuracy and computational efficiency, and has been used as the back-
bone of many visual model architectures. Swin Transformer introduces two key concepts
to solve the problems faced by the original Vision Transformer: hierarchical feature maps
and shifted window attention.

(1) Hierarchical feature maps

The first significant difference from Vision Transformer is that Swin Transformer con-
structs hierarchical feature maps by gradually merging and downsampling, which allows
it to better learn features at different scales. And the non-convolutional downsampling
technique patch merging is used in Swin Transformer, which can effectively reduce the
dimension of the feature map and reduce the computational complexity.

(2) Shifted window attention

The standard MSA used in Vision Transformer performs global self-attention, and the
weight relationship between patches is calculated for all other patches. This leads to the
squared complexity of the number of patches, making them unsuitable for high-resolution
images. To address this issue, Swin Transformer used a window-based MSA method. A
window is just a set of patches, and attention calculation is only performed within each
window. Due to the fixed window size throughout the entire network, the complexity of
window-based MSA is linearly related to the number of patches, which is a significant
improvement over the standard MSA squared complexity.

However, window-based MSA has a significant drawback, which limits self-attention
to each window and limits the ability of the network model. To address this issue, Swin
Transformer used the shifted window MSA (SW-MSA) module after the W-MSA module.
After the shifted operation, a window may consist of non-adjacent patches from the original
feature map, so a mask was used in the calculation to limit self-attention to adjacent patches.
This shifted window method introduces important cross-connections between windows,
which has been proven to improve network performance.

The Swin Transformer replaces the multi-head self-attention (MSA) module of Vision
Transformer with window MSA (W-MSA) and shifted window MSA (SW-MSA). The
structure of the Swin Transformer block is shown in Figure 2. Each Swin Transformer block
consists of two subunits, and each of them consists of a normalization layer, an attention
module, followed by another normalization layer and an MLP layer. The first subunit uses
the W-MSA module, while the second subunit uses the SW-MSA module. The calculation
process for each Swin Transformer block is as follows:
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where F_1q, ﬁl/ , Fl, , B, and F; denote the intermediate results of the calculation pro-
cess, respectively.
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Figure 2. The architecture of the tiny version of Swin Transformer.

Compared with convolutional neural networks, Transformer has the advantages of a
large receptive field and high computational efficiency, and has a very broad application
prospect in the future. Moreover, in computer vision tasks, Swin Transformer has made
some optimizations and improvements on the basis of Vision Transformer, and the feature
learning ability and computing efficiency have been significantly improved. Therefore,
Swin Transformer is adopted for feature extraction from the input image in the driver
distraction detection method proposed in this paper. Firstly, the input images (x) are
split into some non-overlapping patches through a patch splitting module. Then, a linear
embedding layer is applied to project each patch to a vector Ti(i = 1,2,...,N), which
is treated as a token. Next, in order to fully utilize the relative positional relationship
information between different patches, a relative position bias is added to each token
as follows:

Fy=[T0;T1;T2;------ ;TN] + [PO; P1;P2;------ ; PN] (5)

where T0 is class token, and Pi(i = 0,2,...,N) denotes the position bias of each token.
Finally, several Swin Transformer blocks are applied for feature learning from all the tokens
(as shown in Figure 1), and the class token of Fj is taken as the feature vector f,, where k is
the number of Swin Transformer blocks.

3.2. Highly Discriminative Feature Learning Strategy

Optimizing the classification model solely by minimizing classification loss can only
obtain a classification hyperplane to divide the input samples into different categories, and
cannot obtain features with high discrimination. Therefore, the classification performance
is limited. To further improve the accuracy of the proposed driver distraction detection
model, a highly discriminative feature learning strategy is proposed in this paper, which
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includes the center vector initialization process, the constraint of SC loss, and the center
vector shift process.

(1) Center vector initialization process.

Before the training process, a center vector needs to be randomly initialized for each
class of samples. During the initialization process, the number of center vectors is the same
as the number of sample categories in the experimental datasets, and the dimensions of
each center vector are consistent with the feature vectors extracted by Swin Transformer.

(2) The constraint of SC loss.

In order to reduce the intra-class distance between the same classes of samples in the
feature space, the constraint of SC loss is introduced into the proposed ST-HDFL model.
The SC loss is the average distance between the feature vectors and their corresponding
center vectors. During the training process, we promote the aggregation of the same class
of samples to their corresponding center vectors through minimizing the SC loss (as shown
in Figure 3a), which can greatly reduce the intra-class distance of samples of the same class
in the feature space. The calculation formula of SC loss is as follows:

=gl -al, 0

where f! denotes the feature vector of the i-th sample in the t-th iteration; B denotes the
number of samples in a batch; y; is the label of the i-th sample in the training batch; C;l_
represents the central vector of the y;-th class of samples during the ¢-th iteration.

oA
Ci <
|
!

P
Xg f:z G Clt+1¢ & Czt+1A

(a) The constraint of SC loss (b) The center vector shift process

Figure 3. The schematic diagram of the highly discriminative feature learning strategy. In (a),
the yellow hexagons represent the feature vectors of one class of samples, and the green hexagon
represents the corresponding center vector of this class of samples; in (b), Cen! is the average vector
of all central vectors during the t-th iteration; C! and Cf*l are the central vectors of samples with the
label of i before and after the central vector shift process in the ¢-th iteration.

(8) Center vector shift process.

Although the constraint of SC loss can promote each class of samples to cluster near
the corresponding center vector, due to the insufficient distance between different center
vectors, the discrimination among different classes of samples is usually not obvious. To
improve the inter-class distance of different classes of samples in the feature space, the
center vector shift process is adopted to the proposed ST-HDFL model. During the center
vector shift process, we need to calculate the average vector Cen of all center vectors at

first, then let each center vector shift along the direction of Cen, ¢ by a certain step size (as
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shown in Figure 3b). The mathematical formula of the central vector shift process can be
described as

1 &
Cen' = _ 2 C! @)
izl
b ¢
Cf“Cf—i—a-(;ylé:t) ®)
! 2

where Cen' is the average vector of all central vectors during the t-th iteration; n, is the
number of sample categories in the experimental datasets; « is the step size of the central
vector shift process; Cf and Cf“ are the central vectors of samples with the label of i before
and after the central vector shift process in the t-th iteration, respectively.

4. Experimental Datasets and Experiment Setup
4.1. Experimental Datasets

(1) AUC-DDD dataset

AUC Distracted Driver Detection (AUC-DDD) dataset is one of the most famous driver
distraction datasets; it was created by Abouelnaga et al. [38] at the American University in
Cairo. There are a total of 17,308 images of 31 participants from seven different countries in
this dataset; these images were randomly split into the training set (including 12,977 images)
and validation set (including 4331 images). All samples in this dataset were collected on
real vehicles. In order to ensure safety, the vehicles were parked in a safe area along the
road during the data collection process. And the size of each image in this dataset was
1920 x 1080. Some samples of this dataset are shown in Figure 4a. All samples in this
dataset are divided into 10 classes: safe driving, talking on the phone with the left or right
hand, texting with the left or right hand, eating or drinking, reaching behind, fixing hair
and makeup, adjusting the radio, and talking to passengers.

(2) State-Farm dataset

The State Farm Distracted Driver Detection (State-Farm) dataset, provided by the
Kaggle competition, includes 22,424 labeled images and 79,726 unlabeled images. All
the labeled images are divided into 10 classes, and the classification of these samples is
the same as that of the AUC dataset. The size of all sample images in this dataset was
640 x 480. Similar to the AUC-DDD dataset, all samples in this dataset were collected
from real vehicles parked in safe areas along the road. In the experiments of this paper, we
randomly select 80% of samples as the training set, and the remaining 20% of samples are
taken as the test set. Some labeled samples of this dataset are shown in Figure 4b.

(b) State-Farm Dataset

Figure 4. Some samples of the experimental datasets.
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4.2. Data Augmentation Based on Image Transformation

To alleviate overfitting, inspired by [23], some data augmentation methods based
on image transformation are adopted in this paper to obtain more training data. Firstly,
all samples are resized to 250 x 250, then we select (125, 125), (112, 112), (112, 138), (138,
112), (138, 138) as the central points, respectively, and crop out the patches with the size of
224 x 224 from each sample. Some cropped images obtained from one sample are shown
in Figure 5a. Next, the cropped images are rotated by —15°, —10°, —5°, 0°, 5°, 10°, and 15°,
respectively. Some images rotated from one cropped image are shown in Figure 5b. After
data augmentation, the training sets of each experimental dataset are 35 times (35=5 x 7)
larger than the original one.

(b) Images rotated from the same sample

Figure 5. Some examples of data augmentation based on image transformation.

4.3. Implementation Details

Due to the limited amount of data in the experimental data, in order to overcome
the overfitting problem, we selected the tiny version of Swin Transformer with the least
number of parameters in our experiment, and loaded the official pre training model before
the training process. During the training process, the learning rate of model optimization is
an important parameter that affects the performance of the model. So, some experiments
are conducted for learning rate selection on the AUC-DDD dataset, and the experimental
results are shown in Figure 6a. According to the figure, the learning rate is set as Ir = 0.00005
in the following experiments of this paper. In addition, the step size of the center vector
shift process is a very important parameter for the highly discriminative feature learning
strategy. To find an appropriate step size for the center vector shift process, we conduct
some experiments on the AUC dataset with multiple different step sizes. According to
the experimental results (as shown in Figure 6b), the step size of the center vector shift
process is set as & = 0.0005 in the following experiments. The Adam optimizer is selected
to optimize the proposed model, and the parameters of the optimizer are set as 81 = 0.9
and Bz = 0.999. Moreover, the batch size is set to 24, and the weight of SC loss in the full
objective function is set as A = 0.95. After training for 50 epochs, the network can converge
well, and the experimental results in this paper are all obtained by training for 50 epochs.
In order to speed up the training process, the proposed mode is implemented with PyTorch
on the platform with two Nvidia GeForce RTX 3090 graphic cards.
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Figure 6. The results of some key parameter selection experiments on the AUC-DDD dataset.

5. Experimental Results

In order to demonstrate the effectiveness of data augmentation and the driver dis-
traction detection method based on the ST-HDFL model proposed in this paper, a large
number of experiments were conducted on the AUC-DDD dataset and State-Farm dataset,
respectively. And all the experimental results are processed and analyzed in this section.

5.1. Evaluation of the Highly Discriminative Feature Learning Strategy

In this paper, we propose a highly discriminative feature learning strategy that reduces
the intra-class distance of samples of the same class in the feature space through the SC loss
constraint, and improves the inter-class distance of samples of different classes through the
center vector shift process. In this section, we have conducted some experiments to demon-
strate that this strategy can improve the discrimination of different class samples in the
feature space and improve the accuracy of the proposed driver distraction detection model.

To evaluate the effectiveness of the SC loss constraint and center vector shift process of
the proposed highly discriminative feature learning strategy, some contrast experiments are
conducted on the AUC-DDD dataset. Firstly, we conduct the experiment without adopting
the SC loss and center vector shift process, and take it as the SC-Exp. Then, we introduce
the SC loss on the basis of the SC-Exp and take it as Shift-Exp. Next, the experiment
introducing the center vector shift process on the basis of the Shift-Exp is the experiment
of our method. To better reflect the differences between these experimental results, we
have conducted 10 runs for SC-Exp, Shift-Exp, and our method, respectively. And the
accuracy and average accuracy of these 10 runs are shown in Table 2. Additionally, we
performed paired T-tests on the experimental results between SC-Exp and Shift-Exp, as
well as between Shift-Exp and our method, and the results are shown in Table 3. According
to Tables 2 and 3, the experimental results of Shift-Exp are significantly better than those of
SC-Exp, which proves that the constraint of SC loss is beneficial for improving the accuracy
of the proposed model. Although the variance of 10 runs slightly increases after introducing
the center vector shift process on the basis of Shift-Exp, the average accuracy of our method
is higher than that of Shift-Exp and there is a significant difference between the results of
our method and Shift-Exp (as shown in the two tables), which confirms the effectiveness of
the center vector shift process.
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Table 2. Results of the highly discriminative feature learning strategy evaluation experiments. In this
table, bold data represent the best values, while underlined data represent second-best values.

Exps 1 2 3 4 5 6 7 8 9 10 Aver Acc T STD |
SC-Exp 94.26 94.87 94.96 95.27 95.13 9491 94.79 94.95 94.89 94.78 94.881 0.264
Shift-Exp 95.21 95.17 95.45 94.96 95.39 95.27 95.63 95.46 95.32 95.43 95.329 0.187
Our method 95.33 95.62 95.78 95.81 95.63 95.21 95.97 95.75 95.63 95.58 95.631 0.224

Table 3. The paired T-test results based on Table 1.

Paired T-test Shift-Exp vs. SC-Exp

p-value 11 (0.000367)
Note: ~nonsignificant, * (p < 0.05), ** (p < 0.01), T (p < 0.005), 1 (p < 0.001).

Our method vs. Shift-Exp
1 (0.00429)

To further demonstrate that the constraint of SC loss can make the same class of
samples gather more tightly in the feature space, and that the center vector shift strategy can
increase the distance of different classes of samples, we separately map the feature vectors
of all samples obtained from SC-Exp, Shift-Exp, and our method to a two-dimensional
plane through the T-SNE algorithm [39] (as shown in Figure 7). In the SC-Exp, the model
is optimized only relying on the constraint of classification loss. Although the features
of different classes of samples tend to converge to the same region, the discrimination
of different classes of samples in the feature space is not significant enough (as shown
in Figure 7a). It can be seen from Figure 7b that after introducing the constraint of SC
loss, samples of the same class gather more closely in the feature space. The results prove
that SC loss can effectively reduce the distance between samples of the same class in the
feature space. However, there are still some overlapping areas in the feature space for
samples of different classes (as shown in Figure 7b). After introducing the center vector shift
process, the distance between samples of different classes in the feature space significantly
increases (as shown in Figure 7c), which demonstrates that the center vector shift process
can effectively improve the discrimination of different classes of samples. After sufficient
training, the method proposed in this paper can extract features with high discrimination;
therefore, it can achieve very excellent performance in driver distraction detection tasks.
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Figure 7. The feature distribution of the highly discriminative feature learning strategy evalua-

tion experiments.

Due to the proposal of hierarchical feature maps and shifted window attention, Swin
Transformer not only has high computational efficiency but also can fully learn multi-scale
features, so it has quite excellent feature learning ability. To demonstrate its superiority
in feature learning, some comparison experiments between Swin Transformer and five
famous classification models, AlexNet [40], VGG [41], ResNet [42], MobileNet [43], and
ViT [28], respectively, were conducted. To alleviate the over-fitting problem, the official
pre-training model is loaded before the model training process, and then we fine-tune
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each model on the AUC-DDD dataset, respectively. All the experimental results are shown
in Figure 8. According to the figure, the precision, recall, F1 score, and accuracy of Swin
Transformer are better than those of all the classical models involved in the comparison,

which proves that Swin Transformer has better feature learning ability than other classical
models in the driver distraction detection task.

[ AlexNet [ VGGl6 [ MobileNet I Resnet50 3 it [ SwinTransformer

95.61

94.39 93.41

Precision Recall Fl-score Accuracy

Figure 8. The experimental result comparison between our ST-HDFL model and five famous classifi-
cation models on the AUC-DDD dataset.

5.2. Comparison Experiments on the Public Datasets

To further evaluate the performance of our method, we have conducted some experi-
ments on two public driver distraction detection datasets AUC-DDD and State-Farm, and
compare the experimental results of our method and other state-of-the-art methods, as
shown in Tables 4 and 5, respectively. It can be seen from Table 4 that the accuracy of the
proposed ST-HDFL-based method is higher than that of all the state-of-the-art methods
involved in the comparison on the AUC-DDD dataset. Moreover, according to Table 5, our
method can also achieve better performance than all the state-of-the-art methods participat-
ing in the comparison except for D-HCNN [44] and CAT-CapsNet [45] on the State-Farm
dataset. Overall, compared to the current state-of-the-art methods, our method can achieve
very excellent performance on both the AUC-DDD dataset and State-Farm dataset.

Table 4. The comparison of experimental results between the proposed ST-HDFL model and some
state-of-the-art methods on the AUC-DDD dataset.

Experiments Accuracy (%)
ADNet [46] 90.22
BiRSwinT [47] 92.25
NasNet Mobile [48] 94.69
FRNet [49] 94.74
MobileVGG [12] 95.25
D-HCNN [44] 95.59
ST-HDFL (ours) 95.66

Table 5. The comparison of experimental results between the proposed ST-HDFL model and some
state-of-the-art methods on the State-Farm dataset.

Experiments Accuracy (%)
VGG16 + VGG-GAP [50] 92.60
Drive-Net [51] 95.00
HCEF [52] 96.74
Vanilla CNN [53] 97.05
D-HCNN [44] 99.86
CAT-CapsNet [45] 99.88

ST-HDFL (ours) 99.73
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5.3. Discussion

The two experimental datasets, AUC-DDD and State-Farm, adopted in our study both
consist of 10 classes of samples. To further explore the classification performance of the
proposed model on these ten class samples, we have drawn the confusion matrix of the
experimental results on the two experimental datasets (as shown in Figure 9). According
to the figure, the proposed ST-HDFL model exhibits relatively uniform classification ac-
curacy across the ten classes, and the accuracy of each class is above 90%, which further
demonstrates the excellent classification performance of our method.
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Figure 9. The confusion matrices of the experimental results on AUC-DDD dataset and State-
Farm dataset. In the figure, cO ¢9 represent safe driving, talking on the phone with the left hand,
talking on the phone with the right hand, texting with the left hand, texting with the right hand,
eating or drinking, reaching behind, fixing hair and makeup, adjusting the radio, and talking to
passengers, respectively.

Although the proposed model ST-HDFL can achieve very excellent performance
on the driver distraction detection task, there are also some limitations of this method.
Firstly, compared with some classical convolutional models, such as AlexNet, VGG16,
MobileNet, and ResNet50, Swin Transformer has higher computational complexity, so it is
more time-consuming during the calculation process. As depicted in Table 6, it is evident
that the average processing time for a single image by the Swin Transformer is significantly
higher than that of other classical models. In addition, due to the fact that the distraction
behavior of the driver is a continuous process, and this model is targeted at a single image,
it cannot fully utilize the temporal features between adjacent frames, so the performance
of this model is very limited. Therefore, in future research, we will attempt to develop
lighter models while ensuring accuracy. In addition, to make full use of the continuous
temporal features between adjacent frames, we will attempt to design a video-based driver
distraction detection method.

Table 6. The average running time required for each model to process an image during the test phase.

Methods AlexNet VGG16 MobileNet ResNet 50 Swin Transformer
Time cost 0.52 ms 1.13 ms 2.55 ms 2.85ms 4.81 ms

6. Conclusions

In this paper, the ST-HDFL model is designed for driver distraction detection, which
can efficiently extract features from input images through Swin Transformer, and then
further improve the discrimination of different classes of samples in the feature space
through the proposed highly discrimination feature learning strategy, thereby achieving
high accuracy in driver distraction behavior recognition tasks. In addition, extensive
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experiments on the public datasets have verified the effectiveness of the proposed highly
discrimination feature learning strategy and excellent feature learning ability of Swin
Transformer. According to the experimental results, our driver distraction detection method
achieved an accuracy of 95.66% on the famous public dataset AUC-DDD and 99.71% on the
State-Farm dataset. Some comparison experiments on two public datasets have proved that
the proposed ST-HDFL model can achieve better performance than many state-of-the-art
methods. In future applications, the proposed method can accurately detect the distraction
behavior of drivers and provide timely reminders to drivers to minimize the occurrence
of some traffic accidents. Overall, the research in this paper is of great significance for
improving driving safety.
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