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Abstract. Bayesian phylogenetic analysis with MCMC algorithms gen-
erates an estimate of the posterior distribution of phylogenetic trees in
the form of a sample of phylogenetic trees and related parameters. The
high dimensionality and non-Euclidean nature of tree space complicates
summarizing the central tendency and variance of the posterior distri-5

bution in tree space. Here we introduce a new tractable tree distribution
and associated point estimator that can be constructed from a posterior
sample of trees. Through simulation studies we show that this point esti-
mator performs at least as well and often better than standard methods
of producing Bayesian posterior summary trees. We also show that the10

method of summary that performs best depends on the sample size and
dimensionality of the problem in non-trivial ways.

1 Introduction

One of the main inference paradigms in phylogenetics is Bayesian inference us-
ing Markov Chain Monte Carlo (MCMC) [6, 17, 23]. The central parameter of15

phylogenetic models is the tree topology describing the evolutionary relation-
ships for a set of taxa. Bayesian inference is based on a statistical model that
describes the probability of a set of sequences given a phylogenetic tree, con-
sisting of a topology with associated branch lengths and model parameters. The
MCMC algorithm iteratively samples a state space that, if set up with appro-20

priate length and sampling interval, returns a sample that is a representation of
the true underlying posterior distribution. In the case of phylogenetic MCMC
algorithms, the output of such an analysis is a sample of phylogenetic trees,
typically numbering in the thousands.

In a phylogenetic analysis, the posterior distributions of many continuous25

parameters (e.g. kappa, base frequencies, molecular clock rate, population size)
are easily summarised by considering statistics of the marginal distribution of
the parameter of interest from the samples obtained by MCMC. On the other
hand, one of the most crucial parameters – the tree topology – is a discrete

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 22, 2024. ; https://doi.org/10.1101/2024.02.20.581316doi: bioRxiv preprint 

https://orcid.org/0000-0002-1303-0669
https://orcid.org/0000-0001-8917-5269
https://orcid.org/0000-0001-6765-3813
https://orcid.org/0000-0003-0878-3380
https://orcid.org/0000-0001-6299-8249
https://orcid.org/0000-0003-4454-2576
mailto:a.drummond@auckland.ac.nz
https://doi.org/10.1101/2024.02.20.581316
http://creativecommons.org/licenses/by/4.0/


2 L. Berling et al.

parameter whose central tendency and variance are harder to characterise due30

to the high-dimensional and non-Euclidean nature of tree space [4, 5, 11]. It has
thus become standard practise to employ summary or consensus tree methods
to condense the output into a single tree [14]. This single tree, which should be
regarded as a Bayesian point estimate, is then used for further representation
and interpretation of an analysis. Despite considerable efforts dedicated to the35

development of point estimators [9], it remains unclear which method performs
best for summarising tree posteriors. Most point estimators construct a tree in
two steps [14]: First, a tree topology is constructed or selected, and, second, this
discrete topology is then annotated with branch lengths. In this paper we focus
on the first step, the construction of a rooted binary tree topology.40

The predominant challenge for many point estimators is the complexity of the
tree space they are operating on. This is particularly the case for methods trying
to compute a mean in a high-dimensional, non-Euclidean space such as the BHV
space [2, 5, 8] or a space induced by rearrangement operations [4]. While good
progress has been made, these methods can suffer from stickiness and are not45

tractable yet for large problems [4,8]. The two most popular methods in practice
thus operate only on the sampled trees. First, consensus methods focus on finding
a consensus among the given trees. The prevalent variant is the greedy majority-
rule consensus (greedy consensus) tree, which builds up a tree by including clade
after clade greedily (i.e., more frequent clades first) that are compatible with the50

current tree; ties are broken arbitrarily [9]. Consensus methods are however prone
to polytomies (i.e., parts of the tree remain unresolved) and finding the most
resolved greedy MRC tree is an NP-hard problem [24]. Second, the maximum
clade credibility (MCC) tree picks the tree from the sample distribution with
maximum product of (Monte Carlo) clade probabilities. While the computation55

of the MCC tree is fast and efficient, it comes at a cost in accuracy due to the
restriction to the sampled trees.

A good estimate of the tree distribution is still needed for questions con-
cerning, for example, the credibility set of trees and the information content
(entropy) [19] as well as for applications such as Bayesian concordance anal-60

ysis (BCA) [1]. Introduced by Höhna and Drummond [16] and improved by
Larget [18], the conditional clade distribution (CCD) offers an advanced esti-
mate of the posterior probability distribution of tree space. Based on simple
statistics of the sample, it provides normalized probabilities of all represented
trees and allows direct sampling from the distribution. CCDs have for example65

been used to measure the information content and detect conflict among data
partitions [19], for species tree–gene tree reconciliation [25], and for guiding tree
proposals for MCMC runs [16]. Constructing the CCD and performing these
tasks can be done efficiently [18, 19].

In this paper we extend the applicability of CCDs by introducing a new70

parametrization for CCDs and describing fixed-parameter tractable algorithms
to compute the tree with highest probability. We demonstrate the usefulness of
the new distribution and these new point estimates for Bayesian phylogenetics
by comparing them to existing methods in simulation studies.
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A tractable tree distribution parameterized by clade probabilities 3

2 Methods75

In this section, we first discuss tractable tree distributions and define CCDs with
two different parametrizations. We then recall the definitions of the MCC and
greedy consensus tree and show how CCDs give rise to new point estimators.
Lastly, we describe the datasets we generated for our experiments. Throughout,
we write tree instead of tree topology and further assume that all our trees are80

rooted and, unless mentioned otherwise, are binary.

2.1 Tractable Tree Distributions

We consider a probability distribution over a set of trees (on the same taxa) a
tractable tree distribution if some common tasks can be performed efficiently in
practice. Example tasks are computing the probability of a tree and retrieving85

the tree with maximum probability. As the main quality criteria for a tractable
tree distribution we consider its accuracy, that is, how well it estimates the
probability of trees, in particular of those in the 95% credibility set. In simulation
studies we can also test whether a distribution contains the true tree. Another
desideratum is a high representativeness as a distribution should represent the90

trees with non-negligible posterior probability but not more. If we generate a type
of distribution for the same data multiple times, we can consider the precision
and the stability, that is, how much the probabilities of trees and how much the
accuracy change, respectively. Since CCDs, as we see below, are deterministically
generated from samples, we can only measure these indirectly through samples95

from different MCMC runs.
A simple example distribution is the set of sampled trees from an MCMC run;

we call this a sample distribution. It offers Monte Carlo probabilities and while
some tasks can be performed efficiently, it has quite low accuracy, poor represen-
tativeness, and is in general not stable. In fact, since the space of trees increases100

super-exponentially with the number of taxa, a sample on several thousand trees
typically misses the majority of trees with non-negligible posterior probability
even for moderate size problems.

Reintroducing the concept of a CCD, we first define a graph, which we call
a forest network, capable of representing a larger number of trees. Assigning105

probabilities to certain vertices (or edges), we obtain a CCD graph. The version
of a CCD by Larget [18] is one possible parametrization of a CCD based on
clade split frequencies; we call this a CCD1. Our new parametrization, CCD0,
is based on clade frequencies. We also show how to efficiently sample trees from
a CCD and how dynamic programming allows efficient computation of values110

such as the number of trees and its entropy.

Forest network. Let X be a set of n taxa. A forest network N on X is a rooted
bipartite digraph with vertex set (C,S) that satisfies the following properties:

• Each C ∈ C represents a clade on X. So for each C ∈ C, we have C ⊆ X; for
each taxon ℓ ∈ X, {ℓ} ∈ C, and also X ∈ C.115
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4 L. Berling et al.

• Each S ∈ S represents a clade split. So each S ∈ S has degree three with one
incoming edge (C, S) and two outgoing edges (S,C1), (S,C2) such that C1∪
C2 = C, C1 ∩C2 = ∅ for some C1, C2, C ∈ C. Then S = {C1, C2} and S is a
clade split of C.

• Each non-leaf clade has outdegree at least one and each clade except X has120

indegree at least one.

Note that X is the root of N , the taxa in X are the leaves of N , and each non-leaf
clade has at least one clade split. We use terms such as child and parent naturally
to refer to relations between vertices of N , e.g., each clade split S has a parent
clade C. When talking about multiple graphs, we let C(N) and S(N) denote the125

clades and clade splits, respectively, of N . For a (rooted binary phylogenetic)
tree T on X, we use analogous definitions for C(T ) and S(T ) (each pair of sibling
clades in T forms a clade split of T ). For a clade C, we define S(C) as the set
of child clade splits of C.

A tree T is displayed by N if each clade split of T is in S(N), i.e., S(T ) ⊆130

S(N). For a clade C define N(C) as the restriction of N to C, that is, the forest
subnetwork rooted at C containing all vertices reachable from C. Analogously,
for S ∈ C(N), we can define the forest subnetwork N(S) of N that is rooted
at the parent clade C of S but contains only S as child of C and all vertices
reachable from S. Note that, for a clade split {C1, C2} of X, network N con-135

tains all trees composed (amalgamated) of one subtree from N(C1) and one
subtree from N(C2); this holds recursively. Hence, a forest network is suitable to
represent huge numbers of trees when all combinations of subtrees are included.

CCD graph. In order to turn a forest network into a tree distribution, we need
to be able to compute a probability for a tree T . Larget [18] suggested to use the140

product of clade split probabilities over all clade splits in S(T ) as the probability
of T . We define a CCD graph as a forest network G where each clade split S
in S(G) has an assigned probability Pr(S) such that, for each clade C ∈ C(G),
we have

∑

S∈S(C) Pr(S) = 1. In other words, we can randomly pick a clade

split at C. From Larget [18, Appendix 2] we then get that G represents a tree145

distribution. So for a tree T displayed by G, we have

Pr(T ) =
∏

S∈S(T )

Pr(S)

and, for any other tree T ′, we have Pr(T ′) = 0. Furthermore, the sum of prob-
abilities of all trees displayed by G is one. We now show how CCD1 and CCD0
assign probabilities based on observed clade split and clade frequencies, respec-
tively.150

CCD1, observed clade splits. CCD1 is a tree distribution over the space of
trees on a fixed set of taxa X based on a CCD graph with clade split probability
obtained as follows. Let T = {T1, . . . , Tk}, a (multi-)set of trees on X, e.g., the
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A tractable tree distribution parameterized by clade probabilities 5

samples of an MCMC run. Let C and S be the sets of clades and clade splits
appearing in T , respectively. Then let G be the forest network induced by T , that155

is, G has vertex set (C,S) and edges naturally induced by the clade splits S (we
know the two child clades and the parent clade of each clade split). Furthermore,
we assign clade split probabilities as follows to turn G into a CCD graph. For a
clade C ∈ C and a clade split S ∈ S, let f(C) and f(S) denote the frequencies
of C and S appearing in the sample T , respectively. Note that160

1. f(S) ≤ f(C) for all pairs of S,C with S ∈ S(C);
2.

∑

S∈S(C) f(S) = f(C) for a non-leaf clade C;

3. f(X) = k and, for each ℓ ∈ X, f({ℓ}) = k.

The conditional clade probability (CCP) Pr(S) of a clade split S is defined as
the ratio of S being the split of C in the posterior sample, i.e.,165

Pr(S) = f(S)/f(C)

Note that
∑

S∈S(C) Pr(S) = 1 and Pr(S) = 1 if S ∈ S({a, b}) for some leaves a, b.
The resulting CCD graph is what we call a CCD1, the conditional clade distri-
bution induced by the probability distributions of clade splits.

Example. Let us consider the example shown in Fig. 1 where the posterior
samples consists of three trees with the first being sampled three times, and170

the others twice each. Observe that the root clade ABCDE is split in three
different ways, namely, ABC|DE, ABCD|E, and ABCE|D. The probabilities
of these three clades splits are Pr(ABC|DE) = 3/7, Pr(ABCD|E) = 2/7, and
Pr(ABCE|D) = 2/7. Furthermore, the clade ABC is split in two different ways
with probabilities Pr(AB|C) = 3/7 and Pr(A|BC) = 4/7. All other clades are175

trivial or are only split in one way, e.g., the clade ABCD is always split into
ABC|D, so Pr(ABC|D) = 1/1.

A B C D E

(a) Tree 1,
sampled three times.

A B C D E

(b) Tree 2,
sampled twice.

A B C DE

(c) Tree 3,
sampled twice.

Fig. 1: Example of a posterior sample of size seven consisting of three different
trees. Only the clades ABCDE and ABC are split in multiple ways.

The resulting CCD contains 6 different trees – the three sampled trees as well
as three unsampled trees, two of which are shown in Figs. 3b and 3c. Note that
the tree sampled most often still has the highest probability, with 3/7 · 3/7 =180

9/49, among the sampled trees, as the other two trees have a probability of
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6 L. Berling et al.

ABC

AB C A BC

DE

ABC D ABC E

ABCEABCD

ABCD E ABCE DABC DE

ABCDE

AB BC

2

7

3

7
2/7

4

7

3

7

1 1

1 1

Fig. 2: The CCD graph of the CCD1 corresponding to the sampled trees in Fig. 1.

1/7 · 4/7 = 4/49 each. Furthermore, the unsampled tree containing the most
frequent clade split ABC|DE of the root clade and the most frequent clade split
A|BC of ABC, has a higher probability of 3/7 · 4/7 = 12/49.

A B C D E

3

7

3

7

(a) The sampled Tree 1 has
probability 3/7·3/7 = 9/49.

A B C D E

3

7

4

7

(b) The unsampled tree has
the maximal probability of
3/7 · 4/7 = 12/49.

A B C D E

3

7

2

7

(c) This unsampled tree has
probability 2/7·3/7 = 6/49.

Fig. 3: The CCD of the example posterior sample of Fig. 1 contains unsampled
topologies and smoothens the probabilities.

Remark. When computing the CCD1 graph, it is important that the tree sam-185

ple T does not contain outlier trees that should have been discarded as burnin.
Suppose otherwise, that there is an outlier tree T that does not share any clades
(except X and the taxa) with the other trees in T . Then X has one clade split ST

corresponding to T with Pr(St) = 1
k
; all other non-leaf clades of T have only

one clade split and so probability 1. Therefore, Pr(T ) = 1
k
and is thus vastly190

overestimated. However, it is possible to built a simple heuristic to detect such
outliers: Does removing a tree T from the CCD1 and thus decreasing clade and
clade split frequencies by one, significantly change the probability of T . Nonethe-
less, this behaviour should be kept in mind when working with CCD1 and in
particular when T contains only few different trees.195

CCD0, observed clades. For the new CCD, our goal is to have a distribution
where the probability of a tree is based on the product of its clades’ frequencies.
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A tractable tree distribution parameterized by clade probabilities 7

We could derive the probability of a clade C from a posterior sample on k trees
as Pr′(C) = f(C)/k. This does in general however not yield a distribution as
the tree probabilities do not sum to one. Since for complex problems even large200

samples may not contain all plausible clade splits, we have as another feature
for CCD0 that we also include (some) non-observed clade splits.

Using a forest network, we show how to build a CCD based on a func-
tion F : 2X → [0, 1] with F ({ℓ}) = F (X) = 1. For example, for CCD0 we
use F (C) = Pr′(C); so we show something more general than needed for CCD0.205

For a tree T on X, define F (T ) =
∏

C∈C(T ) F (C), i.e., the product for the

clades of T . Let C be the subset of 2X containing all clades with non-zero scores
(F (C) > 0). Let S be the set of all possible clade splits that can be formed from C,
that is, for any three clades C1, C2, C ∈ C with C1 ∪ C2 = C and C1 ∩ C2 = ∅,
we have {C1, C2} ∈ S. Let G be the forest network based on C and S. (In the210

example above, there are no additional clade splits besides the observed ones
for CCD1.)

Let F+ : C → R be the function defined as F+(C) =
∑

T∈G(C) F (T ), i.e.,
the sum of F over all trees rooted at C. This can be computed recursively with
the formula

F+(C) = F (C) ·
∑

{C1,C2}∈S(C)

F+(C1)F+(C2)

with base case F+({ℓ}) = 1 for each ℓ ∈ X. Note that F+(X) is the sum over all
trees onX and hence ³ = 1/F+(X) is the global normalization factor turning the
score F (T ) of a tree T into a probability Pr(T ) = ³F (T ). Populating the clades215

in G with F , we can compute F+(X) efficiently (more precisely, fixed-parameter
tractable in the number of clades and clade splits with non-zero scores). More-
over, we show next that we can also define probability distributions for the clade
splits and hence turn G into a CCD graph.

For a clade C, with clade splits S(C), define the normalization factor ³C220

for C as ³C = 1/
∑

{C1,C2}∈S(C) F+(C1)F+(C2). Then the probability of a clade

split {C1, C2} of C is Pr({C1, C2}) = ³CF+(C1)F+(C2). We have to show that
this gives the same probability for a tree T :

Pr(T ) =
∏

{C1,C2}∈S(T )

Pr({C1, C2})

=
∏

{C1,C2}∈S(T )
C1∪C2=C

³CF+(C1)F+(C2)

(1)
=

∏

{C1,C2}∈S(T )
C1∪C2=C

³CF (C1)F (C2)

³C1
³C2

(2)
= ³

∏

C∈C(T )

F (C) = ³F (T )

where for (1) we use that F+(C) = F (C)/³C , and for (2) observe that ³ =
³X and that all other ³C cancel out and are 1 for singleton clades. Hence,225
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8 L. Berling et al.

using F (C) = Pr′(C), we get that G is a CCD graph as desired, our new tree
distribution CCD0.

Both CCD0 and CCD1 are estimates of the true posterior tree distribution.
Their models assume that clades/clade splits in one part of a tree behave in-
dependent of other clades. So a CCD smoothens the probabilities of a sample230

distribution by moving probability of overrepresented sampled trees to trees that
have not been sampled, but whose clades/clade splits appear within the samples.

Example, continued. Note that the three sampled trees from Fig. 1 result
in the same CCD graph (Fig. 2) for CCD0 and CCD1 as no potential pair of
a child clades can be combined into an unobserved parent clade. In contrast,235

in the example in Fig. 4, CCD0 and CCD1 are different as CCD0 contains the
clade split AB|CD (we observe clades AB, CD, and ABCD) but CCD1 does not
(we do not observe this clade split).

A B C D E

(a) Topology 1

A B C D E

(b) Topology 2

Fig. 4: For this sample of trees, the CCD graph of CCD0 and CCD1 differ.

Utilizing CCDs. With the CCD graph as data structure underlying CCD0 and
CCD1, we can efficiently sample and compute interesting values over a whole240

CCD. To sample a tree from a CCD, starting at the root clade X, pick a clade
split {C1, C2} among S(X) based on their probabilities; then proceed in the
same fashion with C1 and C2 until a fully resolved tree is obtained.

We can also use dynamic programming to compute values such as the number
of different trees (topologies) and the entropy of a CCD, or (as explained below)245

find the tree with maximum probability. For example, to compute the number
of different trees in a CCD graph G, for a clade C, let t(C) be the number of
different trees in G(C). For a leaf ℓ, we have t(ℓ) = 1, and for any other clade,
we can use the following recursive formula:

t(C) =
∑

{C1,C2}∈S(C)

t(C1) t(C2)

Using dynamic programming, we compute these values bottom-up through G.250

Then t(X) is the total number of different trees in G. Note that this calculation
takes linear time in the number of clades and clade splits.

Analogously, we can compute the entropy of the CCD by computing, for each
clade C, the entropy of G(C); let H⋆(C) denote this value. We can then use the
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A tractable tree distribution parameterized by clade probabilities 9

formula by Lewis et al. [19]:255

H⋆(C) =
∑

S∈S(C)
S={C1,C2}

−Pr(S)
(

log Pr(S)−H⋆(C1)−H⋆(C2)
)

The entropy of the CCD is then H = H⋆(X). Note that exp(−H) is the average
probability of a tree in the CCD and we can define Ne = exp(H) as the number
equivalent – the effective number of distinct topologies in the distribution.

2.2 Point Estimators

We recall the definitions of the two most commonly used point estimators and260

define new point estimators based on CCD0 and CCD1. Let T be again a tree
sample on k trees for which we can compute the frequencies for trees, clades,
and clade splits.

MCC tree. Let PrCC(C) denote the clade credibility (Monte Carlo probability)
of clade C, i.e., PrCC(C) = f(C)/k. The clade credibility PrCC(T ) of a tree T ∈ T265

is the product of its clades’ clade credibilities:

PrCC(T ) =
∏

C∈C(T )

PrCC(C)

The maximum clade credibility (MCC) tree is the tree T in T that maximizes
PrCC(T ). Note that the MCC tree is restricted to be from the sample.

Greedy majority-rule consensus tree. Let C1, . . . , Cm be the nontrivial
clades appearing in T ordered by decreasing frequency; ties are broken arbitrar-270

ily. Starting with a star tree T ′ with root X and leaves {ℓ}, ℓ ∈ X, we process
the clades in order. For the next clade Ci, we test whether Ci is compatible with
current tree T ′, that is, whether there is a clade (vertex) C containing Ci in T ′

and with no child clade C ′ of C containing or properly intersecting Ci. If we
find such a clade C, we refine T ′ by making Ci a new child of C and making275

all child clades of C that are contained in Ci child clades of Ci. After Cm, the
resulting tree is the greedy majority rule consensus (greedy consensus) tree. For n
taxa and k trees, the greedy consensus tree can be computed in O(k2n) time
or O(kn1.5 log n) time [12, 24], or in Õ(nk) time [26] (Õ(·) ignores logarithmic
factors).280

CCD-based point estimators. For a CCD (CCD0 or CCD1), we call the
tree T with maximum probability Pr(T ) in the CCD the CCD-MAP tree. Using
the dynamic program for CCDs explained above, we can find the CCD-MAP
tree efficiently as follows. Let Pr⋆(C) denote the maximum probability of any
subtree rooted at clade C. With Pr⋆(ℓ) = 1 for a leaf ℓ, we can compute Pr⋆(C)285

with the following formula:

Pr⋆(C) = max
{C1,C2}∈S(C)

{ Pr(C1, C2 | C) · Pr⋆(C1) · Pr
⋆(C2) } (1)
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10 L. Berling et al.

The maximum probability of any tree in the CCD is then given by Pr⋆(X). The
tree T achieving this can be obtained in the same fashion (or classic dynamic
programming backtracking).

Note that the CCD0-MAP tree is based on the same criteria as the MCC290

tree but the choice is not restricted to the sample. Further note that the greedy
consensus greedily picks clades based on their clade credibility. We combine these
two ideas into another point estimator for CCD0. The CCD0-MSCC tree (‘S’ for
‘sum’) is the tree in the CCD0 that maximizes the sum of clade credibilities.

When annotating a tree T obtained with a CCD with clade support, an295

alternative to the Monte Carlo probabilities from the MCMC run is to use the
probability of each clade of T to appear in a tree of the CCD. These values can
be computed efficiently with the CCD graph. We do not expect these values to
vary significantly in practice.

2.3 Datasets300

We performed well-calibrated simulation studies [20] using the LinguaPhylo
packages LPhyStudio and LPhyBEAST [10] and BEAST2 [6] to obtain posterior
samples. We used both Yule tree and time-stamped coalescent simulations. (See
Appendix A for graphical models.)

For our Yule tree simulations we generated two sets of 250 trees and align-305

ments with 10 and 20 (n) taxa, as well as 100 trees and alignments with 50,
100, 200 and 400 taxa. For all simulations (except n = 20) the birth rate of
the Yule [27] process was fixed to 25.0 (12.5 for n = 20). For the substitution
model, we used the HKY+G model [13]. The shape parameter for the gamma
distribution of site rates was modelled using a log-normal distribution, with a310

mean in log space of -1.0 and a standard deviation in log space of 0.5. The tran-
sition/transversion rate ratio (») also followed a log-normal distribution, with
a mean in log space of 1.0 and a standard deviation in log space of 1.25. The
nucleotide base frequencies were independently simulated for each replicate from
a Dirichlet distribution with a concentration parameter array of [5.0, 5.0, 5.0,315

5.0]. The length of the sequence alignments was 300 sites (600 sites for n = 20)
and the mutation rate was fixed at 1.0, so that divergence ages were in units of
substitutions per site.

In our time-stamped coalescent [22] simulations, we generated 100 phyloge-
netic trees and alignments for each of four different taxa sizes n: 40, 80, 160, and320

320. Each tree coalescent process had a population size parameter (¹) drawn
from a log-normal distribution with a mean in log space of -2.4276, representing
a mean in real space of approximately 0.09, and a standard deviation in log
space of 0.5. The alignments consisted of 250 sites each. The youngest leaf was
assigned age 0. The remaining leaf ages were distributed uniformly at random325

between 0 and 0.2. All other parameters were as in the Yule simulations.

We refer to the resulting datasets with Coal40, . . . , Coal320, Yule10, . . . ,
Yule400. For each simulation, we ran 2 chains with BEAST2 to obtain tree
samples with 35k trees (50k trees for n = 10 and 20). In all cases, the chains
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A tractable tree distribution parameterized by clade probabilities 11

were checked to have run sufficiently long to ensure convergence, and excess330

burnin was discarded.

3 Results

We have presented a new tree distribution, CCD0, and introduced new point
estimators. We now apply both CCD0 and CCD1 to the datasets described
above to evaluate their point estimators and their performance as tractable tree335

distributions.

3.1 Tree Distributions

To evaluate the accuracy and precision of CCD0, CCD1, and sample distribu-
tions, we used the datasets Yule10 and Yule20. For each simulation, we com-
bined the 50k trees from the two runs into one sample distribution of 100k trees,340

which acts as our (reference) golden distribution. These inference problems are
relatively easy, and therefore, the probability of each tree (in particular, the high
probability trees) is quite accurately estimated by the golden distributions.

For each simulation and each of the two runs, we used subsamples of size
3, 10, 30, 100, 300, 1k, 3k, 10k, and 30k (which we call subsimulations) to345

generate a CCD0, a CCD1, and a sample distribution each. For each tree T in
the golden distribution, we then calculated the probability of T in each of the
six distributions. Comparing these to the golden probabilities, we use different
statistical measures to evaluate the accuracy of each distribution.

Accuracy. For each subsimulation, we computed the mean absolute error (MAE)350

of tree probabilities (mean over all trees of the golden distribution) for each dis-
tribution. Note that the MAE weights the accuracy on high-probability trees
more compared to lower probability trees. We then counted how often each dis-
tribution type had the lowest MAE, their number of wins. We further divided
the simulations into five equal-sized groups (each of size 100) based on their355

entropy [19], that is, the sum of −Pr(T ) log Pr(T ) over all trees in the golden
distribution. (For Yule10 the entropy bounds are set by 0.41 – 1.76 – 2.5 – 3.25
– 4.30 – 7.68 with means of 1.20, 2.09, 2.84, 3.67, 5.30 and for Yule20 they are
0.09 – 2.29 – 3.22 – 4.03 – 5.08 – 7.73 with means of 1.70, 2.82, 3.61, 4.52, 5.93.)
Heatmaps of the wins in these categories for Yule10 and Yule20 are shown360

in Fig. 5, where each tile is colored by the distribution that has the majority of
wins and its win-% is given.

We observe that there are three regimes based on the sample size: Roughly,
from 3 to about 100 samples, CCD0 is the most accurate method; from 100
to 10k samples, CCD1 gives the best estimates; for the largest samples, the365

sample distributions catch up with CCD1. A lower entropy seems to prolong the
dominance of CCD0. The boundaries of the regimes also vary with the problem
size. The experiment confirms the regimes we expected: CCD0 is the simplest
model and quickly provides a good estimate; CCD1 has more parameters, so
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12 L. Berling et al.

needs longer to be saturated, whereas CCD0 then starts to show its bias. In the370

long run, the sample distributions provide the best estimate, which we can still
observe for 30k trees for Yule10, but no longer for Yule20.
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Fig. 5: Heatmap showing the majority wins based on MAE with simulations in
five entropy categories (higher means noisier/harder); brighter colors mean a
larger wining margin.

We also observe the regimes when we look at the mean relative error (MRE)
of tree probabilities; see Fig. 6. (Since the results look very similar for Yule10
and Yule20, those for Yule10 can be found in Appendix B.) Note that for the375

MRE, a small absolute difference in probability for low probability trees causes
a larger relative error. Since tree probabilities in the tail of the distribution
are not that well estimated, we consider thus only the trees in the 50% and
90% credibility intervals. For small sample sizes, CCD0 performs better/equal
than CCD1 up to about subsample sizes of 30/300. Note that CCD0 then does380

not improve any further, indicating the limitations of the CCD0 model. The
performance of CCD1 remains the best even for larger subsample sizes with the
sample distribution only slowly catching up.

Looking at the mean estimated rank of the top tree of the golden distribu-
tion in the other distributions for each simulation reveals a similar picture; see385

Fig. 7. CCD0 is best for subsample sizes up to and including 30, but above 100
CCD1 performs better on average; the sample distribution requires 1k samples
to become competitive.

Precision. To evaluate the precision, we computed the difference in the tree
probabilities between the two runs of each subsimulation. The mean over the 100390

simulations for Yule20 are shown in Fig. 8. We observe that CCD0 and CCD1
consistently show a higher precision than the sample distribution for all sample
sizes. Note that high precision also implies a high stability.

Representativeness. Note that by construction for a given MCMC run, if the
sample distribution contains the true tree then so do CCD1 and CCD0; analo-395
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Fig. 7: Mean rank of the golden mode tree in the other distributions per sample
size for Yule20.

gously, if CCD1 contains the true tree then so does CCD0. Table 1 shows how
the percentage of the distributions (both runs per simulation) that contain the
true tree for the 250/100 simulations of the Yule20 and Yule50 dataset. For
the former, we observe that CCD0 and CCD1 cross the 95% threshold already
for 100 samples, while the sample distribution only does so at 3k samples. The400

difference becomes even more apparent for Yule50, where the sample distribu-
tion only reaches 3.5% with 30k sampled trees, while CCD0 and CCD1 quickly
contain the true tree in the majority of simulations and also reach the 95%
threshold.
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Fig. 8: Evaluating the precision of the distributions, we computed the mean of
mean absolute differences of tree probabilities by the distributions between two
runs per sample size for Yule20.

Table 1: Percentage of the true tree being contained in a distribution for Yule20
and Yule50 (out of the 250/100 simulations with 2 runs each).

Sample Size
Distributions 3 10 30 100 300 1k 3k 10k 30k

Y
u
l
e
2
0 S 23.2 41 60.6 76.6 87.6 92.8 95.6 98.2 98.8

CCD1 37 67.8 86.8 95.6 98.4 99.6 100 100 100
CCD0 39.8 75.8 90.8 96.8 99.2 99.8 100 100 100

Y
u
l
e
5
0 S 0 0 0 0 0 0 1.5 2.5 3.5

CCD1 0 3.5 24.5 50.5 69.5 80.5 90 98 99.5
CCD0 0 9.5 46 70.5 87.5 94.5 100 99.5 100
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3.2 Point Estimators405

We evaluated the point estimators based on the following properties. Firstly, we
have the accuracy – a good point estimate should be close to the truth (low
Root Mean Squared Error or average distance; testable in simulation studies).
Further, we can measure the behaviour under different MCMC runs; a good point
estimator should be precise (small distance between estimates) and, related to410

that, stable (consistent distance to truth).
Holder et al. [15] argued for MRC trees as point estimates by showing that

if we define a loss function with penalties for missed and wrong clades, then the
MRC tree tries to minimize the loss. In fact, if we only report fully-resolved trees,
then this is equivalent to the well-known Robinson-Foulds (RF) distance [21].415

Recall that the Robinson-Foulds (RF) distance of two trees T and T ′ equals the
symmetric distance of their clade sets C(T ) and C(T ′). Basically, the RF distance
measures how many clades the point estimate get wrong.

For our experiments, we used the datasets Yule50 to Yule400 and Coal40 to
Coal320. For each simulation and each of the two runs, we again used subsamples420

of size 3, 10, 30, 100, 300, 1k, 3k, 10k, and 30k to generate a CCD0, a CCD1, and
a sample distribution each. With the CCDs we computed the CCD-MAP trees
and the CCD0-MSCC tree, and based on the sample distribution we computed
the MCC tree and the greedy consensus tree. The CCD0-MSCC tree behaved
almost exactly as the CCD0-MAP tree and we thus excluded it from the figures425

to improve visual clarity. As reference we have the true tree, the one used to
generate the alignments, of each simulation. (We only show the results for the
for larger datasets here; those for the four smaller datasets are very similar and
thus only given in Appendix C.)

Accuracy. Figure 9 shows the mean relative RF distance of the point estimates430

to the true tree for different subsample sizes. The relative RF distance describes
the percentage of the n − 2 clades of the true tree an estimator got wrong. So
for e.g. Yule400, a relative RF distance of 0.08 (0.1) means that about 32 (resp.
40) of 398 nontrivial clades are different from the true tree. We observe that
CCD0-MAP performs best from 3 to 30k trees. At around 30 to 100 trees for435

the Yule simulations and around 100 to 300 trees for the coalescent simulations
greedy consensus catches up and performs equally well. CCD1-MAP gets close
to this performance but does not fully catch up. MCC on the other remains at
least 1% behind the top estimators.

Precision. To evaluate the precision, we computed the mean distance between440

the point estimates of two corresponding runs; see Fig. 10. We observe that
greedy consensus and the CCD based methods have significant higher precision
than MCC, with CCD1-MAP lacking slightly behind the others. For 1k trees,
the CCD0 estimators and greedy consensus vary in less than 10 clades between
runs, whereas MCC varies five- to tenfold of that. Note that a high precision445

also implies a high stability (variance in distance to the true tree).
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Fig. 9: The accuracy of the point estimates measured in terms of the mean rela-
tive RF distance to the true tree for different sample sizes of the large datasets.
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Fig. 10: The precision of the point estimates in terms of the RF distance, that is,
the mean RF distance of the point estimates of the two runs of each simulation.
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Running time. We also want to report on the running times of our imple-
mentations for the largest dataset Yule400. Constructing a CCD1 and CCD0
on subsamples of 30k trees (which requires parsing the file with 35k trees) took
on average 90 seconds, the same as constructing the MCC tree. Computing any450

of the other point estimates took only few milliseconds. The bottleneck seems
to be parsing the large file and not the construction.

Resolvedness. We also tested in how many simulations the greedy consensus
tree was not fully resolved. The results in Table 2 show that for 300 trees and
more, the greedy consensus tree was always fully resolved on our datasets. Note455

that with better Monte Carlo estimates of clade frequencies, ties that can cause
unresolved trees become less likely.

Table 2: Number of unresolved greedy consensus trees out of 200 per dataset
and sample size.

Sample Size
Dataset 3 10 30 100 300 1k 3k 10k 30k

Yule50 13 3 1 0 0 0 0 0 0
Yule100 24 8 1 0 0 0 0 0 0
Yule200 40 6 3 0 0 0 0 0 0
Yule400 59 21 5 1 0 0 0 0 0
Coal40 3 0 0 0 0 0 0 0 0
Coal80 23 3 0 0 0 0 0 0 0
Coal160 76 31 9 0 0 0 0 0 0
Coal320 162 92 9 2 0 0 0 0 0

4 Discussion

The CCD approach can be described as a “bias-variance trade-off” in the context
of MCMC summarization. These tractable tree distributions exhibit a certain460

level of bias (due to the independence assumptions employed) in exchange for
reduced variance in the estimates when faced with Monte Carlo error, particu-
larly in cases of low ESS (relative to the posterior variance in tree space). The
number of parameters of the models grow from CCD0 (clades) to CCD1 (clade
splits) and finally to sample distributions (trees), demanding an increasing num-465

ber of trees to estimate them accurately. This is confirmed by our experiments
on easy and small problems, where we observed these three regimes in terms of
the number of sampled trees: First, CCD0 is best for few samples in terms of
accuracy, precision, and stability, then CCD1 catches up and becomes the best
method in the mid range, while the sample distribution requires a huge number470
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of sampled trees to become competitive. Unsurprisingly, the bias of CCD0 be-
comes apparent with a large enough number of uncorrelated samples. However,
sampling enough trees with MCMC to reach the second and third regime is not
feasible for non-trivial problems. Hence, CCD0 offers the overall best posterior
estimate for most problems in practice.475

With an implementation that uses CCD graphs, many tasks related to tree
distributions can be performed efficiently (fixed-parameter tractable in the num-
ber of clades and clade splits). This includes sampling a tree, computing the prob-
ability of a tree, as required for example for BCA [1, 18], computing the MAP
tree, and computing the entropy and the number of trees in the distribution. In480

practice, the running time is dominated by parsing the trees while building the
CCD, whereas computing the MAP tree takes negligible time. While for large
and very diffuse (more prior-like) distributions the construction of a CCD0 may
take noticeable time (minutes), it would still only be a fraction of the days or
weeks needed to compute such a distribution via MCMC.485

Concerning the point estimates, we demonstrated that the CCD-MAP trees
and the greedy consensus tree outperform the commonly used MCC tree in terms
of accuracy and precision. So not only do they produce better trees in general,
but they are also more robust to the random sampling process of MCMC. This
finding is concerning given that the MCC tree has been the standard point490

estimate used by almost every BEAST practitioner for decades. Additionally,
we find that the CCD0-MAP tree performs equally or better than the greedy
consensus tree, with the added benefit that both variants of the CCD-MAP tree
guarantee a fully resolved tree. While getting an unresolved greedy consensus
tree may not be an issue for many problems (cf. Table 2), we want to point495

out that (ii) in viral phylodynamics, it is typical to encounter (near)identical
sequences resulting in partially diffuse posteriors, thus increasing the probability
of encountering unresolved greedy consensus trees, and (ii) finding the most
resolved greedy consensus tree is an NP-hard problem. The CCD1-MAP tree
does not match the accuracy of the CCD0-MAP tree in our experiments on500

nontrivial problems, since even for large samples we do not reach the CCD1-
regime observed in smaller analyses. On the Yule20 dataset, we could not observe
a performance difference between the CCD1-MAP tree and CCD0-MAP tree.
For a sufficiently large number of uncorrelated samples, the CCD1-MAP tree is
expected to perform equal or even better than the CCD0-MAP tree.505

Despite the existence of various tree metrics our evaluation focuses on the
Robinson-Foulds distance. This choice is justified because all the point estimates
compared in the paper – CCD-MAP, MCC, and greedy consensus – are primar-
ily based on constructing a topology. Hence, the Robinson-Foulds distance is
particularly suitable for evaluating their performance, especially in the context510

of systematics, where one of the primary goals of a phylogeny is to obtain accu-
rate clade information [15]. In this context, the Robinson-Foulds metric directly
quantifies the performance when comparing a point estimate to the true tree.
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5 Conclusion

This research has shown that the CCD0-MAP tree and the greedy consensus515

should be the preferred point estimators for Bayesian phylogenetic inference of
time-trees. The restriction to sampled trees comes at such a high cost that pre-
vious caution of using unsampled trees as point estimates is not warranted. Fur-
thermore, CCDs offer better estimates of individual tree probabilities than the
sample distribution. We can thus retire the MCC-from-sample point estimator.520

While our approach was developed mainly for TreeAnnotator within the
BEAST2 framework [6], our results are applicable to any sample of rooted tree
topologies that represents a posterior distribution. We have incorporated CCD-
based point estimators into the existing TreeAnnotator software enabling users
to easily access and use this new method on their data.4525

In practice, time information of point estimates is also of great interest.
The CCD-based point estimates fit in the commonly used framework of esti-
mating the tree topology first followed by annotating it with divergence ages.
These latter methods are independent from CCDs. It would be interesting to see
how greedy consensus and the CCD0-MAP tree combined with an annotation530

method perform in comparison to other combined approaches and to methods
that estimate the topology and branch lengths at the same time, like the matrix
method [7].

We hope to use and further develop CCDs for other tasks when working with
posterior distributions. This includes the computation of the credibility set of535

tree topologies, MCMC convergence analysis (cf. Berling et al. [3]), and detection
of rogue taxa.
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Suman Neupane, Yu-Bo Wang, and Daoyuan Shi. Estimating Bayesian phylo-
genetic information content. Systematic Biology, 65(6):1009–1023, 2016. doi:

10.1093/sysbio/syw042.
20. Fabio K Mendes, Remco Bouckaert, Luiz M Carvalho, and Alexei J Drummond.

How to validate a bayesian evolutionary model. bioRxiv, pages 2024–02, 2024.610

21. D. F. Robinson and L. R. Foulds. Comparison of phylogenetic trees. Mathematical
Biosciences, 53(1):131–147, 1981. doi:10.1016/0025-5564(81)90043-2.

22. Allen G Rodrigo and Joseph Felsenstein. Coalescent approaches to HIV population
genetics. The evolution of HIV, pages 233–272, 1999.

23. Fredrik Ronquist, Maxim Teslenko, Paul van der Mark, Daniel L. Ayres, Aaron615
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Appendix

A Graphical Models of Datasets

data {
L = 300;

clockRate = 1.0;

nCatGamma = 4;

birthRate = 25.0;

n = 50;

}
model {

frequencies ∼ Dirichlet(conc=[5.0, 5.0, 5.0, 5.0]);

kappa ∼ LogNormal(meanlog=1.0, sdlog=1.25);

Q = hky(kappa=kappa, freq=frequencies);

shape ∼ LogNormal(meanlog=-1.0, sdlog=0.5);

siteRates ∼ DiscretizeGamma(shape=shape, ncat=nCatGamma, replicates=L);

phi ∼ Yule(lambda=birthRate, n=n);

D ∼ PhyloCTMC(L=L, Q=Q, mu=clockRate, siteRates=siteRates, tree=phi);

}

sdlog conc
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sdlog
0.5

LogNormal Dirichlet

1
meanlog

LogNormal

frequencies
0.462
shape

1
kappa birthRate

25
n
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DiscreteGammahky Yule

Q phi siteRates clockRate
1

PhyloCTMC

D

Fig. 11: lphy script and graphical model of Yule datasets.
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data {
L = 250;

clockRate = 1.0;

nCatGamma = 4;

n = 40;

}
model {

frequencies ∼ Dirichlet(conc=[5.0, 5.0, 5.0, 5.0]);

kappa ∼ LogNormal(meanlog=1.0, sdlog=1.25);

Q = hky(kappa=kappa, freq=frequencies);

shape ∼ LogNormal(meanlog=-1.0, sdlog=0.5);

siteRates ∼ DiscretizeGamma(shape=shape, ncat=nCatGamma, replicates=L);

positiveAges ∼ Uniform(lower=0, upper=0.2, replicates=n-1);

leafAges = concatArray([0.0], positiveAges);

popSize ∼ LogNormal(meanlog=-2.4276, sdlog=0.5);

phi ∼ Coalescent(ages=leafAges, n=n, theta=popSize);

D ∼ PhyloCTMC(L=L, Q=Q, mu=clockRate, siteRates=siteRates, tree=phi);

}
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Fig. 12: lphy script and graphical model of Coalescent datasets.
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B Further Results on the Distributions

The mean MRE of tree probabilities of the trees in the 75% and 90% credibility
intervals for Yule10 are shown in Figure 13 showing the same results as for640

Yule20 in Fig. 6.
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Fig. 13: Mean Relative Error (MRE) on the trees in the 50% and 90% percentile
per sample size for Yule10.

Figure 14 shows the mean estimated rank of the top tree of the golden dis-
tribution in the other distributions for Yule10. One difference to the Yule20

results in Fig. 7 is that the difference between the sample distribution (CCD1)
and CCD0 is smaller (larger) not perform as badly for sample sizes up to 300645

trees, but overall the same tendencies emerge.
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Fig. 14: Mean rank of the golden mode tree in the other distributions per sample
size for Yule10.
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C Further Results on Point Estimators

For completeness, we provide here the accuracy and precision results of the point
estimators for the smaller datasets Yule50, Yule100, Coal40, and Coal80. The
accuracy results are shown in Fig. 15 (cf. Fig. 9) and the precision results are650

shown in Fig. 16 (cf. Fig. 10).
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Fig. 15: The accuracy of the point estimates measured in terms of the mean rel-
ative RF distance to the true tree for different sample sizes of the large datasets.

In addition, we also computed the stability of the point estimates, that is, the
mean difference between the distances to the true tree between two corresponding
runs; see Fig. 17. We observe that the CCD-MAPs and greedy consensus are more
stable than MCC, which is not surprising given their higher precision.655
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Fig. 16: The precision of the point estimates in terms of the RF distance, that is,
the mean RF distance of the point estimates of the two runs of each simulation.
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Fig. 17: The stability of the point estimates in terms of the RF distance, that is,
the mean difference of RF distance of the point estimate to the truth of the two
runs of each simulation.

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted February 22, 2024. ; https://doi.org/10.1101/2024.02.20.581316doi: bioRxiv preprint 

https://doi.org/10.1101/2024.02.20.581316
http://creativecommons.org/licenses/by/4.0/

	㈲ㄠ〠潢樊㰼 呩瑬攨﻿㈲㈠〠潢樊㰼 呩瑬攨﻿㈲㌠〠潢樊㰼 呩瑬攨﻿㈲㐠〠潢樊㰼 呩瑬攨﻿㈲㔠〠潢樊㰼 呩瑬攨﻿㈲㘠〠潢樊㰼 呩瑬攨﻿㈲㜠〠潢樊㰼 呩瑬攨﻿㈲㠠〠潢樊㰼 呩瑬攨﻿㈲㤠〠潢樊㰼 呩瑬攨﻿㈳〠〠潢樊㰼 呩瑬攨﻿㈳ㄠ〠潢樊㰼 呩瑬攨﻿㈳㈠〠潢樊㰼 呩瑬攨﻿㈳㌠〠潢樊㰼 呩瑬攨﻿㈳㐠〠潢樊㰼 呩瑬攨﻿㈳㔠〠潢樊㰼 呩瑬攨﻿㈳㘠〠潢樊㰼 呩瑬攨﻿㈳㜠〠潢樊㰼 呩瑬攨﻿㈳㠠〠潢樊㰼 呩瑬攨﻿㈳㤠〠潢樊㰼 呩瑬攨﻿㈴〠〠潢樊㰼 呩瑬攨﻿㈴ㄠ〠潢樊㰼 呩瑬攨﻿㈴㈠〠潢樊㰼 呩瑬攨﻿㈴㌠〠潢樊㰼 呩瑬攨﻿㈴㐠〠潢樊㰼 呩瑬攨﻿㈴㔠〠潢樊㰼 呩瑬攨﻿㈴㘠〠潢樊㰼 呩瑬攨﻿㈴㜠〠潢樊㰼 呩瑬攨﻿㈴㠠〠潢樊㰼 呩瑬攨﻿㈴㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲〵⸰㤠㔹㈮㘳㤠㈱㐮㜶㈠㘰㐮㘷㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯潲捩搮潲术〰〰ⴰ〰㈭ㄳ〳ⴰ㘶㤩㸾ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㔰‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㌰㠮㐵㌠㔹㈮㘳㤠㌱㠮ㄲ㔠㘰㐮㘷㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯潲捩搮潲术〰〰ⴰ〰ㄭ㠹ㄷⴵ㈶㤩㸾ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㔱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐰㌮〹㠠㔹㈮㘳㤠㐱㈮㜷‶〴⸶㜹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽯牣楤⹯牧⼰〰〭〰〱ⴶ㜶㔭㌸ㄳ⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㈵㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬴㘲⸴㌱‵㤲⸶㌹‴㜲⸱〴‶〴⸶㜹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽯牣楤⹯牧⼰〰〭〰〳ⴰ㠷㠭㌳㠰⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㈵㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲㜹⸶㘵‵㠰⸶㠴′㠹⸳㌷‵㤲⸷㈳崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽯牣楤⹯牧⼰〰〭〰〱ⴶ㈹㤭㠲㐹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㈵㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬴ㄵ⸵㜲‵㠰⸶㠴‴㈵⸲㐴‵㤲⸷㈳崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽯牣楤⹯牧⼰〰〭〰〳ⴴ㐵㐭㈵㜶⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㈵㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲㔱⸷㐶‵㈸⸸㘴″㜰⸹㤹‵㌷⸴㐷崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡭慩汴漺愮摲畭浯湤䁡畣歬慮搮慣⹮稩㸾ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㔶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌲㐮㠹ㄠ㈹㌮〹㐠㌳ㄮ㠶㐠㌰㔮〴㥝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‵㜹⸳㈹〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈵㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬳㌴⸳㘱′㤳⸰㤴″㐶⸳ㄶ″〵⸰㐹崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠ㄸㄮ㄰㜰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㔸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌴㠮㠱㌠㈹㌮〹㐠㌶〮㜶㠠㌰㔮〴㥝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‵㌲⸹㔱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈵㤠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ㘰‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠′㔹‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㈶ㄠ〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ㘲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠′㘱‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㈶㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬴ㄷ⸳㜹‶㔰⸷㘠㐲㐮㌵㌠㘶㈮㜱㕝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‶㐴⸲㠴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈶㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬴㈶⸴㌶‶㔰⸷㘠㐳㌮㐱‶㘲⸷ㄵ崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㘱㈮ㄸ〰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㘵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㐳㔮㐹㌠㘵〮㜶‴㐷⸴㐹‶㘲⸷ㄵ崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㐱㤮㔵㠰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㘶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌱㜮〶‶㈶⸸㐹″㈹⸰ㄶ‶㌸⸸〴崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㈷㜮㘶㜰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㘷‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈸〮㈸㔠㔹〮㤸㐠㈸㜮㈵㤠㘰㈮㤳㥝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‴㠱⸵㈳〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈶㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㜹⸶ㄱ‵㘷⸰㜳‱㤱⸵㘶‵㜹⸰㈹崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㈷㜮㘶㜰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㘹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛ㄶ㌮㜹㜠㐹ㄮ㘴㐠ㄷ〮㜷ㄠ㔰㌮㔹㥝ਯ䑥獴⁛ㄱ‰⁒ 塙娠ㄳ㐮㜶㔰‱㠹⸳㘸〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈷〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㜳⸲㈵‴㤱⸶㐴‱㠰⸱㤹‵〳⸵㤹崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㘱㈮ㄸ〰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㜱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛ㄸ㈮㘵㈠㐹ㄮ㘴㐠ㄸ㤮㘲㘠㔰㌮㔹㥝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‵〳⸱㘶〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈷㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬴ㄴ⸳㠹‴㤱⸶㐴‴㈱⸳㘳‵〳⸵㤹崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㘴㐮㈸㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㜳‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈷㐮㘴ㄠ㐶㜮㜳㌠㈸ㄮ㘱㔠㐷㤮㘸㡝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‶㐴⸲㠴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈷㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬲㠳⸱㔹‴㘷⸷㌳′㤰⸱㌳‴㜹⸶㠸崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㔰㌮ㄶ㘰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㜵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌰㌮㈴ㄠ㐰㜮㤵㜠㌱〮㈱㐠㐱㤮㤱㍝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‴㠱⸵㈳〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈷㘠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬳㘲⸴㈱″㠴⸰㐷″㜴⸳㜷″㤶⸰〲崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㐷㜮㤰㠰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㜷‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛ㄸㄮ㜶㐠㈹㘮㘶㈠ㄹ㌮㜱㤠㌰㠮㘱㝝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‶㐲⸲㤱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈷㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㤱⸵〱′㠴⸷〷‱㤸⸴㜵′㤶⸶㘲崊⽄敳琠嬱ㄠ〠删⽘奚‱㌴⸷㘵〠㈲㐮㜴㤰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㜹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌸㔮㜳㈠㈸㐮㜰㜠㌹㜮㘸㜠㈹㘮㘶㉝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰′ㄲ⸹㘱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈸〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㘹⸲㔵′㜲⸷㔲‱㠱⸲ㄠ㈸㐮㜰㝝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‶㜶⸱㘴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈸ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㠱⸶㠶′ㄲ⸹㜶‱㤳⸶㐱′㈴⸹㌱崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘴㈮㈹㄰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㠲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌷㔮㌷㔠㈱㈮㤷㘠㌸㜮㌳′㈴⸹㌱崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㐳㐮㌲㄰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㠳‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈵㠮㠳㈠㈰ㄮ〲ㄠ㈷〮㜸㜠㈱㈮㤷㙝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰′ㄲ⸹㘱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈸㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬲㘲⸲㠷‱㠹⸰㘵′㜴⸲㐲′〱⸰㈱崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘷㘮ㄶ㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㠵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈷㘮㌱㈠ㄸ㤮〶㔠㈸㠮㈶㜠㈰ㄮ〲ㅝਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‶㐲⸲㤱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈸㘠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ㠷‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠′㠶‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㈸㠠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ㠹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠′㠸‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㈹〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬲㌲⸳㤹′㐵⸰㔹′㐴⸳㔴′㔷⸰ㄴ崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘷㘮ㄶ㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㤱‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㈹㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㈹ㄠ〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㤳‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㈹㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㈹㌠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㤵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌷㜮㐴㌠㌴㜮㌹㈠㌸㤮㌹㠠㌵㤮㌴㡝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‶㜶⸱㘴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㈹㘠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬲㐴⸵㘱′㠶⸳㜱′㔶⸵ㄶ′㤸⸳㈶崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘷㘮ㄶ㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㤷‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㈹㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㈹㜠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ㤹‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌰〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㈹㤠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼〱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㌶㈮〲㐠㐲㐮㠲㐠㌹〮㐳㐠㐳㔮㘷㉝ਯ䑥獴⁛㌹‰⁒ 塙娠ㄳ㐮㜶㔰″ㄲ⸵㠰〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌰㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬳㘴⸵㘸‱㔰⸰㔵‴〱⸲㠹‱㘰⸹〳崊⽄敳琠嬳‰⁒ 塙娠ㄳ㐮㜶㔰‴㐷⸹ㄴ〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌰㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬴㈱⸸㜳‱㔰⸰㔵‴㌳⸲㜴‱㘰⸹〳崊⽄敳琠嬳‰⁒ 塙娠ㄳ㐮㜶㔰‴㐷⸹ㄴ〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌰㐠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ਼〵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠″〴‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌰㘠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ਼〷‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠″〶‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌰㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬴㔲⸴〲‵㈱⸸㔠㐷㠮㠲‵㌵⸷㤷崊⽄敳琠嬳㤠〠删⽘奚‱㌴⸷㘵〠㌱㈮㔸〰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼〹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㌶㐮㠳㔠㌳㌮㤱㘠㌹㈮㌱㐠㌴㘮㈱㑝ਯ䑥獴⁛㌹‰⁒ 塙娠ㄳ㐮㜶㔰″ㄲ⸵㠰〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌱〠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ਼ㄱ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠″㄰‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌱㈠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ਼ㄳ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠″ㄲ‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌱㐠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ਼ㄵ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠″ㄴ‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌱㘠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ਼ㄷ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠″ㄶ‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌱㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬴㈴⸵㤵‵㘸⸴㐶‴㔲⸸㜠㔷㤮㈹㑝ਯ䑥獴⁛㌹‰⁒ 塙娠ㄳ㐮㜶㔰″ㄲ⸵㠰〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌱㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬲㐸⸳㜠㔵㔮㤳㠠㈷㘮㌶㘠㔶㜮㠹㍝ਯ䑥獴⁛㌠〠删⽘奚‱㌴⸷㘵〠㘸ㄮ㘴㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㈰‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㈱㐮㈲㐠㔳㈮㔸ㄠ㈴ㄮ㜹㘠㔴㌮㐲㥝ਯ䑥獴⁛㐠〠删⽘奚‱㌴⸷㘵〠㐹㈮㌲㔰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㈱‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌲㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌲ㄠ〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㈳‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌲㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌲㌠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㈵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈴〮㈵㠠㘶㈮㜱㔠㈵㈮㈱㌠㘷㐮㘷崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘴㈮㈹㄰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㈶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈳㘮㠳ㄠ㈴㌮㜴㤠㈴㠮㜸㘠㈵㜮㐰㑝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰″㠷⸴㔴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌲㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬲㔱⸱㠹′㐳⸷㐹′㘳⸱㐴′㔷⸴〴崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㐷㜮㤰㠰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㈸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌵㈮㠲㜠㈴㌮㜴㤠㌶㐮㜸㈠㈵㜮㐰㑝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‴〰⸹㐶〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌲㤠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ਼㌰‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠″㈹‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌳ㄠ〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ਼㌲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠″㌱‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌳㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬳㔹⸴㠲‴㘲⸱㔶″㜱⸴㌷‴㜴⸱ㄱ崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㔹㠮㐵㘰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㌴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌱〮㈲㈠㐵〮㈰ㄠ㌲㈮ㄷ㠠㐶㈮ㄵ㙝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‴㘰⸸㜷〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌳㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬳㠸⸷㘵‴㔰⸲〱″㤵⸷㌹‴㘲⸱㔶崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㔷㤮㌲㤰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㌶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㐲㘮㈹ㄠㄸ㠮㠹㔠㐳㠮㈴㙝ਯ䑥獴⁛ㄲ‰⁒ 塙娠ㄳ㐮㜶㔰‶㔳⸷〹〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌳㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㜷⸵㐶″㜷⸸㘳‱㠹⸵〲″㠹⸸ㄸ崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㌳㜮㐳㔰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㌸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈹㜮㘸″㘵⸹〸″〹⸶㌶″㜷⸸㘳崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㌱ㄮ㔱㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㌹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈹㈮㌱㈠㈴㔮㜴㤠㌰㐮㈶㜠㈵㜮㜰㕝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‵㔴⸳㜱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌴〠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ਼㐱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠″㐰‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌴㈠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ਼㐳‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠″㐲‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌴㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬱㜳⸴ㄲ′㠱⸰〸‱㠵⸳㘷′㤲⸹㘳崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘴㈮㈹㄰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㐵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛ㄴ㔮㌵㜠㈲ㄮ㜸㘠ㄷ㈮㘳㜠㈳㈮㘳㑝ਯ䑥獴⁛㠠〠删⽘奚‱㌴⸷㘵〠㘲㌮㤸㈰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㐶‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌴㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌴㘠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㐸‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌴㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌴㠠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㔰‰⁯扪਼㰯丠㌯䱥湧瑨″ㄴ㐾㹳瑲敡洊�ై䱩湯Ȑ�浮瑲則䈠塙娠ߎ�	�1�慣獰䵓䙔��䥅䌠獒䝂����������팭䡐†������������������������捰牴�Ő�3摥獣�Ƅ�l睴灴�ǰ��扫灴�Ȅ��牘奚�Ș��杘奚�Ȭ��托奚�ɀ��摭湤�ɔ�p摭摤�˄��癵敤�͌��癩敷�ϔ�$汵浩�ϸ��浥慳�Ќ�$瑥捨�а��牔剃�м�ࠌ杔剃�м�ࠌ扔剃�м�ࠌ瑥硴��䍯灹物杨琠⡣⤠ㄹ㤸⁈敷汥瑴ⵐ慣歡牤⁃潭灡湹�摥獣����獒䝂⁉䕃㘱㤶㘭㈮㄀�����ታ則䈠䥅䌶ㄹ㘶ⴲ⸱�������������������������塙娠������ᛌ塙娠��������塙娠���澢�㣵�ΐ塙娠���抙�랅�ᣚ塙娠���⒠�྄�뛏摥獣����䥅䌠桴瑰㨯⽷睷⹩散⹣栀�����ᙉ䕃⁨瑴瀺⼯睷眮楥挮捨�����������������������摥獣���.䥅䌠㘱㤶㘭㈮ㄠ䑥晡畬琠則䈠捯汯畲⁳灡捥‭⁳則䈀�����⹉䕃‶ㄹ㘶ⴲ⸱⁄敦慵汴⁒䝂⁣潬潵爠獰慣攠ⴠ獒䝂�����������摥獣���,剥晥牥湣攠噩敷楮朠䍯湤楴楯渠楮⁉䕃㘱㤶㘭㈮㄀�����ⱒ敦敲敮捥⁖楥睩湧⁃潮摩瑩潮⁩渠䥅䌶ㄹ㘶ⴲ⸱�������������癩敷���꓾�弮�켔��ጋ�鸀�Ř奚 ��䰉嘀倀�土敡猀���Ā���������輀�ɳ楧 �C剔⁣畲瘀�����Ԁ਀ༀ᐀ᤀḀ⌀⠀ⴀ㈀㜀㬀䀀䔀䨀伀吀夀帀挀栀洀爀眀簀脀蘀謀退销騀鼀ꐀ꤀글눀뜀밀섀였쬀퀀픀�ﬁā܁ഁጁᤁἁ━⬁㈁㠁㸁䔁䰁刁夁态朁渁甁簁茁謁鈁騁ꄁ꤁넁뤁섁줁턁�拓̂ంᐂᴂ☂⼂㠂䄂䬂吂崂朂焂稂萂踂頂ꈂ갂똂섂쬂픂�ଃᘃ℃ⴃ㠃䌃伃娃昃爃縃訃阃ꈃ긃먃윃팃滑؄ጄ ⴄ㬄䠄唄挄焄縄谄騄ꠄ똄쐄팄︅അᰅ⬅㨅䤅堅朅眅蘅阅ꘅ딅씅픅؆ᘆ✆㜆䠆夆樆笆谆鴆꼆쀆턆܇ᤇ⬇㴇伇愇琇蘇餇갇뼇툇ଈἈ㈈䘈娈済興阈ꨈ븈툈﬉ဉ┉㨉伉搉礉載ꐉ먉켉﬊ᄊ✊㴊吊樊脊頊긊씊�ଋ∋㤋儋椋耋頋뀋젋奈ሌ⨌䌌౵ಎಧೀ೙ೳ഍ദീ൚൴ඎඩසෞ෸ณฮ้๤๿ປຶ໒໮༉༥ཁཞེྖླ࿏࿬ဉဦ၃ၡၾႛႹთჵᄓᄱᅏᅭᆌᆪᇉᇨሇሦቅቤኄኣዃዣጃጣፃ፣ᎃᎤᏅᏥᐆᐧᑉᑪᒋᒭᓎᓰᔒᔴᕖᕸᖛᖽᗠᘃᘦᙉᙬᚏᚲᛖ᛺᜝ᝁᝥញឮ្៷᠛ᡀᡥᢊ᢯ᣕ᣺ᤠ᥅ᥫᦑᦷ᧝ᨄᨪᩑ᩷᪞᫅᫬ᬔᬻ᭣ᮊ᮲ᯚᰂᰪ᱒ᱻᲣ᳌ᳵᴞᵇᵰᶙ᷃ᷬḖṀṪẔẾứἓἾὩᾔ᾿Ὺ―⁁⁬ₘ⃄⃰ℜⅈⅵ↡⇎⇻∧≕⊂⊯⋝⌊⌸⍦⎔⏂⏰␟⑍⑼⒫ⓚ┉┸╨▗◇◷☧♗⚇⚷⛨✘❉❺➫⟜⠍⠿⡱⢢⣔⤆⤸⥫⦝⧐⨂⨵⩨⪛⫏⬂⬶⭩⮝⯑ⰅⰹⱮⲢⳗⴌⵁ⵶ⶫⷡ⸖⹌⺂⺷⻮⼤⽚⾑⿇⿾〵ぬイホㄒㅊㆂㆺㇲ㈪㉣㊛㋔㌍㍆㍿㎸㏱㐫㑥㒞㓘㔓㕍㖇㗂㗽㘷㙲㚮㛩㜤㝠㞜㟗㠔㡐㢌㣈㤅㥂㥿㦼㧹㨶㩴㪲㫯㬭㭫㮪㯨㰧㱥㲤㳣㴢㵡㶡㷠㸠㹠㺠㻠㼡㽡㾢㿢䀣䁤䂦䃧䄩䅪䆬䇮䈰䉲䊵䋷䌺䍽䏀䐃䑇䒊䓎䔒䕕䖚䗞䘢䙧䚫䛰䜵䝻䟀䠅䡋䢑䣗䤝䥣䦩䧰䨷䩽䫄䬌䭓䮚䯢䰪䱲䲺䴂䵊䶓䷜严乮亷伀佉侓保倧偱傻儆児军処刱剼勇匓卟厪叶呂咏哛唨啵嗂嘏噖꥖䑗鉗⽘絘쭙ᩙ楙롚ݚ噚Ꙛ䕛镛蛖崧嵸巉帚幬庽式彡徳怅恗悪惼慏憢懵扉抜拰捃掗揫摀撔擩攽斒旧昽暒曨朽枓柩栿梖棬楃榚槱橈檟櫷歏殧毿汗沯洈浠涹渒湫滄漞潸濑瀫炆烠焺熕燰牋犦猁獝玸琔瑰瓌用疅痡瘾皛相睖瞳砑确磌礪禉秧穆窥笄筣篂簡粁糡絁綡縁繢绂缣羄翥聇肨脊腫臍舰芒苴荗莺萝蒀蓣蕇薫蘎虲蛗蜻螟蠄衩裎褳覙觾詤諊謰讖诼豣賊贱趘跿蹦軎輶辞逆遮郖鄿醨鈑鉺鋣鍍鎶鐠钊铴镟闉阴隟霊靵韠題颸餤馐駼驨髕魂鮯鰜鲉鳷鵤鷒鹀麮鼝龋鿺ꁩꃘꅇꆶꈦꊖꌆꍶꏦꑖ꓇ꔸꖩꘚꚋ꛽Ꝯ꟠ꡒ꣄ꤷꦩꨜꪏꬂꭵꯩ견킭䒭뢮ⶮꆯᚯ记°疰悱횲䮲슳㢳꺴▴鲵Ꮅ誶ƶ禶梷妸톹䪹슺㮺떻⺻Ꞽ↼鮽ᖽ达ા蒾﾿窿烀柁忂�퓄凄컅䯅죆䛆쏇䇇뿈㷈볉㫉맊㣊럋㛋뛌㗌뗍㗍뗎㛎뛏㟏룐㧐뫑㳑뻒㿒쇓䓓월䧔쯕仕퇖嗖����󰀅�������露劉練﫧ﭷﰇﲘﴩﶺ﹋ﻜｭ�੥湤獴牥慭੥湤潢樊㌵ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬲㐲⸷㐸‴〹⸲ㄳ′㜰⸴㤱‴㈱⸱㘹崊⽄敳琠嬸㜠〠删⽘奚‱㌴⸷㘵〠㘸ㄮ㘴㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㔲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㌴〮㘸㤠㌹㜮㈵㠠㌹㔮㘹㘠㐰㤮㈱㍝ਯ䑥獴⁛ㄳ‰⁒ 塙娠ㄳ㐮㜶㔰‶㜶⸱㘴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌵㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬱㌳⸷㘸′㘶⸳〵‱㘱⸰㜱′㜷⸱㔳崊⽄敳琠嬸㜠〠删⽘奚‱㌴⸷㘵〠㐸㠮㘱㔰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㔴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㈹㔮㠴ㄠㄹ〮㈴㜠㌲㌮㌶ㄠ㈰ㄮ〹㕝ਯ䑥獴⁛㠸‰⁒ 塙娠ㄳ㐮㜶㔰‶㌷⸷㘱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌵㔠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪ਲ਼㔶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠″㔵‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌵㜠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪ਲ਼㔸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠″㔷‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㌵㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬳㤶⸹㐲′㘹⸶〱‴㌱⸶ㄴ′㠰⸴㐹崊⽄敳琠嬸㠠〠删⽘奚‱㌴⸷㘵〠㌱㘮〸㘰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㘰‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌶ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌶〠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㘲‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌶㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌶㈠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㘴‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌶㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌶㐠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㘶‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌶㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌶㘠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㘸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈱〮ㄶ‵㜱⸰㔹′㈲⸱ㄵ‵㠳⸰ㄴ崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㈴㘮㌱㄰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㘹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㐶㐮〹㠠㔳㔮ㄹ㌠㐷㘮〵㌠㔴㜮ㄴ㡝ਯ䑥獴⁛ㄶ‰⁒ 塙娠ㄳ㐮㜶㔰‵㜶⸷㠷〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌷〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬲ㄵ⸱㠵″㘷⸸㈱′㜰⸰㌵″㜹⸷㜶崊⽄敳琠嬱㐠〠删⽘奚‱㌴⸷㘵〠㘷㘮ㄶ㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㜱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛ㄸ㜮ㄲ″㌸⸴㠶′㈴⸹㠲″㐹⸳㌴崊⽄敳琠嬱〲‰⁒ 塙娠ㄳ㐮㜶㔰‶㘴⸲㔲〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌷㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬳㘶⸸㜵‱㠹⸰㐷‴〰⸵㈠ㄹ㤮㠹㕝ਯ䑥獴⁛㄰㈠〠删⽘奚‱㌴⸷㘵〠㌸㘮㜲㌰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㜳‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌷㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌷㌠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㜵‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌷㘠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌷㔠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㜷‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌷㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌷㜠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㜹‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌸〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌷㤠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㠱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㌲ㄮ㌴㐠㔵㠮ㄹ㠠㌵㘮ㄲ‵㘹⸰㐶崊⽄敳琠嬱〠〠删⽘奚‱㌴⸷㘵〠㔰㐮㜵〰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㠲‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌸㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌸㈠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㠴‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌸㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌸㐠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㠶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌶〮㌠㔵㔮㐰㐠㌶㜮㈷㌠㔶㜮㌶崊⽄敳琠嬱ㄠ〠删⽘奚‱㌴⸷㘵〠㈲㐮㜴㤰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㠷‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㌶㤮㘱㔠㔵㔮㐰㐠㌸ㄮ㔷ㄠ㔶㜮㌶崊⽄敳琠嬱㘠〠删⽘奚‱㌴⸷㘵〠㘷㘮ㄶ㐰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㠸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㌵㜮㠵㌠㌵㈮㐵㌠㌹㌮㌲㘠㌶㐮㐰㡝ਯ䑥獴⁛㄰‰⁒ 塙娠ㄳ㐮㜶㔰‵〴⸷㔰〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌸㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬲㌵⸷ㄸ‱㌷⸵㐶′㐷⸶㜳‱㐹⸵〱崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㈴㘮㌱㄰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㤰‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㌹ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㌹〠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㤲‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㌹㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㌹㈠〠删ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㤴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛㈲㠮ㄱ㘠㔵㌮㔴㔠㈳㔮〹‵㘵⸵崊⽄敳琠嬱㔠〠删⽘奚‱㌴⸷㘵〠㔷㤮㌲㤰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㤵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㌷㔮㌹‵ㄸ⸲㌲″㠱⸸㔲‵㌰⸲㜲崊⽄敳琠嬱ㄠ〠删⽘奚‱㐴⸷㈷〠ㄵ〮㤹㔰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪ਲ਼㤶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‰崊⽈⽉ਯ剥捴⁛ㄷ㈮㜸㤠㐲ㄮ㜷㔠ㄷ㤮㜶㌠㐳㌮㜳ㅝਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‵㈴⸰㘲〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌹㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠそਯ䠯䤊⽒散琠嬴〴⸴ㄠ㌸㔮㘴㠠㐱ㄮ㌸㐠㌹㜮㘰㍝ਯ䑥獴⁛ㄵ‰⁒ 塙娠ㄳ㐮㜶㔰‶㜶⸱㘴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㌹㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲㤳⸱㤱‱㠸⸳㜲‴ㄲ⸸㘵‱㤹⸳㌱崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽭潬扥瘯浳氱㜰⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㌹㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬴㐶⸶㐴‱㘶⸱㤲‴㠱⸵㠸‱㜷⸱㔱崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽢楯楮景牭慴楣猯扴甴㘱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐰〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㌳⸷㘸‱㘶⸱㤲‱㌵⸷㘱‱㜰⸴㈶崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽢楯楮景牭慴楣猯扴甴㘱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐰ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵‱㔶⸷㈷′㜴⸹〷‱㘵⸶㤳崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽢楯楮景牭慴楣猯扴甴㘱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐰㈠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪਴〳‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠‴〲‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㐰㐠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪਴〵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠‴〴‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㐰㘠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬳㤹⸵㜱‶㔲⸵〳‴㠱⸵㠸‶㘲⸴㘶崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㌮〸⸱〮㔵㈸㘹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐰㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㌳⸷㘸‶㔲⸵〳‱㌵⸷㘱‶㔶⸲㌹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㌮〸⸱〮㔵㈸㘹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐰㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵‶㐳⸲㠸′〹⸰〵‶㔰⸷㙝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈳⸰㠮㄰⸵㔲㠶㤩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴〹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㌷ㄮ㌲㜠㘲〮㌹㤠㐸ㄮ㔸㠠㘳〮㌶㉝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈳⸰㔮〸⸵㌹㜹〩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㄰‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㘲〮㌹㤠ㄳ㔮㜶ㄠ㘲㐮ㄳ㕝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈳⸰㔮〸⸵㌹㜹〩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴ㄱ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠㘱ㄮㄸ㐠ㄸ〮㜶ㄠ㘱㠮㘵㙝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈳⸰㔮〸⸵㌹㜹〩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴ㄲ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐶〮㜶㘠㔸㜮㜹㜠㐸ㄮ㔸㠠㔹㠮㜵㙝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〰㘯慡浡⸲〰ㄮ〷㔹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐱㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㌳⸷㘸‵㠷⸷㤷‱㌵⸷㘱‵㤲⸰㌲崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰〶⽡慭愮㈰〱⸰㜵㤩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴ㄴ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠㔷㠮㌳㌠㈵㘮〷㠠㔸㜮㈹㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〰㘯慡浡⸲〰ㄮ〷㔹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐱㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵‵㈳⸰㘶″〳⸱㔱‵㌳⸲㜸崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄳ㜱⽪潵牮慬⹰换椮㄰〶㘵〩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴ㄶ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㌱㠮㌰㔠㐸〮㔲㜠㐳㜮㤸‴㤱⸴㠶崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽳祳扩漯獹稰㐱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐱㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬳㘱⸹ㄳ‴㈷⸲㜹‴㠱⸵㠸‴㌸⸲㌷崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄳ㜱⽪潵牮慬⹰换椮㄰ㄱ㈲㘩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴ㄸ‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㐲㜮㈷㤠ㄳ㔮㜶ㄠ㐳ㄮ㔱㍝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㌷ㄯ橯畲湡氮灣扩⸱〱ㄲ㈶⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐱㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵‴ㄸ⸵㘱‱㠵⸴㘸‴㈶⸰㌳崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄳ㜱⽪潵牮慬⹰换椮㄰ㄱ㈲㘩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㈰‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㌹〮ㄵ㘠㌹㔮㐲㐠㐸ㄮ㔸㠠㐰㔮㘳㙝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〱㘯樮橴扩⸲〱㘮〵⸰〱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐲ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㌳⸷㘸″㤵⸴㈴‱㌵⸷㘱″㤹⸴〹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰ㄶ⽪⹪瑢椮㈰ㄶ⸰㔮〰ㄩ㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㈲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠㌸㘮㐵㜠㈰㐮㈹㠠㌹㌮㤲㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〱㘯樮橴扩⸲〱㘮〵⸰〱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐲㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬳㘱⸹ㄳ″ㄹ⸷㌴‴㠱⸵㠸″㈹⸶㤶崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㐲㌰⽌䥐䥣献䥃䅌倮㈰ㄸ⸶㌩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㈴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㌱㤮㜳㐠ㄳ㔮㜶ㄠ㌲㌮㐷崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㐲㌰⽌䥐䥣献䥃䅌倮㈰ㄸ⸶㌩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㈵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠㌱〮㔱㠠ㄸ㔮㐶㠠㌱㜮㤹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㐲㌰⽌䥐䥣献䥃䅌倮㈰ㄸ⸶㌩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㈶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㈶㜮ㄱ㤠㈷㘮㘷ㄠ㌷㈮㘷㈠㈸㘮㘳㍝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〰㜯䉆〲㄰ㄶ㤴⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐲㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬴㐶⸶㐴′㔵⸵㈶‴㠱⸵㠸′㘵⸴㠹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ㠶⼱㐷ㄭ㈱㐸ⴱ㌭㈲ㄩ㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㈸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㈵㔮㔲㘠ㄳ㔮㜶ㄠ㈵㤮㈶㉝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱ㄸ㘯ㄴ㜱ⴲㄴ㠭ㄳⴲ㈱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐲㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵′㐵⸳ㄴ′㔲⸸㘵′㔴⸵㍝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱ㄸ㘯ㄴ㜱ⴲㄴ㠭ㄳⴲ㈱⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐳〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲㌷⸰㌷′ㄱ⸹㘵″㜵⸵㐱′㈲⸹㈴崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㠰⼱〶㌵ㄵ〸〲㐲㈳〸⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐳ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬴㐶⸶㐴‱㤰⸸㈠㐸ㄮ㔸㠠㈰ㄮ㜷㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祲〷㐩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㌲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠ㄹ〮㠲‱㌵⸷㘱‱㤵⸰㔴崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽳祳扩漯獹爰㜴⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐳㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵‱㠰⸱ㄠ㈳㜮㈴㤠ㄹ〮㌲㉝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祲〷㐩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㌴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐲㌮㄰㠠ㄳ㘮㜹㤠㐸ㄮ㔸㠠ㄴ㜮㜵㡝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祷〲ㄩ㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㌵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠ㄳ㘮㜹㤠ㄳ㔮㜶ㄠㄴㄮ〳㍝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祷〲ㄩ㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㌶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠ㄲ㘮〸㤠㈱㌮㜱㈠ㄳ㘮㌰ㅝਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祷〲ㄩ㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㌷‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㐳㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㐳㜠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㌹‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㐴〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㐳㤠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㐱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐲㌮㄰㠠㘵㈮〰㔠㐸ㄮ㔸㠠㘶㈮㤶㑝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祴〱㐩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㐲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㘵㈮〰㔠ㄳ㔮㜶ㄠ㘵㘮㈳㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祴〱㐩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㐳‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠㘴ㄮ㈹㔠㈱㌮㜱㈠㘵ㄮ㔰㝝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祴〱㐩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㐴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐶〮㜶㘠㘰㠮ㄶ㤠㐸ㄮ㔸㠠㘱㤮ㄲ㡝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祷〴㈩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㐵‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㘰㠮ㄶ㤠ㄳ㔮㜶ㄠ㘱㈮㐰㍝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祷〴㈩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㐶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄵ〮㔲㔠㔹㜮㐶′㔱⸳㜱‶〷⸶㜱崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽳祳扩漯獹眰㐲⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐴㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲㠸⸶㘶‵㔳⸳㜵‴㐲⸲㠸‵㘴⸳㌴崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰ㄶ⼰〲㔭㔵㘴⠸ㄩ㤰〴㌭㈩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㐸‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐶〮㜶㘠㐸㜮㘲ㄠ㐸ㄮ㔸㠠㐹㠮㔸崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽳祳扩漯獹猰㈹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐴㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㌳⸷㘸‴㠷⸶㈱‱㌵⸷㘱‴㤱⸸㔶崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽳祳扩漯獹猰㈹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐵〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵‴㜶⸹ㄲ′㔱⸳㜱‴㠷⸱㈳崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤳⽳祳扩漯獹猰㈹⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐵ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬳ㄸ⸵㤶‴㌳⸳㈵‴㜳⸲ㄵ‴㐳⸲㠸崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼰⸱〰㜯㤷㠭㌭〳〭㄰㔶㐭㡟㈴⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐵㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬲㜱⸹㘵″㤹⸹㔠㌹ㄮ㘳㤠㐱〮㤰㥝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱〹㌯獹獢楯⽳祴〵㐩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㔳‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㐲㌮㄰㠠㌴㔮㘵㐠㐸ㄮ㔸㠠㌵㔮㘱㙝ਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸴㈳〯䱉偉捳⹉䍁䱐⸲〲〮㄰㔩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㔴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛ㄳ㌮㜶㠠㌴㔮㘵㐠ㄳ㔮㜶ㄠ㌴㤮㌹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㐲㌰⽌䥐䥣献䥃䅌倮㈰㈰⸱〵⤾㸊⽓畢瑹灥⽌楮款㹥湤潢樊㐵㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛〠ㄠㅝਯ䠯䤊⽒散琠嬱㔰⸵㈵″㌶⸴㌸′㔱⸳㜱″㐳⸹ㅝਯ䄼㰯匯啒䤊⽔祰支䅣瑩潮ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸴㈳〯䱉偉捳⹉䍁䱐⸲〲〮㄰㔩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㔶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬰‱‱崊⽈⽉ਯ剥捴⁛㌳㌮㤳㜠㌰ㄮ㌲‴㔸⸳ㄹ″ㄲ⸲㜹崊⽁㰼⽓⽕剉ਯ呹灥⽁捴楯渊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮㄰㤸⽲獴戮ㄹ㈵⸰〰㈩㸾ਯ卵扴祰支䱩湫㸾敮摯扪਴㔷‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㐵㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㐵㜠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㔹‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㐶〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㐵㤠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㘱‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㐶㈠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㐶ㄠ〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㘳‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㐶㐠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㐶㌠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㘵‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㐶㘠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㐶㔠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㘷‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㐶㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㐶㜠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㘹‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛㈸㤮㠸㜠㘲㜮ㄶ㔠㌳㐮㔷㌠㘳㠮〱㍝ਯ䑥獴⁛ㄳ‰⁒ 塙娠ㄳ㐮㜶㔰‵㤸⸹ㄳ〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㐷〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬱㠰⸰㤴‶ㄵ⸲ㄠ㈰㜮㐰㤠㘲㔮㤴㝝ਯ䑥獴⁛㠷‰⁒ 塙娠ㄳ㐮㜶㔰‶㠱⸶㐴〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㐷ㄠ〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬱㐸⸷ㄲ″㜶⸶㌶‱㤲⸳㘳″㠷⸴㠴崊⽄敳琠嬱㌠〠删⽘奚‱㌴⸷㘵〠㌱㈮㔱㤰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪਴㜲‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛ㄷ㜮㔰㤠㌵㈮ㄷ㈠㈰㔮〳㤠㌶㐮ㄲ㝝ਯ䑥獴⁛㠷‰⁒ 塙娠ㄳ㐮㜶㔰‴㠸⸶ㄵ〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㐷㌠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰猺⼯摯椮潲术㄰⸱㄰ㄯ㈰㈴⸰㈮㈰⸵㠱㌱㘩㸾敮摯扪਴㜴‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛ㄲ㠮㈲㠠㜷㠠㈸ㄮ〰㐠㜸㡝ਯ䄠‴㜳‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㐷㔠〠潢樊㰼⽓⽕剉ਯ啒䤨桴瑰㨯⽣牥慴楶散潭浯湳⹯牧⽬楣敮獥猯批⼴⸰⼩㸾敮摯扪਴㜶‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ剥捴⁛㈷㘮㔴㠠㜶㈠㌹〮ㄴ㠠㜷㉝ਯ䄠‴㜵‰⁒ ⽓畢瑹灥⽌楮款㹥湤潢樊㐷㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬲㘷⸹㐴‶ㄴ⸸㤴″〰⸷㤠㘲㘮㠴㥝ਯ䑥獴⁛ㄴ‰⁒ 塙娠ㄳ㐮㜶㔰‵㠶⸷㌸〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㐷㠠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬳㈰⸶㔴‶ㄴ⸸㤴″㐸⸵ㄹ‶㈶⸸㐹崊⽄敳琠嬱〲‰⁒ 塙娠ㄳ㐮㜶㔰‶㘴⸲㔲〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㐷㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬱㜵⸶ㄲ‶〲⸹㌹′〷⸹〷‶ㄴ⸸㤴崊⽄敳琠嬱㘴‰⁒ 塙娠ㄳ㐮㜶㔰‶㘷⸲㐱〠湵汬崊⽓畢瑹灥⽌楮款㹥湤潢樊㐸〠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽃⁛ㄠ〠そਯ䠯䤊⽒散琠嬲㈶⸶㜠㘰㈮㤳㤠㈵㠮㤶㘠㘱㐮㠹㑝ਯ䑥獴⁛㄰㈠〠删⽘奚‱㌴⸷㘵〠㌸㘮㜲㌰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪਴㠱‰⁯扪਼㰯呹灥⽁湮潴ਯ䉯牤敲⁛〠〠そਯ䌠嬱‰‰崊⽈⽉ਯ剥捴⁛ㄷ㈮㜰㌠㈸㜮㐹㠠㈰㌮㤱㠠㈹㠮㌴㝝ਯ䑥獴⁛ㄶ㐠〠删⽘奚‱㌴⸷㘵〠㌹㔮㘹〰⁮畬汝ਯ卵扴祰支䱩湫㸾敮摯扪਴㠲‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㐸㌠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㐸㈠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㠴‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㐸㔠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㐸㐠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㠶‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴灳㨯⽤潩⹯牧⼱〮ㄱ〱⼲〲㐮〲⸲〮㔸ㄳㄶ⤾㹥湤潢樊㐸㜠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬱㈸⸲㈸‷㜸′㠱⸰〴‷㠸崊⽁†㐸㘠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㠸‰⁯扪਼㰯匯啒䤊⽕剉⡨瑴瀺⼯捲敡瑩癥捯浭潮献潲术汩捥湳敳⽢礯㐮〯⤾㹥湤潢樊㐸㤠〠潢樊㰼⽔祰支䅮湯琊⽂潲摥爠嬰‰‰崊⽒散琠嬲㜶⸵㐸‷㘲″㤰⸱㐸‷㜲崊⽁†㐸㠠〠删ਯ卵扴祰支䱩湫㸾敮摯扪਴㤳‰⁯扪਼㰯呹灥⽍整慤慴愊⽓畢瑹灥⽘䵌⽌敮杴栠ㄵ〶㸾獴牥慭਼㽸灡捫整⁢敧楮㴧뼧⁩搽❗㕍き灃敨楈穲敓穎呣穫挹搧㼾਼㽡摯扥⵸慰ⵦ楬瑥牳⁥獣㴢䍒䱆∿㸊㱸㩸浰浥瑡⁸浬湳㩸㴧慤潢攺湳㩭整愯✠砺硭灴欽❘䵐⁴潯汫楴′⸹⸱ⴱ㌬⁦牡浥睯牫‱⸶✾਼牤昺剄䘠硭汮猺牤昽❨瑴瀺⼯睷眮眳⹯牧⼱㤹㤯〲⼲㈭牤昭獹湴慸⵮猣✠硭汮猺楘㴧桴瑰㨯⽮献慤潢攮捯洯楘⼱⸰⼧㸊㱲摦㩄敳捲楰瑩潮⁲摦㩡扯畴㴢∠硭汮猺灤昽❨瑴瀺⼯湳⹡摯扥⹣潭⽰摦⼱⸳⼧㸼灤昺偲潤畣敲㹇偌⁇桯獴獣物灴‱〮〰⸰㰯灤昺偲潤畣敲㸊㱰摦㩋敹睯牤猾㰯灤昺䭥祷潲摳㸊㰯牤昺䑥獣物灴楯渾਼牤昺䑥獣物灴楯渠牤昺慢潵琽∢⁸浬湳㩸浰㴧桴瑰㨯⽮献慤潢攮捯洯硡瀯ㄮ〯✾㱸浰㩍潤楦祄慴放㈰㈴ⴰ㈭㈳吰㘺〲㨵㍚㰯硭瀺䵯摩晹䑡瑥㸊㱸浰㩃牥慴敄慴放㈰㈴ⴰ㈭㈳吰㘺〲㨵㍚㰯硭瀺䍲敡瑥䑡瑥㸊㱸浰㩃牥慴潲呯潬㹌慔敘⁷楴栠桹灥牲敦㰯硭瀺䍲敡瑯牔潯氾㰯牤昺䑥獣物灴楯渾਼牤昺䑥獣物灴楯渠牤昺慢潵琽∢⁸浬湳㩸慰䵍㴧桴瑰㨯⽮献慤潢攮捯洯硡瀯ㄮ〯浭⼧⁸慰䵍㩄潣畭敮瑉䐽❵畩携扢㐲㕤㔹ⴰ愲搭ㄱ晡ⴰ〰〭ㄸ昹㑥㤸㍣㔳✯㸊㱲摦㩄敳捲楰瑩潮⁲摦㩡扯畴㴢∠硭汮猺摣㴧桴瑰㨯⽰畲氮潲术摣⽥汥浥湴猯ㄮㄯ✠摣㩦潲浡琽❡灰汩捡瑩潮⽰摦✾㱤挺瑩瑬放㱲摦㩁汴㸼牤昺汩⁸浬㩬慮朽❸ⵤ敦慵汴✾䄠瑲慣瑡扬攠瑲敥⁤楳瑲楢畴楯渠灡牡浥瑥物穥搠批⁣污摥⁰牯扡扩汩瑩敳⁡湤⁩瑳⁡灰汩捡瑩潮⁴漠䉡祥獩慮⁰桹汯来湥瑩挠灯楮琠敳瑩浡瑩潮㰯牤昺汩㸼⽲摦㩁汴㸼⽤挺瑩瑬放㱤挺捲敡瑯爾㱲摦㩓敱㸼牤昺汩㸼⽲摦㩬椾㰯牤昺卥焾㰯摣㩣牥慴潲㸼摣㩤敳捲楰瑩潮㸼牤昺䅬琾㱲摦㩬椠硭氺污湧㴧砭摥晡畬琧㸼⽲摦㩬椾㰯牤昺䅬琾㰯摣㩤敳捲楰瑩潮㸼⽲摦㩄敳捲楰瑩潮㸊㰯牤昺剄䘾਼⽸㩸浰浥瑡㸊††††††††††††††††††††††††††††††††††††ਠ††††††††††††††††††††††††††††††††††† 㰿硰慣步琠敮搽❷✿㸊敮摳瑲敡洊敮摯扪੸牥昊〠㐹㐊〰〰〰〰〰‶㔵㌵⁦ 〰〰〵〱〳‰〰〰⁮ 〰〰〵㜵㔳‰〰〰⁮ 〰〰〷㐴〹‰〰〰⁮ 〰〰〹㔱㘱‰〰〰⁮ 〰〰㄰㐲〳‰〰〰⁮ 〰〰ㄱㄹ〸‰〰〰⁮ 〰〰ㄱ㤲ㄴ‰〰〰⁮ 〰〰ㄲ㔹㤲‰〰〰⁮ 〰〰ㄴ㤷ㄷ‰〰〰⁮ 〰〰ㄷㄸ㈴‰〰〰⁮ 〰〰ㄸ㐷㌶‰〰〰⁮ 〰〰㈰㜳㘹‰〰〰⁮ 〰〰㈳㈷㜷‰〰〰⁮ 〰〰㈴㈴㐷‰〰〰⁮ 〰〰ㄹ㈳㐱‰〰〰⁮ 〰〰㈰〶㌳‰〰〰⁮ 〰〰〴ㄸㄲ‰〰〰⁮ 〰〰〴㈱㘶‰〰〰⁮ 〰〰〵〰〲‰〰〰⁮ 〰〰㈷㈱㜲‰〰〰⁮ 〰〰㈷㈵㘶‰〰〰⁮ 〰〰〵〰㈳‰〰〰⁮ 〰〰〵〲㠰‰〰〰⁮ 〰〰〵㜴〴‰〰〰⁮ 〰〰㈷㈹〴‰〰〰⁮ 〰〰㈷㌲㤹‰〰〰⁮ 〰〰㈷㌶㌶‰〰〰⁮ 〰〰㈷㐰㐰‰〰〰⁮ 〰〰㈷㐳㌰‰〰〰⁮ 〰〰㈷㐷㈲‰〰〰⁮ 〰〰〵㜴㈵‰〰〰⁮ 〰〰〵㜷㌸‰〰〰⁮ 〰〰〶㔱㠷‰〰〰⁮ 〰〰㈷㔰㘴‰〰〰⁮ 〰〰㈷㔴〱‰〰〰⁮ 〰〰㈷㔶㤷‰〰〰⁮ 〰〰㈷㔹㠴‰〰〰⁮ 〰〰〶㔲〸‰〰〰⁮ 〰〰〶㔳㜲‰〰〰⁮ 〰〰〶㔵㘶‰〰〰⁮ 〰〰〷㐲ㄲ‰〰〰⁮ 〰〰㈷㘲㌹‰〰〰⁮ 〰〰㈷㘴㐳‰〰〰⁮ 〰〰〷㐲㌳‰〰〰⁮ 〰〰〷㐵㤴‰〰〰⁮ 〰〰〸㌴〹‰〰〰⁮ 〰〰〸㌴㌰‰〰〰⁮ 〰〰〸㌵㤹‰〰〰⁮ 〰〰〸㌸㌰‰〰〰⁮ 〰〰〸㌹㜶‰〰〰⁮ 〰〰〸㐱㤵‰〰〰⁮ 〰〰〸㐳㐱‰〰〰⁮ 〰〰〸㐵㘰‰〰〰⁮ 〰〰〸㐷〴‰〰〰⁮ 〰〰〸㐹㈶‰〰〰⁮ 〰〰〸㘶㤴‰〰〰⁮ 〰〰〸㘸㘴‰〰〰⁮ 〰〰〹㐱㜳‰〰〰⁮ 〰〰〹㐱㤴‰〰〰⁮ 〰〰〹㐳㐹‰〰〰⁮ 〰〰㈷㘶㘹‰〰〰⁮ 〰〰㈷㘸㈶‰〰〰⁮ 〰〰〹㐵㘰‰〰〰⁮ 〰〰〹㔳㔴‰〰〰⁮ 〰〰㄰㈸㐱‰〰〰⁮ 〰〰㄰㈸㘲‰〰〰⁮ 〰〰㄰㌰㌲‰〰〰⁮ 〰〰㄰㌲㔴‰〰〰⁮ 〰〰㄰㐴〴‰〰〰⁮ 〰〰ㄱㄷㄱ‰〰〰⁮ 〰〰ㄱㄷ㌲‰〰〰⁮ 〰〰ㄱ㈱㌳‰〰〰⁮ 〰〰ㄱ㤰㘵‰〰〰⁮ 〰〰㈷㜰㐰‰〰〰⁮ 〰〰㈷㜳㔸‰〰〰⁮ 〰〰ㄱ㤰㠶‰〰〰⁮ 〰〰ㄱ㤳㤹‰〰〰⁮ 〰〰ㄲ㔸㌱‰〰〰⁮ 〰〰㈷㜶㔵‰〰〰⁮ 〰〰㈷㠰ㄶ‰〰〰⁮ 〰〰ㄲ㔸㔲‰〰〰⁮ 〰〰ㄲ㘲ㄲ‰〰〰⁮ 〰〰ㄳ㐶㈴‰〰〰⁮ 〰〰㈷㠳㈰‰〰〰⁮ 〰〰㈷㠳㔵‰〰〰⁮ 〰〰㈷㠸〲‰〰〰⁮ 〰〰ㄳ㐷㠳‰〰〰⁮ 〰〰ㄴ㐳㘴‰〰〰⁮ 〰〰ㄳ㐶㐵‰〰〰⁮ 〰〰ㄳ㐶㜸‰〰〰⁮ 〰〰ㄳ㐹㠰‰〰〰⁮ 〰〰ㄴ㐲㈹‰〰〰⁮ 〰〰ㄴ㐲㔰‰〰〰⁮ 〰〰ㄴ㐲㠳‰〰〰⁮ 〰〰ㄴ㐵㔳‰〰〰⁮ 〰〰ㄴ㤴〰‰〰〰⁮ 〰〰ㄴ㤴㈱‰〰〰⁮ 〰〰ㄴ㤵〳‰〰〰⁮ 〰〰ㄴ㤵㌶‰〰〰⁮ 〰〰ㄴ㤹㈸‰〰〰⁮ 〰〰ㄵ㜱㜲‰〰〰⁮ 〰〰ㄵ㜳㌵‰〰〰⁮ 〰〰ㄵ㜱㤴‰〰〰⁮ 〰〰ㄵ㜵㈸‰〰〰⁮ 〰〰ㄷㄳ㐱‰〰〰⁮ 〰〰ㄷㄳ㘴‰〰〰⁮ 〰〰ㄷㄴ㐷‰〰〰⁮ 〰〰ㄷㄵ㌰‰〰〰⁮ 〰〰ㄷㄵ㘴‰〰〰⁮ 〰〰ㄷ㈰〴‰〰〰⁮ 〰〰ㄷ㜱㤳‰〰〰⁮ 〰〰ㄷ㜲ㄵ‰〰〰⁮ 〰〰ㄷ㜳㌳‰〰〰⁮ 〰〰ㄷ㜵㌸‰〰〰⁮ 〰〰ㄸ㐶㌲‰〰〰⁮ 〰〰ㄸ㐶㔴‰〰〰⁮ 〰〰ㄸ㐹㜲‰〰〰⁮ 〰〰ㄹㄵ㔹‰〰〰⁮ 〰〰㈷㤳〴‰〰〰⁮ 〰〰㈷㤷㈸‰〰〰⁮ 〰〰ㄹㄵ㠱‰〰〰⁮ 〰〰ㄹㄷ㌶‰〰〰⁮ 〰〰ㄹㄹ㐸‰〰〰⁮ 〰〰ㄹ㈷㘱‰〰〰⁮ 〰〰㈰〵㈸‰〰〰⁮ 〰〰㈰〵㔰‰〰〰⁮ 〰〰㈰〹㌳‰〰〰⁮ 〰〰㈰㜲㘴‰〰〰⁮ 〰〰㈰㜲㠶‰〰〰⁮ 〰〰㈰㜵㘰‰〰〰⁮ 〰〰㈱㈳㄰‰〰〰⁮ 〰〰㈸〱〸‰〰〰⁮ 〰〰㈸〴ㄹ‰〰〰⁮ 〰〰㈸〶㔹‰〰〰⁮ 〰〰㈸〷㈰‰〰〰⁮ 〰〰㈱㈳㌲‰〰〰⁮ 〰〰㈱㈷〹‰〰〰⁮ 〰〰㈱㌰㈹‰〰〰⁮ 〰〰㈱㌲㠹‰〰〰⁮ 〰〰㈱㌵㌲‰〰〰⁮ 〰〰㈱㌶㜹‰〰〰⁮ 〰〰㈱㌸㤱‰〰〰⁮ 〰〰㈱㌹㌹‰〰〰⁮ 〰〰㈱㤴㜱‰〰〰⁮ 〰〰㈱㤶㘳‰〰〰⁮ 〰〰㈲㔲ㄳ‰〰〰⁮ 〰〰㈲㔲㌵‰〰〰⁮ 〰〰㈲㔶㈰‰〰〰⁮ 〰〰㈲㔹㔴‰〰〰⁮ 〰〰㈲㘲ㄴ‰〰〰⁮ 〰〰㈲㘴㔷‰〰〰⁮ 〰〰㈲㘶〴‰〰〰⁮ 〰〰㈲㘸ㄶ‰〰〰⁮ 〰〰㈲㘸㘴‰〰〰⁮ 〰〰㈳㌰〱‰〰〰⁮ 〰〰㈴㈲㤶‰〰〰⁮ 〰〰㈸〷㜹‰〰〰⁮ 〰〰㈸㄰㤹‰〰〰⁮ 〰〰㈴㈳ㄸ‰〰〰⁮ 〰〰㈴㈳㔲‰〰〰⁮ 〰〰㈴㈶㜹‰〰〰⁮ 〰〰㈵ㄸ㈴‰〰〰⁮ 〰〰㈵ㄸ㐶‰〰〰⁮ 〰〰㈵㈱㔹‰〰〰⁮ 〰〰㈵ㄹ㈹‰〰〰⁮ 〰〰㈵ㄹ㘳‰〰〰⁮ 〰〰㈵㈳㔲‰〰〰⁮ 〰〰㈷ㄶ㠹‰〰〰⁮ 〰〰㈷ㄷㄲ‰〰〰⁮ 〰〰㈷ㄷ㤵‰〰〰⁮ 〰〰㈷ㄸ㜸‰〰〰⁮ 〰〰㈷ㄹㄲ‰〰〰⁮ 〰〰ㄹ㈰㠰‰〰〰⁮ 〰〰〸㔱㈶‰〰〰⁮ 〰〰㈸ㄳ㤷‰〰〰⁮ 〰〰㈱㐰㜳‰〰〰⁮ 〰〰㈸㌲㈵‰〰〰⁮ 〰〰㈱㠳㐷‰〰〰⁮ 〰〰㈸㐲㈶‰〰〰⁮ 〰〰㈸㜷〳‰〰〰⁮ 〰〰㈸㤰㠵‰〰〰⁮ 〰〰㈲㘹㠶‰〰〰⁮ 〰〰㄰㌴㐳‰〰〰⁮ 〰〰〸㔷㘲‰〰〰⁮ 〰〰㈹〴㐳‰〰〰⁮ 〰〰〸㔹㤱‰〰〰⁮ 〰〰㈱㠵㔳‰〰〰⁮ 〰〰㈹ㄲ㜰‰〰〰⁮ 〰〰㈹ㄸ㐳‰〰〰⁮ 〰〰〹㐷㈵‰〰〰⁮ 〰〰㈹㜰㠷‰〰〰⁮ 〰〰㌰ㄳ〸‰〰〰⁮ 〰〰㈲㜷㈸‰〰〰⁮ 〰〰㌰㔸㘷‰〰〰⁮ 〰〰〸㘱㤳‰〰〰⁮ 〰〰㌰㘲㌶‰〰〰⁮ 〰〰㈳㈳㤵‰〰〰⁮ 〰〰㌰㤳㐴‰〰〰⁮ 〰〰㌱㔳㤷‰〰〰⁮ 〰〰㌱㘲㌴‰〰〰⁮ 〰〰㌱㘴㘷‰〰〰⁮ 〰〰㌱㘷㐱‰〰〰⁮ 〰〰㈷ㄹ㤶‰〰〰⁮ 〰〰㈱㤲㤵‰〰〰⁮ 〰〰㈷㈰㠴‰〰〰⁮ 〰〰ㄴ㤶㈹‰〰〰⁮ 〰〰㈳㈶〱‰〰〰⁮ 〰〰〸㘴㈲‰〰〰⁮ 〰〰ㄷㄶ㐸‰〰〰⁮ 〰〰〸㘵㄰‰〰〰⁮ 〰〰㈱㤳㠲‰〰〰⁮ 〰〰㌱㘸㜴‰〰〰⁮ 〰〰㈵㈰㜱‰〰〰⁮ 〰〰ㄷㄷ㌶‰〰〰⁮ 〰〰〸㘶〶‰〰〰⁮ 〰〰㌱㘹㠹‰〰〰⁮ 〰〰㌱㜳㔳‰〰〰⁮ 〰〰㈳㈶㤰‰〰〰⁮ 〰〰㌱㜴㤵‰〰〰⁮ 〰〰㌱㠳〷‰〰〰⁮ 〰〰㌱㠳㈹‰〰〰⁮ 〰〰㌱㠳㔱‰〰〰⁮ 〰〰㌱㠳㜳‰〰〰⁮ 〰〰㌱㠳㤵‰〰〰⁮ 〰〰㌱㠴ㄷ‰〰〰⁮ 〰〰㌱㠴㌹‰〰〰⁮ 〰〰㌱㠴㘱‰〰〰⁮ 〰〰㌱㠴㠳‰〰〰⁮ 〰〰㌱㠵〵‰〰〰⁮ 〰〰㌱㠵㈷‰〰〰⁮ 〰〰㌱㠵㐹‰〰〰⁮ 〰〰㌱㠵㜱‰〰〰⁮ 〰〰㌱㠵㤳‰〰〰⁮ 〰〰㌱㠶ㄵ‰〰〰⁮ 〰〰㌱㠶㌷‰〰〰⁮ 〰〰㌱㠶㔹‰〰〰⁮ 〰〰㌱㠶㠱‰〰〰⁮ 〰〰㌱㠷〳‰〰〰⁮ 〰〰㌱㠷㈵‰〰〰⁮ 〰〰㌱㠷㐷‰〰〰⁮ 〰〰㌱㠷㘹‰〰〰⁮ 〰〰㌱㠷㤱‰〰〰⁮ 〰〰㌱㠸ㄳ‰〰〰⁮ 〰〰㌱㠸㌵‰〰〰⁮ 〰〰㌱㠸㔷‰〰〰⁮ 〰〰㌱㠸㜹‰〰〰⁮ 〰〰㌱㠹〱‰〰〰⁮ 〰〰㌱㠹㈳‰〰〰⁮ 〰〰㌱㠹㐵‰〰〰⁮ 〰〰㌱㤱㌲‰〰〰⁮ 〰〰㌱㤳㈰‰〰〰⁮ 〰〰㌱㤵〷‰〰〰⁮ 〰〰㌱㤶㤵‰〰〰⁮ 〰〰㌱㤸㠳‰〰〰⁮ 〰〰㌲〰㜱‰〰〰⁮ 〰〰㌲〲㔴‰〰〰⁮ 〰〰㌲〴ㄵ‰〰〰⁮ 〰〰㌲〵㜶‰〰〰⁮ 〰〰㌲〷㌷‰〰〰⁮ 〰〰㌲〸ㄲ‰〰〰⁮ 〰〰㌲〹ㄹ‰〰〰⁮ 〰〰㌲〹㤶‰〰〰⁮ 〰〰㌲ㄱ〳‰〰〰⁮ 〰〰㌲ㄲ㘳‰〰〰⁮ 〰〰㌲ㄴ㈲‰〰〰⁮ 〰〰㌲ㄵ㠲‰〰〰⁮ 〰〰㌲ㄷ㐲‰〰〰⁮ 〰〰㌲ㄹ〳‰〰〰⁮ 〰〰㌲㈰㘴‰〰〰⁮ 〰〰㌲㈲㈵‰〰〰⁮ 〰〰㌲㈳㠶‰〰〰⁮ 〰〰㌲㈵㐷‰〰〰⁮ 〰〰㌲㈷〸‰〰〰⁮ 〰〰㌲㈸㘹‰〰〰⁮ 〰〰㌲㌰㌰‰〰〰⁮ 〰〰㌲㌱㤱‰〰〰⁮ 〰〰㌲㌳㔲‰〰〰⁮ 〰〰㌲㌵ㄳ‰〰〰⁮ 〰〰㌲㌶㜴‰〰〰⁮ 〰〰㌲㌸㌵‰〰〰⁮ 〰〰㌲㌹㤵‰〰〰⁮ 〰〰㌲㐱㔶‰〰〰⁮ 〰〰㌲㐳ㄶ‰〰〰⁮ 〰〰㌲㐴㜷‰〰〰⁮ 〰〰㌲㐶㌸‰〰〰⁮ 〰〰㌲㐷㤹‰〰〰⁮ 〰〰㌲㐸㜴‰〰〰⁮ 〰〰㌲㐹㠱‰〰〰⁮ 〰〰㌲㔰㔸‰〰〰⁮ 〰〰㌲㔱㘵‰〰〰⁮ 〰〰㌲㔳㈶‰〰〰⁮ 〰〰㌲㔴〱‰〰〰⁮ 〰〰㌲㔵〸‰〰〰⁮ 〰〰㌲㔵㠵‰〰〰⁮ 〰〰㌲㔶㤲‰〰〰⁮ 〰〰㌲㔸㔳‰〰〰⁮ 〰〰㌲㘰ㄴ‰〰〰⁮ 〰〰㌲㘰㠹‰〰〰⁮ 〰〰㌲㘱㤶‰〰〰⁮ 〰〰㌲㘲㜳‰〰〰⁮ 〰〰㌲㘳㠰‰〰〰⁮ 〰〰㌲㘵㐱‰〰〰⁮ 〰〰㌲㘷〱‰〰〰⁮ 〰〰㌲㘸㘱‰〰〰⁮ 〰〰㌲㘹㌶‰〰〰⁮ 〰〰㌲㜰㐳‰〰〰⁮ 〰〰㌲㜱㈰‰〰〰⁮ 〰〰㌲㜲㈷‰〰〰⁮ 〰〰㌲㜳㠶‰〰〰⁮ 〰〰㌲㜵㐷‰〰〰⁮ 〰〰㌲㜶㈲‰〰〰⁮ 〰〰㌲㜷㈹‰〰〰⁮ 〰〰㌲㜸〶‰〰〰⁮ 〰〰㌲㜹ㄳ‰〰〰⁮ 〰〰㌲㜹㠸‰〰〰⁮ 〰〰㌲㠰㤵‰〰〰⁮ 〰〰㌲㠱㜲‰〰〰⁮ 〰〰㌲㠲㜹‰〰〰⁮ 〰〰㌲㠴㌹‰〰〰⁮ 〰〰㌲㠵㤸‰〰〰⁮ 〰〰㌲㠷㔸‰〰〰⁮ 〰〰㌲㠸㌳‰〰〰⁮ 〰〰㌲㠹㐰‰〰〰⁮ 〰〰㌲㤰ㄷ‰〰〰⁮ 〰〰㌲㤱㈴‰〰〰⁮ 〰〰㌲㤲㠴‰〰〰⁮ 〰〰㌲㤴㐵‰〰〰⁮ 〰〰㌲㤶〶‰〰〰⁮ 〰〰㌲㤷㘷‰〰〰⁮ 〰〰㌲㤸㐲‰〰〰⁮ 〰〰㌲㤹㐹‰〰〰⁮ 〰〰㌳〰㈶‰〰〰⁮ 〰〰㌳〱㌳‰〰〰⁮ 〰〰㌳〲㤴‰〰〰⁮ 〰〰㌳〴㔵‰〰〰⁮ 〰〰㌳〶ㄶ‰〰〰⁮ 〰〰㌳〷㜷‰〰〰⁮ 〰〰㌳〹㌸‰〰〰⁮ 〰〰㌳㄰㤸‰〰〰⁮ 〰〰㌳ㄲ㔹‰〰〰⁮ 〰〰㌳ㄳ㌴‰〰〰⁮ 〰〰㌳ㄴ㐱‰〰〰⁮ 〰〰㌳ㄵㄸ‰〰〰⁮ 〰〰㌳ㄶ㈵‰〰〰⁮ 〰〰㌳ㄷ㠶‰〰〰⁮ 〰〰㌳ㄹ㐶‰〰〰⁮ 〰〰㌳㈰㈱‰〰〰⁮ 〰〰㌳㈱㈸‰〰〰⁮ 〰〰㌳㈲〵‰〰〰⁮ 〰〰㌳㈳ㄲ‰〰〰⁮ 〰〰㌳㔵ㄱ‰〰〰⁮ 〰〰㌳㔶㜲‰〰〰⁮ 〰〰㌳㔸㌳‰〰〰⁮ 〰〰㌳㔹㤴‰〰〰⁮ 〰〰㌳㘱㔵‰〰〰⁮ 〰〰㌳㘲㌰‰〰〰⁮ 〰〰㌳㘳㌷‰〰〰⁮ 〰〰㌳㘴ㄴ‰〰〰⁮ 〰〰㌳㘵㈱‰〰〰⁮ 〰〰㌳㘶㠲‰〰〰⁮ 〰〰㌳㘷㔷‰〰〰⁮ 〰〰㌳㘸㘴‰〰〰⁮ 〰〰㌳㘹㐱‰〰〰⁮ 〰〰㌳㜰㐸‰〰〰⁮ 〰〰㌳㜱㈳‰〰〰⁮ 〰〰㌳㜲㌰‰〰〰⁮ 〰〰㌳㜳〷‰〰〰⁮ 〰〰㌳㜴ㄴ‰〰〰⁮ 〰〰㌳㜵㜴‰〰〰⁮ 〰〰㌳㜷㌵‰〰〰⁮ 〰〰㌳㜸㤶‰〰〰⁮ 〰〰㌳㠰㔷‰〰〰⁮ 〰〰㌳㠲ㄸ‰〰〰⁮ 〰〰㌳㠲㤳‰〰〰⁮ 〰〰㌳㠴〰‰〰〰⁮ 〰〰㌳㠴㜷‰〰〰⁮ 〰〰㌳㠵㠴‰〰〰⁮ 〰〰㌳㠶㔹‰〰〰⁮ 〰〰㌳㠷㘶‰〰〰⁮ 〰〰㌳㠸㐳‰〰〰⁮ 〰〰㌳㠹㔰‰〰〰⁮ 〰〰㌳㤱㄰‰〰〰⁮ 〰〰㌳㤱㠵‰〰〰⁮ 〰〰㌳㤲㤲‰〰〰⁮ 〰〰㌳㤳㘹‰〰〰⁮ 〰〰㌳㤴㜶‰〰〰⁮ 〰〰㌳㤶㌴‰〰〰⁮ 〰〰㌳㤷㤴‰〰〰⁮ 〰〰㌳㤹㔵‰〰〰⁮ 〰〰㌴〱ㄶ‰〰〰⁮ 〰〰㌴〱㤱‰〰〰⁮ 〰〰㌴〲㤸‰〰〰⁮ 〰〰㌴〳㜵‰〰〰⁮ 〰〰㌴〴㠲‰〰〰⁮ 〰〰㌴〶㐰‰〰〰⁮ 〰〰㌴〸〰‰〰〰⁮ 〰〰㌴〹㘱‰〰〰⁮ 〰〰㌴ㄱ㈱‰〰〰⁮ 〰〰㌴ㄳ〹‰〰〰⁮ 〰〰㌴ㄵ〵‰〰〰⁮ 〰〰㌴ㄷ〱‰〰〰⁮ 〰〰㌴ㄸ㤷‰〰〰⁮ 〰〰㌴ㄹ㜲‰〰〰⁮ 〰〰㌴㈰㜹‰〰〰⁮ 〰〰㌴㈱㔶‰〰〰⁮ 〰〰㌴㈲㘳‰〰〰⁮ 〰〰㌴㈴㔵‰〰〰⁮ 〰〰㌴㈶㐷‰〰〰⁮ 〰〰㌴㈸㌸‰〰〰⁮ 〰〰㌴㌰㌰‰〰〰⁮ 〰〰㌴㌲㈲‰〰〰⁮ 〰〰㌴㌴ㄴ‰〰〰⁮ 〰〰㌴㌶〳‰〰〰⁮ 〰〰㌴㌷㤲‰〰〰⁮ 〰〰㌴㌹㠱‰〰〰⁮ 〰〰㌴㐱㜶‰〰〰⁮ 〰〰㌴㐳㘳‰〰〰⁮ 〰〰㌴㐵㔸‰〰〰⁮ 〰〰㌴㐷㔳‰〰〰⁮ 〰〰㌴㐹㐸‰〰〰⁮ 〰〰㌴㔱㐱‰〰〰⁮ 〰〰㌴㔳㌴‰〰〰⁮ 〰〰㌴㔵㈷‰〰〰⁮ 〰〰㌴㔷㈲‰〰〰⁮ 〰〰㌴㔹ㄶ‰〰〰⁮ 〰〰㌴㘱㄰‰〰〰⁮ 〰〰㌴㘲㤵‰〰〰⁮ 〰〰㌴㘴㠶‰〰〰⁮ 〰〰㌴㘶㜷‰〰〰⁮ 〰〰㌴㘸㘷‰〰〰⁮ 〰〰㌴㜰㔹‰〰〰⁮ 〰〰㌴㜲㐶‰〰〰⁮ 〰〰㌴㜴㌳‰〰〰⁮ 〰〰㌴㜶㈰‰〰〰⁮ 〰〰㌴㜸〸‰〰〰⁮ 〰〰㌴㜹㤶‰〰〰⁮ 〰〰㌴㠱㠴‰〰〰⁮ 〰〰㌴㠲㔹‰〰〰⁮ 〰〰㌴㠳㘶‰〰〰⁮ 〰〰㌴㠴㐳‰〰〰⁮ 〰〰㌴㠵㔰‰〰〰⁮ 〰〰㌴㠷㌸‰〰〰⁮ 〰〰㌴㠹㈶‰〰〰⁮ 〰〰㌴㤱ㄴ‰〰〰⁮ 〰〰㌴㤳〲‰〰〰⁮ 〰〰㌴㤴㤰‰〰〰⁮ 〰〰㌴㤶㜷‰〰〰⁮ 〰〰㌴㤸㜴‰〰〰⁮ 〰〰㌵〰㘱‰〰〰⁮ 〰〰㌵〲㐹‰〰〰⁮ 〰〰㌵〴㌷‰〰〰⁮ 〰〰㌵〶㌱‰〰〰⁮ 〰〰㌵〸ㄸ‰〰〰⁮ 〰〰㌵㄰ㄴ‰〰〰⁮ 〰〰㌵ㄲ〹‰〰〰⁮ 〰〰㌵ㄴ〴‰〰〰⁮ 〰〰㌵ㄵ㤲‰〰〰⁮ 〰〰㌵ㄶ㘷‰〰〰⁮ 〰〰㌵ㄷ㜴‰〰〰⁮ 〰〰㌵ㄸ㔱‰〰〰⁮ 〰〰㌵ㄹ㔸‰〰〰⁮ 〰〰㌵㈰㌳‰〰〰⁮ 〰〰㌵㈱㐰‰〰〰⁮ 〰〰㌵㈲ㄷ‰〰〰⁮ 〰〰㌵㈳㈴‰〰〰⁮ 〰〰㌵㈳㤹‰〰〰⁮ 〰〰㌵㈵〶‰〰〰⁮ 〰〰㌵㈵㠳‰〰〰⁮ 〰〰㌵㈶㤰‰〰〰⁮ 〰〰㌵㈸㔱‰〰〰⁮ 〰〰㌵㌰ㄱ‰〰〰⁮ 〰〰㌵㌱㜲‰〰〰⁮ 〰〰㌵㌳㌳‰〰〰⁮ 〰〰㌵㌴〸‰〰〰⁮ 〰〰㌵㌵ㄵ‰〰〰⁮ 〰〰㌵㌵㤲‰〰〰⁮ 〰〰㌵㌶㤹‰〰〰⁮ 〰〰㌵㌸㔹‰〰〰⁮ 〰〰㌵㐰㈱‰〰〰⁮ 〰〰㌵㐱㠳‰〰〰⁮ 〰〰㌵㐳㐴‰〰〰⁮ 〰〰㌵㐵〶‰〰〰⁮ 〰〰㌵㐵㠱‰〰〰⁮ 〰〰㌵㐶㠸‰〰〰⁮ 〰〰㌵㐷㘵‰〰〰⁮ 〰〰㌵㐸㜲‰〰〰⁮ 〰〰㌵㐹㐷‰〰〰⁮ 〰〰㌵㔰㔴‰〰〰⁮ 〰〰㌵㔱㌱‰〰〰⁮ 〰〰㌱㜶㘷‰〰〰⁮ 〰〰㌱㜹㤵‰〰〰⁮ 〰〰㌱㠲㈹‰〰〰⁮ 〰〰㌵㔲㌸‰〰〰⁮ 瑲慩汥爊㰼⽓楺攠㐹㐾㸊獴慲瑸牥昊㈲ㄊ┥䕏䘊

