2312.16374v1 [cs.CL] 27 Dec 2023

arxXiv

LLM Factoscope: Uncovering LLMs’ Factual Discernment through Inner States
Analysis

Jinwen He!? | Yujia Gong'?, Kai Chen!?, Zijin Lin’?>, Chengan Wei'> and Yue Zhao'>

ISKLOIS, Institute of Information Engineering, Chinese Academy of Sciences
2School of Cyber Security, University of Chinese Academy of Sciences

{hejinwen, gongyujia, linzijin, weichengan, zhaoyue, chenkai} @iie.ac.cn

Abstract

Large Language Models (LLMs) have revolution-
ized various domains with extensive knowledge
and creative capabilities. However, a critical is-
sue with LLMs is their tendency to produce out-
puts that diverge from factual reality. This phe-
nomenon is particularly concerning in sensitive ap-
plications such as medical consultation and legal
advice, where accuracy is paramount. In this paper,
we introduce the LLM factoscope, a novel Siamese
network-based model that leverages the inner states
of LLMs for factual detection. Our investigation re-
veals distinguishable patterns in LLMs’ inner states
when generating factual versus non-factual con-
tent. We demonstrate the LLM factoscope’s ef-
fectiveness across various architectures, achieving
over 96% accuracy in factual detection. Our work
opens a new avenue for utilizing LLMs’ inner states
for factual detection and encourages further explo-
ration into LLMs’ inner workings for enhanced re-
liability and transparency.

1 Introduction

Large Language Models (LLMs) have gained immense popu-
larity, revolutionizing various domains with their remarkable
creative capabilities and vast knowledge repositories. These
models reshape fields like natural language processing [1],
content generation [2], and more. However, despite their ad-
vanced abilities, a growing concern surrounds their propen-
sity for “hallucination” — the generation of outputs that de-
viate from factual reality [3]. In critical applications like
medical consultation [4], legal advice [5], and educational
tutoring [6], factual LLM outputs are not just desirable but
essential, as non-factual outputs from these models could po-
tentially lead to detrimental consequences for users, affect-
ing their health, legal standing, or educational understanding.
Recognizing this, LLM-generated content’s factual detection
has emerged as an area of paramount importance [7]. Cur-
rent research predominantly relies on cross-referencing LLM
outputs with external databases [3]. While effective, this ap-
proach necessitates extensive external knowledge bases and
sophisticated cross-referencing algorithms, introducing more
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Figure 1: Average activation of factual and non-factual data.

complexity and dependency. This raises a compelling ques-
tion: Could we possibly exclude external resources but only
leverage the inner states of LLMs for factual detection?

Drawing inspiration from human lie detectors, which
assess physiological changes like heart rate and micro-
expressions to detect statement inconsistencies [8], our study
proposes a similar approach for LLMs’ factual detection. We
hypothesize that LLMs, having been exposed to a broad spec-
trum of world knowledge during training, might exhibit dis-
tinguishable patterns in their inner states when generating
outputs that are either factual or non-factual. While LLMs
might also learn from non-factual sources, they prefer choos-
ing more factual sources for training [9]. Therefore, they may
exhibit different inner states that imply factual or non-factual
outputs. Our investigation observed distinct activation pat-
terns in LLMs when they output factual versus non-factual
content. Figure 1 displays the average activation values at
each layer where we queried Llama-2-7B six times about dif-
ferent movies and their respective directors. The figure shows
the average activation values as a line, with the shaded area
representing the minimum to maximum activation values ob-
served across these queries. Out of these six queries, three
responses were factually correct, and three were incorrect.
Notably, there is a discernable difference in activation values
between layers 16 to 19 and 21 to 24. This phenomenon stems



from the differential areas within LLMs responsible for fac-
tual information and creative output, leading to varying inter-
nal state behaviors when producing factual versus non-factual
content[10].

Based on our preliminary observations that LLMs exhibit
distinct activation patterns when outputting factual versus
non-factual content, we introduce the LLM factoscope, a
Siamese network-based factual detection model. The LLM
factoscope analyzes the inner states from LLMs, including
activation maps, final output ranks, top-k output indices, and
top-k output probabilities, each offering a unique perspective
on the model’s internal decision-making process. Activation
maps are utilized to understand information processing within
the LLM, highlighting the neurons actively generating fac-
tual versus non-factual outputs. Concurrently, final output
ranks indicate the evolving likelihood of the final output token
across the layers, providing insights into the model’s shifting
output preferences. Additionally, top-k output indices iden-
tify the most probable output tokens at each layer, reflecting
the model’s decision-making priorities and its process of nar-
rowing down choices. Complementing these, top-k output
probabilities reveal the model’s confidence in its top choices
at each layer, offering a window into its probabilistic reason-
ing. Together, these diverse inner states enable our LLM Fac-
toscope model to effectively discern the factual accuracy of
LLM outputs, leveraging the nuanced insights provided by
each type of intermediate data in a cohesive, integrated man-
ner.

LLM factoscope assesses the factuality of the model’s
current output, providing a novel approach to fact-checking
within LLMs. In our experiments, we empirically demon-
strate the effectiveness of the LLM factoscope across vari-
ous LLM architectures, including GPT2-XL-1.5b, Llama2-
7b, Vicuna-7b, Stablelm-7b, Llama2-13b, and Vicuna-13b.
The LLM factoscope achieves an accuracy rate exceeding
96% in factual detection. Additionally, we extensively exam-
ine the model’s generalization capabilities and conduct abla-
tion studies to understand the impact of different sub-models
and support set sizes on the LLM factoscope’s performance.
Our work paves a new path for utilizing inner states from
LLMs for factual detection, sparking further exploration and
analysis of LLMs’ inner data for enhanced model understand-
ing and reliability. Our contributions are as follows:

* We designed a pipeline for LLM factoscope, encompass-
ing factual data collection, creation of a factual detection
dataset, model architecture design, and detailed training
and testing procedures. All the datasets and implemen-
tation will be released for further research and analysis.

* We empirically validated the effectiveness of LLM fac-
toscope, explored its generalizability across various do-
mains, and conducted thorough ablation experiments to
understand the influence of different model components
and parameters settings.

2 Background

2.1 Large Language Models

Large Language Models (LLMs), predominantly structured
around the transformer decoder architecture [11]. These

models, typically comprising billions of parameters, are adept
at capturing intricate language patterns [12]. A formalized
view of their inner workings can be presented as follows:
Consider an LLM defined as a function ' mapping an input
sequence X = (1, Zs,...,2,) to an output sequence y =
(y1,Y2,---,Ym), where x and y consist of tokens from a pre-
defined vocabulary V. Each token z; is first transformed into
a high-dimensional space through an embedding layer, result-
ing in a sequence of embeddings E = Embed(x). The core of
an LLM lies in its multiple layers of transformers, each com-
prising two main components: a self-attention module A and
a multilayer perceptron (MLP) module M. For a given layer
1, the hidden state H(=1 (with H(® = E) is first processed
by the self-attention mechanism. The output of the attention
layer, denoted as A", is then passed through the MLP layer.
The MLP, a series of fully connected layers, further processes
this data to produce the output, denoted as M(). The pro-
cess within each layer can be mathematically represented as:
A = AHED), MO = MA® HI-D) HO =
HD + AGO 4+ MO where A and M encapsulate the op-
erations within the attention and MLP, respectively. After the
final layer L, the output H(") is typically passed through
a linear layer followed by a softmax function to generate a
probability distribution over the vocabulary )V for each token
in the output sequence: y = softmax(W - H(X) + b), where
W and b are the weights and bias of the linear layer, respec-
tively. Our method leverages inner states from the LLM, such
as output from the hidden layer and MLP module, to detect
whether the next output of the LLM is factual or not.

2.2 LLM Factual Detection

Fact-checking LLM outputs has become an increasingly crit-
ical task. Current approaches to mitigate LLM-generated in-
accuracies include scrutinizing training datasets and cross-
referencing external databases. Manual examination [13] of
training datasets is labor-intensive, while external database
referencing [14] [15] incurs additional computational costs
and relies heavily on the effectiveness of cross-verification
techniques. A recently proposed SAPLMA [16] investigates
whether LLMs can discern the factuality of an input sentence.
They use output from a single layer of LLM to train a fully
connected neural network. Our method aims to distinguish
each output as factual or non-factual, closely emulating the
typical usage of LLMs. We leverage not just activation val-
ues from a single layer, but also the inter-layer changes in
activations and hidden states within the LLM. This multi-
dimensional analysis of the LLM’s inner data is akin to ob-
serving various physiological responses in a human lie detec-
tor [8]. By aggregating these intermediate states, our method
provides a more effective, generalized, and explainable tool
for analyzing the factual accuracy of the LLM’s output.

2.3 Siamese Network

Siamese Networks are designed to address few-shot learning
challenges by discerning the similarities and differences be-
tween input pairs rather than conventional classification [17].
These networks consist of two identical sub-networks with
shared weights, ensuring uniform processing of inputs. Their



primary aim is to learn a feature space where similar items are
brought closer together, and dissimilar ones are pushed apart,
using a contrastive loss function. This approach is particu-
larly effective for few-shot learning, as it allows the network
to learn robust representations of relationships between in-
puts, rather than direct classifications. Our LLM Factoscope
model uses the Siamese Network framework to analyze in-
ner states within LLMs. The training phase is guided by
maximizing the similarity between similar (both from factual
or both from non-factual) data points and minimizing it for
dissimilar (one from factual and the other from non-factual)
ones. During testing, the LLM Factoscope model uses a sup-
port set comprising a collection of labeled data for classifica-
tion. When a test sample is introduced, the model computes
its embedding and compares it with those in the support set.
The classification of the test data is the same as the nearest
sample in the support set, thus leveraging the learned simi-
larities and differences from the training phase. This method
ensures a more reliable and nuanced classification, especially
in scenarios with limited or diverse data, by effectively utiliz-
ing the learned relationships within the model.

3 LLM Factoscope

This section outlines our method for developing an LLM fac-
toscope. We begin with an overview of our pipeline. Sub-
sequently, we delve into the preprocessing steps necessary to
refine this data for effective model training. Then, we present
the architecture of the LLM factoscope, elaborating on inte-
grating various sub-models for processing different types of
inner states. Lastly, we explain our model’s training and test-
ing procedures.

3.1 Overview

We introduce a pipeline for creating an LLM factoscope that
leverages the intermediate information of LLMs, as shown in
Figure 2. Initially, we search structured data from the Kaggle
repository in CSV format. Then, we extract entities and their
corresponding targets that exhibit specific relations. For in-
stance, in the context of a relation like movie-director, one
such data point might be: the entity being the movie title
2001: A Space Odyssey’, and the target being its direc-
tor, ‘Stanley Kubrick’. The entity, relation, and target are
the framework we construct our dataset. This dataset is then
deployed to probe LLMs to check whether their responses
align with factual correctness, serving as labels for our fac-
tual detection dataset. Concurrently, we capture the LLMs’
inner states, which include the model’s inner representation
of knowledge, and use them as features for our dataset. After
collecting data, we apply a series of preprocessing steps, such
as normalization and transformation. These steps are crucial
as they standardize the data to a uniform scale and format,
thereby significantly enhancing the LLM factoscope’s learn-
ing capabilities. The final step is to train a Siamese network-
based model, designed to maximize the embedding similarity
between similar class data (either both factual or both non-
factual) and minimize the similarity between pairs of dissim-
ilar class responses (one factual and one non-factual).

3.2 Factual Data Collection

We start our dataset collection by searching for fact-related
CSV datasets on Kaggle [27], a platform chosen for its di-
verse and extensive datasets. The CSV format’s inherent
structuring into entities, relationships, and targets makes it
an ideal candidate for the automated generation of prompts
and answers. Our dataset includes various categories, such as
art [18] [19], sport [20] [21], literature [22], geography [23],
history [24], science [25], and economics [26], ensuring com-
prehensive coverage of various factual aspects. Within each
category, we have developed datasets encompassing multiple
relational types—for instance, in the art category, relation-
ships such as artwork-artist, movie-director, movie-writer,
and movie-year are included. Leveraging GPT-4’s advanced
capabilities [28] and meticulous manual adjustments, we have
crafted clear and unambiguous prompts to ensure that LLMs
can accurately comprehend the questions. To further en-
hance the dataset’s robustness and diversity, we have devel-
oped multiple synonymous question templates for each rela-
tion type. Table 1 provides an overview of the datasets. Each
dataset entry consists of a prompt and a corresponding factual
answer. We have made this dataset available for open-source
contributions to facilitate further research.

3.3 Inner States Collection

After constructing our factual dataset, we present these
prompts to the LLM. Beyond merely capturing the LLM’s
direct responses, our focus extends to gathering inner states.
This data, consisting of activation values and hidden states, is
captured specifically for the last token of the entire prompt.
The data is crucial for comprehensively understanding the
model’s inner mechanisms, particularly how it processes in-
formation and makes decisions when generating responses.
In the following, we detail the collection and significance of
four key types of inner states: activation map, final output
rank, top-k output index, and top-k output probability. Each
type sheds light on different aspects of the LLM’s function-
ing, contributing to a deeper understanding of its response
generation process.

Activation map: The activation map represents the activa-
tion values of the last token of the prompt when processed by
the LLM. This map encapsulates the LLM’s inner represen-
tation of the knowledge pertinent to the prompt. As the LLM
traverses through its layers, it retrieves information relevant
to the prompt [29]. When the subsequent word aligns with
the ground-truth answer, it indicates successful knowledge re-
trieval at the intermediate layers; otherwise, it suggests inad-
equate knowledge retrieval. These contrasting scenarios are
expected to show distinct activation patterns, which we cap-
ture through the activation map.

Final output rank: This rank represents the position of the
final output token in the probability distribution at each layer
of the LLM. Specifically, we acquire the hidden states at each
layer, apply the same vocabulary mapping as done in the final
hidden layer through the linear layer, and thereby attain logits
for each token in the vocabulary [11]. The rank is determined
based on the descending order of logits for the final output
token at each layer. The rank shows how the likelihood of
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Figure 2: Pipeline of the LLM factoscope.

the final token changes across layers, reflecting the model’s
evolving output preferences.

Top-k output index and probability: From the logits used
in the final output ranking, we identify the top-k tokens with
the highest logits in each layer. These tokens represent the
model’s most likely outputs after processing the information
at each layer. The relationships among these top-k tokens,
both within and across layers, shed light on various cogni-
tive aspects of the model’s processing. Applying a softmax
function to the logits in each layer, we get the probability
distribution of all tokens, subsequently identifying the top-k
tokens with the highest probabilities. This data reflects the
fluctuating probabilities of these tokens across layers, provid-
ing insights into the model’s probabilistic reasoning.

By closely examining the LLMs’ intermediate responses
to factual prompts, we not only gain valuable insights into
the inner dynamics of the models’ decision-making processes
but also establish a foundation for more nuanced analysis
and modeling of their behavior in discerning factual from
non-factual outputs. Moreover, alongside these inner states,
we record labels for factual detection. These labels, derived
by evaluating whether the model’s first word following each
prompt aligns with the factual answer, serve as a key indi-
cator of the model’s accuracy in factual detection. A correct
alignment is marked as positive, while a misalignment is cat-
egorized as negative.

3.4 Inner States Preprocessing

In this section, we introduce the preprocessing of inner states
for factual detection using LLMs. This preprocessing in-
volves normalization and transformation techniques to refine
the data for effective integration into the training process. We
detail the preprocessing methods applied to each category of
inner states.

Normalization of activation map: We calculate the mean
1 and standard deviation o of the dataset. The activation
map A is then normalized using the formula: A ,malized =

(A — p)/o. This normalization ensures a uniform scale for
the activation values, enhancing their comparability and rele-
vance in the model’s learning mechanisms.

Transformation of final output rank: The rank of the fi-
nal output token undergoes a specific transformation to nor-
malize the ranks to fall within the range of 0 to 1 and em-
phasize higher initial ranks (lower numerical values). Math-
ematically, the transformation of rank r can be represented
as Tansformed = 1/[(1 —7) + 1+ 1077],7 € (1,|V]), where
|V| is the size of LLM’s vocabulary. When the rank r is
1 (indicating the highest initial rank), the transformed rank
Ttransformed DECOMeEs its maximum value, close to 1. Adding
1077 in the denominator is a small constant to prevent divi-
sion by zero.

Distance calculation for top-k output index: In processing
the top-k output index, we measure the semantic proximity
between token embeddings across adjacent layers. This is
achieved by calculating the cosine similarity between the em-
beddings of tokens, providing insights into how the model’s
perception of these tokens evolves across layers. The distance
metric helps understand the semantic continuity or shifts
within the model’s processing layers.

It is important to note that while most categories of in-
ner states require preprocessing to standardize their scales
or enhance their interpretability, the top-k output probabil-
ity data does not undergo such preprocessing. This is be-
cause the Top-k output probabilities are inherently on a con-
sistent scale, being probabilities that naturally range from O
to 1. Hence, they are already in a format conducive to model
training and analysis, requiring no additional normalization
or transformation.

3.5 LLM Factoscope Model Design

After preparing the inner states datasets, we develop the LLM
factoscope model, which is inspired by the principles of few-
shot learning and Siamese networks. It is designed to effec-



Category Example Size

Art [18][19] Prompt:' The artist of .the artwork Still Life with Flowers and a Watch is 67.302
Answer: Abraham Mignon

Sport [201[21] Prompt:' The athlete Ole Jacob Bangstad represents the country of 31718
Answer: Norway

. Prompt: The book Twilight was written by

Literary [22] Answer: Stephenie Meyer 54,301

Geography [23] Prompt:. The city Leipzig is located in the country of 1,103
Answer: Germany

History [24] Prompt:' The birthplace country of the historical figure Albert Einstein is 56,705
Answer: Germany

Science [25] Prompt:' The Nobel laureate Jacobus Henricus van ’t Hoff is from 8.971
Answer: Netherlands

. Prompt: Microsoft was started by

Economics [26] Answer: Bill Gates 5,228

Multi [10] Prompt:. The mother tongue of Danielle Darrieux is 21.918
Answer: French

Total 247,246

Table 1: Overview of the Factual Dataset

tively learn robust representations from limited data. This
approach aims to distinguish between factual and non-factual
content and demonstrates impressive generalization capabil-
ities on similar but unseen data. Our model comprises four
distinct sub-models, each dedicated to processing one of the
key types of inner state data: activation map, top-k output
index, top-k output probability, and final output rank.

For the activation map, top-k output index, and top-k out-
put probability, we utilize Convolutional Neural Networks
(CNNs) with the ResNetl8 architecture [30]. The choice
of ResNetl8, with its convolutional and residual connec-
tions, is particularly advantageous for efficiently capturing
the relationships between and within different layers of the
LLM. These CNNs transform the inner states into embed-
dingS Eaclivatiom Etop-k index> and Etop—k prob- Each embedding
captures unique aspects of the LLM’s processing dynamics.
As for the final output rank, a sequential data type, we use
a Gated Recurrent Unit (GRU) network [31], reflecting the
temporal evolution of the model’s output preferences across
layers. This network yields an embedding E;,,x. The embed-
dings from these four sub-models are then integrated through
a linear layer to form a comprehensive mixed representation,
Eixed. This representation embodies the LLM’s holistic fac-
tual understanding. This combined embedding captures an
integrated expression of the LLM’s factual understanding,
representing spatial and temporal insights.

During training, our model utilizes the triplet margin
loss [32], a metric integral to embedding learning in few-
shot learning scenarios. This loss function is designed to
maximize the similarity between instances of the same class
while minimizing the similarity between instances of differ-
ent classes. For a given training instance z, we feed it to the

combined model and get an embedding for its mixed repre-
sentation, E,,chor- Alongside, we select a positive example
Xpos from the same category as the anchor and a negative ex-
ample x,, from a different category. Subsequently, we ob-
tain their respective mixed expressions Ep, and Egee. The
triplet margin loss aims to ensure that the similarity between
the anchor and the positive instance, Sim(Egnchor, Epos), 18
larger than the similarity between the anchor and the nega-
tive instance, Sim(Eqnchor, Eneg), by at least a margin cv. This
loss function is formally defined as:

L= maX(Sim(Eanchon Epos) - Sim(Eanchon Eneg) + «, 0)7

where Sim(-, -) is the chosen similarity metric, typically co-
sine similarity, and « is a critical hyperparameter. By fine-
tuning o, we can enhance the model’s discriminative capabil-
ity, ensuring that the similarity between the anchor and the
positive instance is greater than that between the anchor and
the negative instance by at least the margin «. The training
process maximizes the loss, refining the model’s ability to
accurately differentiate between factual and non-factual con-
tent.

In the testing phase, we establish a support set consist-
ing of data samples and their corresponding targets, denoted
as {S1,...,S,} and {Tsup,, - - -, Tsup,, }» respectively. These
samples have not been used in the training process of the
LLM factoscope model. They are crucial for the testing
phase, as they provide a reference for comparing and clas-
sifying new, unseen test data. Each sample in the support set
is processed through the LLM factoscope model to generate
mixed representations, represented by {Eguy ..., Equp, }.
The mixed representations are outputs of the LLM facto-
scope model. The test data’s mixed representation, Eeg, is
then compared against these support set representations. The



classification of the test data is determined by identifying the
closest support set embedding to E . The target of the test
data is the target of this nearest support set data:

Tiest = Toup,. Where i* = argmax Sim(Eiest; Esup, )-
K3

Here, the index ¢* identifies the support set data that is clos-
est to the test data, and Ty, is the target associated with this
closest support set data. This approach ensures accurate and
reliable classification of the test data by leveraging the simi-
larities within the representations of the support set. Details
on the model’s architectural parameters and training parame-
ters are explored in Section 4.5, where their impacts on model
performance are thoroughly investigated.

4 Evaluation

4.1 Experimental Setup

Dataset. We employ various factual datasets encompass-
ing multiple domains such as art, sports, literature, geogra-
phy, history, science, and economics. Each domain includes
several relations, like the artist of a particular artwork and
the founder of a company. The factual datasets comprise
247,246 data points, facilitating a comprehensive evaluation
of the model’s ability to discern factual information. Then,
we record the inner states of the LLM as it processes factual
and non-factual statements, including activation values, final
output rank, top-k output index, and top-k output probabil-
ity. The label assigned to each data point indicates whether
the corresponding model output is factual or non-factual. To
ensure dataset balance, we randomly select an equal number
of factual and non-factual data points for each factual rela-
tionship. Furthermore, the features of this dataset are pre-
processed to ensure they are standardized and optimized for
model learning.

Models. Our experiments are conducted on several popu-
lar LLMs, each with distinctive architectures and characteris-
tics. These models include GPT2-XL [33], LLaMA-2-7B [9],
LLaMA-2-13B, Vicuna-7B-v1.5 [34], Vicuna-13B-v1.5, and
StableLM 7B [35]. These models allow us to comprehen-
sively evaluate the effectiveness of our fact detection method-
ology across various LLM architectures and configurations.
The LLM factoscope model comprises several sub-models,
each tailored to handle a specific type of inner state. This in-
cludes a ResNet18 model for processing activation values, a
GRU network for final output rankings, and two additional
ResNet18 models for handling word embedding distances
and top-k output probabilities. We set top-k to top-10. The
output of each sub-model is an embedding of dimension 24.
These embeddings from each sub-model are concatenated,
resulting in a combined embedding of dimension 96. This
combined embedding is then fed into a fully connected layer,
which reduces the dimensionality to 64, ensuring a compact
yet informative representation. The final embedding under-
goes ReLU activation and L2 normalization, providing a nor-
malized feature vector for each input. During testing, the size
of the support set is set to 100.

Experimental Environment. Our experimental setup was
hosted on a server with 32 Intel Xeon Silver 4314 CPUs at

2.40 GHz, 386 GB of RAM, and four NVIDIA A100 Tensor
Core GPUs, providing substantial computational capacity and
facilitating efficient processing for large-scale computations.
The entire suite of experiments was conducted on an Ubuntu
20.04 LTS operating system.

4.2 Effectiveness

In evaluating the performance of LLM Factoscope, we con-
sidered various LLMs, including GPT2-XL-1.5B, Llama2-
7B, Vicuna-7B, Stablelm-7B, Llama2-13B, and Vicuna-13B.
To establish a comparative baseline, we use activation val-
ues from specific layers, particularly those in the middle to
later stages of the LLMs, as input features to train a fully
connected neural network for factual detection, which aligns
with our observations in Figure 1. For GPT2-XL-1.5B, the
model is based on the activation values from the 31st layer.
In the case of Llama2-7B and Vicuna-7B, the 23rd layer’s ac-
tivation values are used. For Stablelm-7B, the baseline model
relied on the 12th layer, while Llama2-13B and Vicuna-13B
utilize the activation values from their 32nd layers.

As shown in Table 2, our LLM Factoscope consistently
maintains high accuracy levels, ranging between 96.1% and
98.3%, across different LLM architectures. In contrast,
the accuracy of the baseline fluctuates between 78.5% and
88.8%. This variation suggests that as LLMs increase in pa-
rameter size, the regions responsible for different types of
factual knowledge might differ, or multiple layers could be
involved in representing a single type of factual knowledge.
Consequently, the baseline, which relies solely on activa-
tion values from a single layer, demonstrated unstable per-
formance. Based on the analysis, we believe that the su-
perior performance of LLM Factoscope is attributable to its
consideration of various inner state changes across layers.
By integrating this multi-dimensional analysis of inner states
within LLMs, LLM Factoscope effectively discerns factual
from non-factual outputs, offering a more robust and reliable
approach to factual detection. This method’s success not only
highlights the significance of inner activations and activation
values in understanding LLM outputs but also paves the way
for future explorations into the intricate workings of LLMs,
particularly in the realm of natural language processing ap-
plications.

4.3 Generalization

It is well-established in neural network research that the effec-
tiveness of a model largely hinges on the similarity between
training and testing distributions [36]. Thus, our model’s per-
formance may vary across different distributions. We adopt
a leave-one-out approach for our generalization assessment.
Specifically, we remove one relation dataset, train the model
on the remaining datasets, and then test it on the omitted
dataset. We selected three relations for assessing generaliza-
tion, including Book-Author, Pantheon-Country, and Athlete-
Country, as these relations form sizable datasets across all
LLMs. Our empirical findings suggest that different LLMs
exhibit varying generalization capabilities across different re-
lations, as shown in Table 3. In the “Book-Author” relation,
our method achieved a notable 97.7% accuracy with Llama2-
7B and 69.0% with Stablelm-7B. This variation is likely due



Table 2: Effectiveness results of LLM factoscope across different LLM architectures.

Method  GPT2-XL-1.5B Llama2-7B  Vicuna-7B  Stablelm-7B  Llama2-13B  Vicuna-13B
Ours 0.961 0.967 0.982 0.983 0.983 0.974
Baseline 0.880 0.888 0.831 0.817 0.882 0.785

Table 3: Generalization Performance of different LLM architectures. Abbreviations: BL - Baseline, BA - Book-Author, PC - Pantheon-

Country, AC - Athlete-Country.

Data GPT2-XL-1.5B Llama2-7B Vicuna-7B Stablelm-7B Llama2-13B Vicuna-13B
Ours BL Ours BL Ours BL Ours BL Ours BL Ours BL
BA 0.712  0.800 0977 0.701 0971 0.757 0.690 0.333 0.904 0.854 0.895 0.814
PC 0.871 0.879 0972 0946 0.790 0.516 0.635 0.610 0938 0.849 0.913 0.698
AC 0979 0.780 0.703 0.693 0.770 0.716 0.694 0.756 0.778 0.686 0.807 0.703
Average 0.854 0.818 0.884 0.780 0.844 0.663 0.673 0.566 0.873 0.763 0.872 0.738
to each LLM’s unique handling of different types of factual (a) Average activation
knowledge. Our method outperforms the baseline in most 5 : - i o e . ‘
cases, with its average performance consistently outperform- layer
ing the baseline, indicating its superior generalization ability. (b) Final output rank
We believe that LLM factoscope uses various intermedi- \ Nw u
ate states beyond activation values—specifically, final out- 0 > 10 é‘r;er 20 2 30
put rank, top-k output index, and top-k output proba- .
bility—significantly bolsters its generalization capabilities. 10 (€) Top-k output index
Stablelm-7B exhibits the weakest generalization performance H 0
among all the LLMs tested. This aligns with its relatively % ¢ O
lower scores on LLM leaderboards [37]. We hypothesize that 253 - -
this could be attributed to its less effective learning of factual 3
versus non-factual content it was trained on. While our LLM 1
factoscope demonstrates certain levels of generalization, we 0 > 10 |1a‘r;er 20 > %
recommend ensuring similarity in the distribution of testing »
and training data when using this tool. For instance, an LLM 1 (d) Top-k output probability
who served as a historical knowledge assistant should align g
the LLM factoscope’s training with relevant historical data to L7
ensure its effectiveness. g g
4.4 Interpretability %
0 5 10 15 20 25 30

We delve into the interpretability of the LLM factoscope,
aiming to analyze the contribution of these features in dis-
cerning the factualness of LLM outputs. Specifically, we use
the Integrated Gradient [38] to analyze the contribution of ac-
tivation maps, final output ranks, top-k output indices, and
top-k output probabilities. Integrated Gradient is particularly
chosen for its higher faithfulness in interpretability assess-
ments [39]. Our analysis reveals that the most influential fea-
tures are mainly in the middle to later layers of the LLMs,
consistently observed across all four data types. To provide a
clearer visualization of this pattern, we present a typical ex-
ample in Figure 3. In the figure, red indicates a positive con-
tribution, while blue signifies a negative contribution, with
deeper colors representing higher average importance. Due
to the high dimensionality of activation data, we compute and
display the average importance of features at each layer. The
majority of positive contributions emerge after the 15th layer.
This finding aligns with our observations that the model ini-
tially filters semantically coherent candidate outputs in the

layer

Figure 3: Interpretations of different features’ contribution.

earlier layers, and then progressively focuses on candidates
relevant to the given prompt task in deeper layers.

4.5 Ablation Study

Contribution of each sub-model. We evaluate the contri-
bution of each sub-model by incrementally adding them to
the factual detection model on GPT2-XL-1.5b. As depicted
in Table 4, we notice a slight but consistent improvement in
Acc with the addition of more sub-models. This indicates that
each sub-model brings a unique dimension to the model’s ca-
pabilities, enhancing its overall performance. We employ the
“leave one out” training approach as in Section 4.3 to assess
the contribution of sub-models to generalization. The results
in Table 4 demonstrate enhanced generalization as more sub-



Table 4: Effeciveness and Generalization Results for Sub-Model
Variations in Factual Detection Model. Abbreviations: BA - Book-
Author, PC - Pantheon-Country, AC - Athlete-Country.

Data All BA PC AC

Act 0.945 0.665 0.842 0916
Rank 0.955 0.659 0.873 0.929
Emb 0960 0.652 0.867 0.936
Prob 0967 0.712 0.871 0.979

Table 5: Effectiveness results for varying top-k.

Top-k 2 4 6 8 10
Acc 0923 0904 0.948 0935 0.954

models are integrated. This improvement is particularly ev-
ident in the final model, which shows a significant increase
in Acc across various datasets compared to the model with
only one sub-model. For instance, in the “book-author” cate-
gory, the accuracy improves from 66.5% to 71.2%, and in the
“athlete-country” category, it jumps from 91.6% to 97.9%.
One possible explanation for this enhanced generalization is
the varied dependencies of the sub-models on the relational
data type. The first sub-model (activation map) is heavily re-
liant on the type of relationship data, whereas the subsequent
sub-models (final output rank, top-k output index, and top-k
output probability) are more independent of the relationship
data type. Therefore, they exhibit stronger generalization ca-
pabilities. The design of multiple sub-models captures both
the relational data type-dependent and independent features,
achieving high effectiveness and improved generalization.

Effects of different top-k. The top-k affects the top-k output
index and top-k output probability. The previous experiments
set the top-k to 10 unless otherwise stated. Now, we will
evaluate the effect of choosing different values for top-k on
the performance of the factual detection model. We set the
top-kto 2, 4, 6, 8, 10. The results of the experiment are shown
in Table 5. The lowest performance is 90.4% when top-k is 4,
and the highest performance is 95.4% when top-k is 10. The
difference between the two is only 5%, which indicates that
top-k does not have much effect on the model performance,
and that there is no purely positive correlation between top-k
and the factual detection model’s accuracy.

Effects of different support set size. We also try different
support set sizes from 50 to 250, observing their impact on
the performance of the factual detection model. This evalu-
ation was conducted on the Llama2-7b. The results, as pre-
sented in Table 6, demonstrate that the change in support set
size does not significantly impact the model’s performance
across most metrics. However, a notable trend is observed
with the increase of support set size to 200 or 250. There is a
slight increase (about 2%) in Acc and a corresponding rise in
the FNR. The rise in FNR could be attributed to the richer va-
riety and broader distribution of non-factual words compared
to factual ones. When the support set is expanded to a certain
extent, the coverage of non-factual tokens increases dispro-

Table 6: Effectiveness esults for varying support set size.

Support Size Acc  TPR FPR TNR FNR
50 0.938 0953 0.079 0921 0.047
100 0932 0942 0.080 0.920 0.058
150 0935 0958 0.092 0.908 0.042
200 0912 0908 0.082 0.922 0.092
250 0914 0906 0.078 0.922 0.094

Table 7: Effectiveness results of different sub-model architectures.

Emb-fc
0.736

Prob-fc
0.943

Rank-rnn
0.915

Architecture  Act-fc
Acc 0.945

portionately more than that of factual tokens. This imbalance
possibly leads to a scenario where the model is more prone to
misclassify data into the non-factual category.

Effects of different sub-models’ architectures. We use dif-
ferent sub-model architectures and assess the performance of
the factual detection model. We use fully connected layers
to replace the ResNet18 and RNN to replace the GRU net-
work. As shown in Table 7, the original architecture achieves
an impressive Acc of 95.4%. This demonstrates the effective-
ness of the original design in capturing and processing factual
content accurately. When we replace parts of the architecture
with fully connected layers (act-fc, prob-fc) and RNNs (rank-
rnn), we notice a slight decline in performance. Specifically,
the act-fc show a decrease in Acc to 94.5%, while the rank-
rnn drops the Acc to 91.5%. These changes do not drasti-
cally alter the model’s ability to factual detection. In contrast,
the emb-fc architecture, where we replace the ResNet18 with
fully connected layers, result in a significant performance dip.
This architecture substantially reduces all metrics, with Acc
falling to 73.6%. Such a drastic drop highlights the pivotal
role of ResNetl8 in effectively capturing the LLM’s top-k
output index. These results underscore the critical impor-
tance of selecting the appropriate sub-model architectures for
factual detection models. While the model demonstrates re-
silience to certain architectural changes, some alterations can
substantially impact its performance.

5 Conclusion

We introduced the LLM factoscope, a pioneering approach
that utilizes the inner states of Large Language Models for
factual detection. Through extensive experiments across var-
ious LLM architectures, the LLM Polygraph consistently
demonstrated high factual detection accuracy, surpassing
96% in most cases. This robust performance underscores
the model’s efficacy in discerning factual from non-factual
content. Our research not only provides a novel method for
factual verification within LLMs but also opens new avenues
for future explorations into the untapped potential of LLMs’
inner states. By paving the way for enhanced model under-
standing and reliability, the LLM Polygraph sets a founda-
tion for more transparent, accountable, and trustworthy use
of LLMs in critical applications.
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