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ABSTRACT

Objective

We aim to develop a solution for rare disease concept normalization based on fine-tuning

LLaMA 2, an open-source large language model (LLM), using a domain-specific corpus.

Methods and Materials

We fine-tuned four LLaMA2 models, each comprising seven billion parameters, using sentences
incorporating clinical concepts from the HPO and OMIM vocabularies. The fine-tuning was

conducted on four NVIDIA A100 GPUs.

Results

All models proved resilient to newly prompt-engineered sentences not used in the fine-tuning,
achieved nearly perfect accuracies when prompted with original training data, and exhibit some
robustness to typos. We tested each model on concepts they had not been trained on. The
non-synonym HPO model fine-tuned without synonyms achieved 25.2% accuracy, while the
synonym HPO model, fine-tuned with half the synonyms, achieved 85.6% accuracy. When tested
against concept synonyms from SNOMED-CT, the non-synonym model achieved an accuracy of
33.9% while the synonym model improved to 57.4%. Synonyms proved challenging to both
non-synonym and synonym OMIM models. ChatGPT 3.5 correctly identified HPO IDs for four

out of 20 prompts.

Discussion

Our increasingly fine-tuned models demonstrated growing robustness to challenges such as

misspellings, synonyms, and concepts from other ontologies. Incorrect outputs stem from tokens
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in the input that the models have never encountered, such as parenthesis. Many synonyms do not

share the same semantic meaning and often include abbreviations.

Conclusion

Our fine-tuned LLaMA 2 models provide the capability to identify variations in medical

concepts from clinical narratives while successfully normalizing them to a standard concept.
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BACKGROUND AND SIGNIFICANCE

Rare diseases exhibit complex patterns of phenotypes and genetic heterogeneity. Considering
rare diseases’ rarity individually and commonality collectively, both their phenotypes and disease
names are often documented in diverse ways. For instance, one doctor might describe a patient
as experiencing “hearing loss,” while another doctor might characterize the same patient as
having “difficulty hearing.” A lack of standardization in clinical vocabulary can lead to oversight
in diagnosis and errors during treatment [1, 2, 3] . Adopting a standardized clinical vocabulary
would make patient data more accessible to interpret and share and has the potential to improve
patient outcomes [4]. More importantly, in research environments, standardized clinical concepts
are crucial for efficiently and accurately studying trends and outcomes. The presence of
heterogeneous and unstandardized clinical data combined with insufficient comprehensive rare
disease data only hampers and reduces the efficiency of medical research, which consequently
may compromise the quality and reliability of clinical findings [5, 6, 7, 8, 9]. The adoption of a
standardized vocabulary holds the promise of simplifying clinical data significantly, allowing
researchers to easily compare and analyze data across multiple medical settings and databases,

accelerating medical research [10, 11, 12].

While several standardized vocabularies for rare diseases, such as the Human Phenotype
Ontology (HPO) and Online Mendelian Inheritance in Man (OMIM) have been established, their
integration into clinical settings remains infrequent [13, 14]. This scarcity of adoption poses
challenges in gathering rare disease data through existing structured clinical databases.
Consequently, researchers often find themselves in the position of manually phenotyping patients

using standardized vocabularies or, on a larger scale, employing Natural Language Processing
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(NLP) tools to recognize these standardized concepts within clinical narratives. In the latter
scenario, the traditional approach typically involves a two-step process. First, the machine must
identify relevant medical entities within sentences or paragraphs. Subsequently, these identified
terms are mapped or normalized to a desired standard vocabulary (such as translating
“Gastroparesis” to “HP:0002578” or “Tangier disease” to “OMIM:205400). For instance,
approaches like Doc2Hpo have utilized traditional NLP parsers, such as Metamap, to identify
terms within clinical text and then employ a string-based methodology to normalize these terms

to standardized HPO concepts [15, 16].

While NLP offers a solution, the effectiveness of traditional two-step processes is hindered when
faced with slight modifications in clinical data and an inability to adapt to varying textual
contexts. For instance, terms like “hearing loss” and “difficulty hearing” are not explicitly
indexed as HPO names or synonyms. Therefore, traditional string-based normalization
approaches may struggle to correlate them with the standardized HPO concept “Hearing
Impairment” (HP:0000365). Consequently, there is a pressing need for the development of more
adaptable NLP tools to address the challenges associated with clinical concept normalization.
Recent advancements in Large Language Models (LLMs), such as ChatGTP come with
incredible contextual interpretability abilities backed by a myriad of knowledge. However, while
general-purpose LLMs, whether closed-source (e.g. ChatGPT) or open-source (e.g. LLaMA2
[17]), have advanced clinical term identification tasks, they are known to fabricate or
“hallucinate” citations, references, and source links [18]. This limitation restricts their suitability

for concept normalization.
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Recent studies have provided compelling evidence that the fine-tuning of Large Language
Models (LLMs) with specialized medical data sources can facilitate their adaptation to specific
tasks within clinical settings [19, 20, 21]. For instance, Yang et al. successfully developed an
LLM model from fine-tuning BERT and ChatGPT to extract and recognize HPO phenotypes in
clinical texts within the presence of non-HPO phenotypes, typos, and semantic differences with
the model’s original training data [22]. In our study, we hypothesize that by fine-tuning LLMs
using rare-disease-specific corpora and terminologies or ontologies, we can significantly
augment their capacity to adeptly handle a myriad of synonyms and textual variations, thereby
enabling them to more precisely capture the intricate nuances woven into clinical texts.
Consequently, the fine-tuned model has the potential to offer a nonstop solution for the critical
task of recognizing standardized concepts from clinical narratives, an imperative need in the field

of rare disease patient phenotyping.

METHODS

Overview

Figure 1 provides an overview of the study design. We hypothesize that fine-tuned LLMs using a
domain-specific corpus will help overcome the challenge of clinical concept normalization. We
fine-tuned LLaMA2, comprising 7 billion parameters, using manually generated sentences
derived from a collection of predefined templates incorporating clinical concepts sourced from
the HPO and OMIM vocabularies (detailed in Data). In contrast to instruction fine-tuning, the
LLaMA 2 model operates by completing a user input. For example, giving LLaMA 2 the prompt
“The color of an apple is: ” yields an output of “Red.” We adopted this element when fine-tuning

and evaluating our model. Our fine-tuning resulted in four separate models: two HPO models
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and two OMIM models. The initial HPO and OMIM models were fine-tuned using only standard
concept names without providing synonyms. The second model variations were fine-tuned using
standard concept names with half of a concept’s associated synonyms. We assessed each model’s
performance by constructing various prompts, including standard concepts, concepts with
spelling errors, as well as synonyms (not used in fine-tuning), and comparing the model’s output
to the correct IDs. We utilized the LLaMA2 base model and ChatGPT 3.5 as a benchmark to
assess the performance of our fine-tuned model in comparison to the prevailing LLMs in current

use.

Data source

The non-synonym corpus consisted of sentences generated by associating each concept’s ID and
only its standard concept name. Six sentence templates with varying levels of contextual
complexity were utilized for training data generation. For example, the most complex training
sentence pattern we used is “The Human Phenotype Ontology term Fibular hypoplasia is
identified by the HPO ID HP:0003038.” Compared to another training sentence pattern, “The
HPO term Fibular hypoplasia represents HP:0003038,” the latter sentence is much more concise:
it abbreviated “Human Phenotype Ontology” to HPO, and many contextual words are removed.
Both inputs have the same corresponding output of “HP:0003038.” This same sentence pattern
was repeated for OMIM data. Furthermore, we constructed a synonym corpus that consisted of
sentences generated by both standard concept names and some of their synonyms (as annotated
in the vocabulary). In total, each HPO and OMIM name-based corpus was fine-tuned using
3,000 concepts with 18,000 sentences, and each name-plus corpus was fine-tuned using 1,000

concepts with around 12,000 sentences (Table 1).


https://doi.org/10.1101/2023.12.28.573586
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.12.28.573586; this version posted December 29, 2023. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

Fine-tuning strategy

We utilized an autoregressive objective to fine-tune the two normalization models as the next
token prediction task. The fine-tuning was conducted on 4 NVIDIA A100 GPUs, with significant
speed-up through low-rank adaptation (LoRA). Earlier variants of the model underwent ten
epochs to evaluate if the fine-tuning was functioning properly. Once the fine-tuning was
confirmed to work, the number of training epochs gradually increased to assess how the model
performs after more training. The data used to train the model, including the number of sentence
variations and clinical concepts, also increased once the simplistic prototype models achieved

functional results.

Hyper-parameters:

e [OoRA:8

e L[oRA Alpha: 16

e [ oRA Dropout: 0.05
e Learning rate: 0.0003
e Batch size: 128

e Microbatch size: 128

e Train steps: 40

EVALUATION OF THE MODELS

We assessed the performance of the models when presented with varied prompts and terms. The

first part of the evaluation involved testing the models against different inputs via prompt
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engineering. Prompt engineering maintains the same concept names as used in the training data
but changes the sentence structure. For example, our training data prompt “The [Human
Phenotype Ontology/Online Mendelian Inheritance in Man] term [concept] is identified by the
HPO ID” whereas the evaluation prompt is formulated as “[HPO/OMIM] ID of [concept] is.”
This allows us to evaluate how well the models performed given “foreign” prompts (i.e.

setenence not seen in the training data) with the same concept names.

The second part of the evaluation assesses the model’s adaptability to the alterations in concept
names to which they have not previously been trained. Our fine-tuning prompt “[HPO/OMIM]
ID of [concept] is” and evaluation prompt “[HPO/OMIM] ID of [concept™] is” include the same
context and simplicity but the input [concept] differs. The modified concept names can be
standard names, standard names with typos, synonyms, or associated terms found in another
vocabulary such as SNOMED-CT [23]. Synonyms were sourced from a list of concept synonyms
provided by the HPO and OMIM databases. For example, synonyms of “Hypoplastic
hippocampus” include “Small hippocampus” and “Undeveloped hippocampus™; all three terms
correlate to the HP:0025517 but differ semantically. All synonyms used during evaluation were
not included in the fine-tuning process. Typos were introduced randomly by deleting one
character from the original concept name. This enables us to more effectively assess models’
practical utility in real-world applications, where typos and alterations to concept names are

commonly encountered.
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RESULTS

Before we began the fine-tuning procedure, we assessed the performance of the LLaMA?2 base
model. The LLaMA2 base model is unable to associate HPO and OMIM terms with their
respective IDs (Figure 2). When inputted with prompts such as “The HPO ID of
Lymphoproliferative disorder is:”, the model outputted an arbitrary string of numbers unrelated

to the HPO ID. The model produced the same output when inputted with OMIM terms.

Following 90 epochs of fine-tuning for the HPO and OMIM models, both achieved nearly
perfect accuracies when prompted with original training data. In addition, both models exhibit
robustness to prompt engineered inputs not used in training. Modifying the parts of the input
sentence not involved with the concept term does not affect the model’s ability to correspond a
concept’s name with its respective identifier, suggesting the most sensitive part of the input is the
concept name. The HPO models performed poorly in terms of typos such as “vascular dilaton” or

“vascular dilaion” instead of “vascular dilation”, while the OMIM models tended to adapt better.

An interesting caveat we discovered from our fine-tuned model is its inability to perform when
given more information. For example, the prompt “The HPO ID of the concept Fibular
hypoplasia is HP: ” contains an extra “HP: ” at the end of it, which was not in the training data.
This minor change in the input confuses the model and, for a majority of cases, results in the
model’s inability to correlate the prompted clinical concept and the concept’s respective

1dentifier.
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The performance of fine-tuned LLaMA2 models

Table 2 shows the performance of various models in accurately identifying concept IDs (i.e.
normalization) when presented with diverse prompt inputs. Both non-synonym and synonym
HPO models (trained for 90 epochs) achieved accuracies of 99.6% and 99.7%, respectively, in
identifying a term’s HPO ID when prompted with the original training sentences. In many
incorrect cases, the inputted HPO term names were often lengthy and contained commas such as
“Low-set, posteriorly rotated ears.” We suspect that this type of complex and long input could
have confused the model and is the reason behind its incorrect identification. The models’
resilience to newly prompt engineered sentences not used in the fine-tuning proved strong. The
non-synonym model achieved accuracies of 99.5% and 93.4% and the synonym model achieved
accuracies of 99.2% and 98.8%. When introducing typos into concept names, the performance
decreased significantly in both models. The non-synonym model identified concept IDs with a
45.2% correction rate while the synonym model did not perform significantly better with a
54.2% accuracy. We tested both models on names they had not trained on. The non-synonym
model achieved 25.2% accuracy, likely due to limited variation for a single ID. In contrast, the
synonym model, fine-tuned with half the synonyms, performed much better at 85.6%. As an
additional benchmark for the HPO models, we provided them with concept synonyms from
SNOMED-CT. We maintained the same training sentence formatting but replaced the concepts
with SNOMED-CT synonyms. Both non-synonym and synonym-trained models performed
suboptimally with the former achieving an accuracy of 33.9% while the latter improved to

57.4%.
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Similarly, both non-synonym and synonym OMIM models (90 epochs) achieved high accuracies
on original training data (Table 2). When encountering sentence variations not present in
fine-tuning, the non-synonym model achieved accuracies of 98.1% and 91.8%, while the
synonym model achieved accuracies of 99.3% and 90.4%. However, the OMIM models
performed strikingly differently from the HPO models when imputed with altered concept names
than sentence contexts. Both models exhibit significantly more robustness to typos (72.4% and
70.8% accuracy). Synonyms on the other hand proved challenging to both models, resulting in

low accuracies of 6.2% for the non-synonym model and 30.8% for the synonym model.

The performance of ChatGPT (GPT3.5)

Mainstream LLMs such as ChatGPT are excellent at concept identification tasks, but we wanted
to analyze whether they also possess accurate concept normalization abilities. Using ChatGPT
3.5 as a benchmark, it correctly identified HPO IDs for four out of 20 prompts. The four
correctly identified concepts are relatively common in clinical notes like “Diabetes mellitus
HP:0000819” and “Hypertension HP:0000822.” The remaining 16 prompts consist of less
commonly seen phenotypic features As a result, ChatGPT either claimed unfamiliarity, insisted
the term did not exist, or generated imaginary (non-existent) HPO IDs. For example, when
tasked to identify the HPO ID of “Vascular dilatation,” ChatGPT does not recognize the term as
of its update in 2022. However, ChatGPT suggests a non-existent, “Arterial dilation,” with HPO
ID, HP:0012824, which corresponds to the HPO concept “Severity.” ChatGPT not only
hallucinates HPO IDs but the entire HPO concept names themselves. The hallucinated HP IDs
follow the same formatting as the standard HPO ID, but the actual ID itself is incorrect. In other

incorrect cases, ChatGPT claims the specific HPO term provided does not have a corresponding


https://doi.org/10.1101/2023.12.28.573586
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.12.28.573586; this version posted December 29, 2023. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

HPO ID but has offshoots, such as “neoplasm” and “Abnormality of the upper arm.” Both of
these examples have their respective HPO IDs but ChatGPT claims otherwise. Additionally, the
offshoot HPO terms and IDs it provides are incorrect, similar to that observed in the case with
“arterial dilation” noted above. In some cases, ChatGPT was close to generating the correct HPO
ID but was incorrect to 2-3 decimal places, similar to incorrect cases in our fine-tuned LLaMA 2
model. Our benchmark of ChatGPT indicates that mainstream LLMs fail at clinical concept

normalization tasks.

DISCUSSION

Compared to conventional national language processing algorithms, LLMs such as ChatGPT can
effectively handle typos and variations in sentences, thereby enhancing their efficacy in
identifying phenotypes within clinical narratives. However, mainstream LLMs like ChatGPT fail
at clinical concept normalization tasks. Our fine-tuning LLM helps to bridge this caveat in
standardizing clinical concept normalization. In the case of our fine-tuned LLaMA 2 model, we
were able to achieve the first step in concept normalization by accurately associating a clinical
concept’s name directly with its respective identifier in different ontologies including HPO and
OMIM. Our increasingly fine-tuned models demonstrated growing robustness to normalizing
clinical concepts, handling challenges such as misspellings, synonyms, and concepts from other
ontologies like SNOMED-CT. However, several issues emerged during our evaluation,

prompting considerations of additional improvement.
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In earlier iterations of our model, the training data’s output contained the digits only and did not
include an “HP" or “OMIM” prefix. For example, the training input would be “The Human
Phenotype Ontology term Fibular hypoplasia is identified by the HPO ID HP:" while the output
would be “0003038.” This absence of the ontology prefix in the output resulted in a
low-accuracy model that struggles to correlate terms with their respective identifiers, generating
outputs similar to that of the non-fine-tuned LLaMA 2 base model. This caveat was resolved
after relocating the ontology prefix into the output with its corresponding numerical tag.

Fine-tuning the model using this modified data drastically improved the accuracy of the model.

Throughout the fine-tuning process, we produced multiple variants of our fine-tuned model, each
with varying amounts of training epochs and data. Our first variants trained on roughly 20
epochs had much lower accuracies than our current models but performed better than the
LLaMA?2 base model without fine-tuning. Generally, increasing the number of training epochs
correlated with improved accuracy. Additionally, increasing the number of sentence variations
contributed to the model’s ability to grapple with inputs it was not trained with [24]. The earlier
model variants, trained with only one training sentence, had an abysmal performance. However,
introducing more diversified training sentences significantly improved the model’s ability to
normalize concepts when inputted with untrained sentences. The model demonstrates strong
adaptability to distinct prompts and can accommodate modifications in inputs it has not been

explicitly trained on.

Instances of incorrect answers from the model often stemmed from inaccuracies related to

n-gram concepts with special tokens such as parentheses and hyphens. Of the four original
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training sentences, no specific input sentence had more or fewer errors than others. The errors
seemed to sprout randomly and were not predictable. The model, however, had a subpar
performance when tasked with input sentences with the least amount of textual context,
suggesting more context in the input results in higher accuracies. The inaccurate results,
however, were typically off by one or two digits from the end of the ID compared to the correct
answer, indicating the model is close to associating those terms with their identifiers. This
observation may be linked to the organizational structure of ontology IDs. Concepts with only
the last digits differing often share the same parents in the concept hierarchy. This semantic
closeness between two IDs could potentially contribute to errors in the ID identification task.
Additionally, we noticed that the IDs were tokenized into digit-sized segments. This observation
could explain the “last-digit” error, as LLMs ultimately aim to predict the next tokens. An
alternative approach is to enhance fine-tuning by creating a customized tokenizer that treats the
entire ID (e.g., HP:0004413) as a single token. This modification can potentially enable the
model to capture more nuanced semantic relationships between concept names and their

corresponding IDs.

Regarding the models’ performances against synonyms, we identified multiple cases of how the
model could have incorrectly identified concepts. Concerning the OMIM model, many concepts
and their respective synonyms are not of the same semantic meaning without given the clinical
context. For example, “Lou Gehirg’s disease” and “ALS" share the same ID. Similarly, many
listed OMIM synonyms include abbreviations such as “CASIL” representing “cerebral
arteriopathy, autosomal dominant, with subcortical infarcts and leukoencephalopathy, type 1.”

Those abbreviations would even pose a challenge for humans to identify accurately without the
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underlying clinical context. Given that the prompts evaluated in this study lack clinical context,
future efforts should focus on constructing prompts using clinical narratives. This will help
assess whether abbreviations, like those observed in OMIM synonyms, can be accurately

normalized within a more realistic clinical setting.

Another source of errors could be due to the commonality of commas present in OMIM terms or
the omission omitting “type x’ to “x” at the end of a certain concept’s name. The SNOMED-CT
synonyms used in the HPO model evaluation presented challenges for both models. One
possibility can be that a majority of the SNOMED-CT synonyms all include a hyphen pointing at
a specialty of the concept. For example, the SNOMED-CT synonym of “Abnormality of the
kidney” includes “Kidney - Abnormal” and “Kidney structure - Defect”, both of which have the
hyphen as key to the concept meaning. Since almost none of the fine-tuning data for the
non-synonym and synonym HPO models included hyphens, it suggests a potential reason why

the models performed poorly when handling terms with hyphens.

CONCLUSION

Our fine-tuned LLaMA 2 model further advances the concept normalization task by linking
identified phenotype terms with their respective identifiers. It provides the capability to identify
variations in the writing of medical concepts from clinical narratives while successfully
normalizing them to a standard concept. In a clinical setting, standardized phenotypic concepts
can be used by other informatics tools to identify disease-causal variants, rank candidate

diseases, and forecast disease risk, thereby improving diagnostic and treatment accuracies. We
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plan to augment the model by incorporating more data such as genes, drugs, and phenotypes, to
standardize enormous amounts of data. The model has the potential to generate knowledge
graphs from narratives by linking diseases, phenotypes, genes, and drugs in a standard manner,

therefore revealing previously unestablished relationships and outcomes.
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Figure 1. Overview of fine-tuning and evaluation methodology
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Figure 2. Examples of the ineffectiveness of traditional approaches and general-purpose LLMs
(e.g. ChatGPT) at clinical concept normalization.
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Table 1. Examples of training data used to fine-tune the no-synonym HPO and OMIM model
Training Input Training QOutput
The [Human Phenotype Ontology/Online Mendelian Inheritance in Man] |[HP/OMIM:xxxxxxx
term [concept] is identified by the HPO ID

The [HPO/OMIM] ID of [concept] corresponds to HP/OMIM :xXXXXXX
The [HPO/OMIM] term [concept] represents HP/OMIM :xXXXXXX
The [HPO/OMIM] ID of the concept [concept] is HP/OMIM :XxXXXXXX
[concept] has an [HPO/OMIM] ID of HP/OMIM :XXXXXXX

[concept] is HP/OMIM :XXXXXXX
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Table 2. Performances of the different HPO and OMIM Models

|Input Prompt Non-synonym(Synonym: |No synonym: [Synonym:
HPO Model [HPO Model (OMIM Model|[OMIM Model
Accuracy Accuracy [Accuracy Accuracy

Original Training Data 99.6% 99.7% 98.8% 99.8%

[HPO/OMIM] ID of 99.5% 99.2% 98.1% 99.3%

[concept] is

[HPO/OMIM] [concept] is [93.4% 98.8% 91.8% 90.4%

Typo (one character 45.2% 54.2% 72.4% 70.8%

deletion)

HPO/OMIM Synonyms  [25.2% 85.6% 6.2% 30.8%

SNOMED-CT synonyms [33.9% 57.4% N/A IN/A

for HPO concepts
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