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Abstract

LDpred2 is a widely used Bayesian method for building polygenic scores (PGS). LDpred2-auto

can infer the two parameters from the LDpred model, h2 and p, so that it does not require an additional

validation dataset to choose best-performing parameters. Here, we present a new version of LDpred2-

auto, which adds a third parameter α to its model for modeling negative selection. Additional changes

are also made to provide better sampling of these parameters. We then validate the inference of these

three parameters. LDpred2-auto also provides per-variant probabilities of being causal that are well

calibrated, and can therefore be used for fine-mapping purposes. We also derive a new formula to infer

the out-of-sample predictive performance r2 of the resulting PGS directly from the Gibbs sampler of

LDpred2-auto. Finally, we extend the set of HapMap3 variants recommended to use with LDpred2

with 37% more variants to improve the coverage of this set, and show that this new set of variants

captures 12% more heritability and provides 6% more predictive performance, on average.
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Introduction

Most traits and diseases in humans are heritable. What differs is the genetic architecture of each trait

that can be parameterized by three key terms: the heritability (i.e. the proportion of phenotypic variation

explained by genetics), the polygenicity (i.e. the fraction of genomic variants that have a non-zero impact

on the trait), and the causal effect distribution (i.e. how the effect size distribution varies across causal

variants). Some phenotypes, such as schizophrenia or height, are highly heritable and highly polygenic

(Sullivan et al., 2003; Yang et al., 2010; O’Connor et al., 2019). Causal effects are larger when a trait

is more heritable, and smaller when it is more polygenic. The distribution of causal effects relative to

their allele frequencies is often investigated through a single parameter, usually called α or S, to model

the effect of negative selection on complex traits whereby variants with lower frequencies are expected

to have higher causal effect sizes (Speed et al., 2012). Many methods have been developed to estimate

the SNP heritability (referred to as h2 for brevity) and polygenicity (p), either globally for the whole

genome or locally for specific regions of the genome, as well as α. These methods include GCTA (h2,

Yang et al. (2011)), BOLT-REML (h2 and p, Loh et al. (2015)), LD Score regression (h2, Bulik-Sullivan

et al. (2015b)), FINEMAP (per-variant p used for fine-mapping, Benner et al. (2016)), HESS (local h2,

Shi et al. (2016)), LDAK-SumHer (h2, Speed and Balding (2019)), S-LD4M (p, O’Connor et al. (2019)),

GRM-MAF-LD (α, Schoech et al. (2019)), SuSiE (per-variant p used for fine-mapping, Wang et al.

(2020)), SBayesS (h2, p, and a third parameter S, similar to α, Zeng et al. (2021)), and BEAVR (local p,

Johnson et al. (2021)).

As previously shown by Daetwyler et al. (2008), h2 and p can also be used to determine how well we

can predict a phenotype from using genetic variants alone. Such genetic predictors are called polygenic

scores (PGS), and are getting closer to being included as part of existing clinical risk models for dis-

eases (Torkamani et al., 2018; Lambert et al., 2019; Kumuthini et al., 2022). LDpred2 is a widely used

polygenic score method that can directly build PGS using summary statistics results from genome-wide

associations studies (GWAS), making it highly applicable (Privé et al., 2020b; Pain et al., 2021; Kulm

et al., 2021). LDpred2 is a Bayesian approach that uses the SNP heritability h2 and polygenicity p as

parameters of its model. In LDpred2-auto, it can directly estimate these parameters from the data, mak-

ing it applicable even when no validation data is available for tuning these two model hyper-parameters

(Privé et al., 2020b).

Here we extend LDpred2-auto to make it a highly reliable method for estimating h2 (global and local),

p (also per-variant probabilities for fine-mapping purposes), and α (by extending its model to also include

this third parameter). So, on top of providing competitive PGS, LDpred2-auto can now provide all these

estimates of genetic architecture. Moreover, we show how it can now also reliably estimate the predictive

ability r2 of PGS it derives, allowing for directly assessing the usefulness of the derived PGS, without

needing an independent test set. An overview of what LDpred2-auto can provide is presented in Figure

1. Finally, we extend the set of HapMap3 variants recommended to use with LDpred2, which enables us

to capture around 12% more SNP heritability and achieve around 6% more predictive performance r2.
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We call ‘HapMap3+’ this new preferred set of 1,444,196 SNPs.

LDpred2-auto
Gibbs sampler with model 

parameters h2, p and α

GWAS summary 
statistics + 

LD reference

Prediction
Polygenic scores 

with individual CIs, 
and inferred r2

Fine-mapping
Calibrated per-variant 

p (probabilities of 
being causal)

Inference
Estimates of (local) 

h2, p and α (with CIs)

HapMap3+
LDpred2 

now uses an 
extended set 

of variants

Figure 1: Overview of what LDpred2-auto can now provide. For individual CIs of polygenic scores,
please refer to the work of Ding et al. (2022a,b). HapMap3+ is the new extended set of 1,444,196 SNPs
we introduce here, and now recommend to use for LDpred2 (Methods). CI means “confidence interval”
(often called “credible interval” in a Bayesian setting).

Results

Validating the inference with simulations

For simulations, we use the UK Biobank imputed data (Bycroft et al., 2018). We use 356,409 individuals

of Northwestern European ancestry and 322,805 SNPs across seven chromosomes (Methods). We first

simulate continuous phenotypes using function snp_simuPheno from R package bigsnpr (Privé et al.,

2018), varying three parameters: the SNP-heritability h2, the polygenicity p (i.e. the proportion of causal

variants), and the parameter α in equation (2) that controls the relationship between minor allele frequen-

cies and expected effect sizes. This function first picks a proportion p of causal variants at random, sample

effect sizes γ using the variance component parameterized by α and then scale the effect sizes so that the

genetic component Gγ has a variance h2, where G is the genotype matrix. Finally, some Gaussian noise

is added so that the full phenotype has a variance of 1. Then, a GWAS is run to obtain summary statistics

using N individuals (either the 200,000 dedicated to this, or a subset of 20,000) using a simple linear re-

gression implemented in big_univLinReg from R package bigstatsr (Privé et al., 2018). Finally, we

run the new LDpred2-auto model (Methods) with and without the option allow_jump_sign, which

was proposed in Privé et al. (2022a) for robustness (when disabled, in which case it prevents effect sizes

from changing sign without going through 0 first). LDpred2-auto is run with 50 Gibbs sampler chains

with different starting values for p (from 0.0001 to 0.2, equally spaced on a log scale). Then only chains

that provide top correlations Rβ are kept.
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First, LDpred2-auto generally reliably infers the three parameters from its model, i.e. the SNP heri-

tability h2, polygenicity p, and α (Figures 2, S1 and S2). Compared to LD Score regression, heritability

estimates are as precise when power is low, and much more precise when power is large, especially for

small polygenicity values (Figure 2). When power is low, the polygenicity can be overestimated when

the true value is very small (e.g. p = 0.0005), and underestimated when the polygenicity is large (e.g.

p = 0.1, Figure S1). The α estimate can become unreliable when power is too low, which can be detected

by a small number of chains kept from LDpred2-auto (Figure S2). Then, LDpred2-auto can also infer

per-variant probabilities of being causal and local per-block heritability estimates, which are well cali-

brated (Figures S3 and S4). We recall that calibrated per-variant probabilities of being causal can be used

for fine-mapping purposes (Wang et al., 2020). Finally, LDpred2-auto can also be used to reliably infer

the predictive performance r2 of its resulting polygenic score, directly from within the Gibbs sampler,

even when power is low (Figure S5).
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Figure 2: Inferred SNP heritability h2 in simulations with continuous outcomes. Horizontal dashed
lines represent the true simulated values. The 95% confidence interval for the LDpred2-auto estimate
is obtained from the 2.5% and 97.5% quantiles of all the h2 estimates from the iterations (after burn-in)
of the chains kept. The 95% confidence interval for the LD Score regression estimate is obtained from
±1.96 times its standard error. Note that the recommended option is to use allow_jump_sign =

FALSE (Privé et al., 2022a).

We then run simulations with binary outcomes where the simulated continuous liabilities are trans-
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formed to binary outcomes using a threshold corresponding to the prevalence. Results are very similar

as with the continuous phenotypes above (Figures S6–S9), and are similar whether we use either a linear

regression GWAS and the total sample size N , or a logistic regression GWAS and the effective sample

size (i.e. Neff = 4/(1/Ncase + 1/Ncontrol)). The main difference is that the h2 and r2 estimates need to be

transformed to the liability scale (Lee et al., 2011), where KGWAS = 0.5 should be used when using Neff

in LDpred2-auto or LD Score regression (Grotzinger et al., 2022).

More heritability and predictive accuracy with new set of variants

We use the same 356,409 unrelated individuals of Northwestern European ancestry as in the simulations.

To form the test set, we randomly select 50,000 of these, while the other 306,409 are used to run a GWAS

using linear regression (with function big_univLinReg from R package bigstatsr) for each of all 248

phenotypes and using 8 covariates (Methods). Then the new implementation of LDpred2-auto is used

(Methods).

We investigate using the extended set of HapMap3 variants proposed here, HapMap3+, which in-

cludes ~37% more variants on top of HapMap3 variants recommended to use for LDpred2 (i.e. 1,054,330

+ 389,866 variants), to improve the coverage of this set (Methods). As expected, compared to HapMap3,

higher h2 (average increase of 12.3% [95% CI: 10.8, 13.7]) and lower p (decrease of 11.5% [10.7, 12.3])

estimates are obtained with this extended set HapMap3+ (Figure 3). This is consistent with higher pre-

dictive performance r2 in the test set (increase of 6.1% [4.1, 8.2]). In particular, a much larger h2 estimate

is obtained for lipoprotein(a) concentration (0.508 [0.502, 0.514] instead of 0.324 [0.320, 0.329]), which

is also reflected in a larger predictive performance (r2 in the test set of 0.516 [0.508, 0.524] instead of

0.344 [0.335, 0.353]). Interestingly, when using this extended set of HapMap3 variants, more chains are

kept on average, which is a sign of better convergence of the models (Figure S10). However, running

LDpred2 with this extended set of variants takes around 50% more time; yet, we recall that LDpred2

has been made much faster in Privé et al. (2022a), and now runs in less than one hour for 50 chains

parallelized over 13 cores (Figure S11), instead of 4–12 hours before.

Genetic architectures of 248 phenotypes from the UK Biobank

Here we use the same individuals as in the previous section. We first use the set of 1,054,330 HapMap3

variants recommended to use for LDpred2 (Privé et al., 2020b). Consistent with simulations, inferred

SNP heritability h2 estimates from LDpred2-auto closely match with those from LD Score regression,

while generally being more precise, especially for phenotypes with a smaller polygenicity (Figure S12).

Note that these h2 estimates (and later the r2 estimates) have not been transformed to the liability scale

(i.e. are on the observed scale). Most phenotypes have an estimated polygenicity p between 0.001 and

0.04; these have therefore a very polygenic architecture, but not an infinitesimal one (Figure S13). Most

phenotypes have an estimated α between -1.0 and -0.4 with a mode at -0.65 (Figure S14), which is
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Figure 3: LDpred2-auto estimates for UKBB phenotypes using either the HapMap3 or HapMap3+ sets
of variants. Only 154 phenotypes with more than 25 chains kept when using the HapMap3 variants are
represented here. Red dashed lines represent the 1:1 line. The 95% confidence interval for the LDpred2-
auto estimate (in green) is obtained from the 2.5% and 97.5% quantiles of all the estimates from the
iterations (after burn-in) of the chains kept. The 95% confidence interval for r2 in the test set is obtained
from bootstrap.

consistent with widespread negative selection. As for the inferred predictive performance r2, they are

highly consistent with the ones derived from the test set; only for standing height are they overestimated

(Figure 4). Heritability estimates for height are probably overestimated as well since we use similar

formulas for estimating h2 and r2 (Methods), and because the SNP heritability estimate h2 for standing

height is higher than values reported in the literature (also see Section “Application to height”).

Then, to investigate whether estimates from LDpred2-auto are robust to misspecifications, we test

using two alternative LD references (Methods). Using a smaller number of individuals for computing

the LD results in a slightly overestimated p and h2 (and r2), while the α estimate remains consistent, and

the predictive performance in the test set remains mostly similar, except for three phenotypes for which

none of the LDpred2-auto chains is usable (Figure S15). When using an LD reference from an alternative

population (South Europe instead of North-West Europe), p, h2, and r2 are slightly overestimated as well,

and a few phenotypes have lower predictive performance while there are four phenotypes for which none
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Figure 4: Inferred predictive performance r2 from the Gibbs sampler of LDpred2-auto versus the ones
obtained in the test set, for all 248 phenotypes defined from the UK Biobank. These are stratified by
the polygenicity estimated from LDpred2-auto. Green dashed lines represent the 1:1 line. The 95%
confidence interval for the LDpred2-auto estimate is obtained from the 2.5% and 97.5% quantiles of all
the r2 estimates from the iterations (after burn-in) of the chains kept. The 95% confidence interval for
r2 in the test set is obtained from bootstrap. “F_height” and “M_height” use females and males only,
respectively.

of the LDpred2-auto chains is usable (distinct from the previous three, Figure S16).

Then, we investigate the effect of disabling “allow_jump_sign” (for extra robustness as shown in

Privé et al. (2022a)) on the estimates from LDpred2-auto. Note that we now use the HapMap3+ set of

variants here. Consistent with simulations, p estimates from LDpred2-auto are conservatively lower than

when allowing effects to “jump” sign (i.e. normal sampling, Figure S17). h2 estimates can also be slightly

lower, while α estimates are broadly consistent. As for predictive performance r2 (on the test set), they

are similar, suggesting there is no problem of robustness here and normal sampling can be used (Figure

S17).

Finally, we investigate different transformations to apply to some continuous phenotypes used here.

Indeed, 49 of the phenotypes used here seem log-normally distributed or heavy-tailed (when visualizing
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their histogram); we therefore log-transform them. However, we do investigate alternative transforma-

tions here to decide which one should be preferred and to check how this impacts the inference from

LDpred2-auto. Note that we use the HapMap3+ set of variants here. We first compare to using raw (un-

transformed) phenotypes in Figure S18; estimates of p and α are highly consistent. However, h2 estimates

and predictive performance r2 (in the test set) are generally larger with the log-transformation, hinting

that it probably makes sense to transform these phenotypes. We then compare to using the rank-based in-

verse normal (RIN) transformation in Figure S19; estimates for p and α are also highly consistent. Except

for bilirubin and lipoprotein(a) concentration, generally higher h2 estimates and predictive performance

r2 are obtained with the RIN-transformation than the log-transformation.

Local heritability and poligenicity

In this section, we use the extended set of variants constructed here, HapMap3+, for which we define

431 independent LD blocks (Methods). We compute local per-block h2 estimates, and report the UKBB

phenotypes for which one block contributes to at least 10% of the total heritability of all blocks in Figure

S20. For lipoprotein(a) concentration, “red hair” and “disorders of iron metabolism” (phecode 275.1),

almost all heritability comes from one block only. We also perform the same analysis with external

GWAS summary statistics for 90 cardiovascular proteins (Folkersen et al., 2020); 22 (resp. 8) of them

have at least 50% (resp. 80%) of their heritability explained by a single block (Figure S21).

Across 169 UKBB phenotypes with more than 25 chains kept, we compute the median heritability

per block, and compare it to the number of variants in these blocks; the median heritability explained

by a block of variants is largely proportional to the number of variants in this block (Figure S22). The

outlier block explaining a much larger heritability contains the HLA region. Across the same phenotypes,

we then compute per-variant median probabilities of being causal, and report them in a Manhattan-like

plot in Figure S23. Some variants in multiple small regions across the genome have a larger probability

of being causal across many phenotypes; interestingly, these are mapped to genes that are known to be

associated with many different traits (up to more than 300) in the GWAS Catalog (Buniello et al., 2019).

To verify that this is not driven by population structure, we compute pcadapt chi-square statistics that

quantify whether a variant is associated with population structure (Privé et al., 2020c); the log-statistics

have a negative correlation of -5.5% with the probabilities of being causal. To verify that this does not

correspond to regions of low LD, we compute LD scores; the median probabilities of being causal have

a correlation of 11.6% with the LD scores and of -6.8% with the log of LD scores.

Application to height

Here we run three LDpred2-auto models for height, one based on 100K UKBB individuals (as a subset

of the 356K used before), one from the same 305K UKBB individuals used before, and one from a

large GWAS meta-analysis of 1.6M individuals of European genetic ancestries across 1,373,020 variants
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(Yengo et al., 2022). We first infer the genetic ancestry proportions of individuals included in the meta-

analysis using the method proposed in Privé (2022), and find that 81.9% are from N.W. Europe, 9.5%

from E. Europe, 6.5% from Finland, 1.5% of Ashkenazi genetic ancestry, 0.3% from S.W. Europe, and

0.2% from W. Africa. We therefore use the same N.W. European LD matrix with these GWAS summary

statistics. Note that we use the HapMap3+ set of 1,444,196 SNPs here, however, for the GWAS meta-

analysis, only 1,013,499 SNPs are overlapping and passing quality control.

Intercepts from LD Score regression are increasing with sample size: 1.02 (SE: 0.008) with N=100K,

1.11 (0.015) with N=305K, and 2.31 (0.068) with N=1.6M, as expected (Loh et al., 2018). SNP heritabil-

ity estimates are 64.6% (SE: 2.7), 59.7% (2.2), and 39.2% (1.7) with LD Score regression, respectively,

and 60.2% [95% CI: 57.2, 63.2], 63.2% [62.0, 64.4], and 54.2% [53.9, 54.5] with LDpred2-auto. As

expected, predictive performance r2 (estimated from the Gibbs sampler) are increasing with sample size,

with 29.6% [28.7, 30.5], 42.7% [42.2, 43.1], and 47.0% [46.8, 47.1], respectively. Note that these r2

estimates are probably overestimated by the same margin as the (SNP heritability) h2 estimates, and

correspond to ~49%, ~67.5%, and ~87% of h2, respectively. We emphasize that, even though there are

1.6M individuals in the meta-analysis, the predictive performance corresponds to around 87% of the SNP

heritability only, therefore requiring an even larger sample size to be able to better predict height. Poly-

genicity estimates from LDpred2-auto are increasing with sample size with 1.2% [1.0, 1.5], 2.3% [2.0,

2.5], and 5.9% [5.6, 6.3], consistent with results of simulations with a large polygenicity (p=10%). There-

fore, we estimate that height has at least 50,000 causal variants. These results are similar independent of

whether “allow_jump_sign” is used or not, which is surprising to us. We also identify 1753 SNPs with

a probability of being causal larger than 95% (fine-mapping), which are spread over the entire genome

(Figure S24). As for α estimates from LDpred2-auto, they remain consistent, with -0.71 [-0.75, -0.67],

-0.74 [-0.76, -0.72], and -0.78 [-0.82, -0.76], respectively. Finally, we compute per-annotation heritability

estimates to investigate functional enrichment. We perform this analysis using 50 non-flanking binary

annotations from the baselineLD v2.2 model (Finucane et al., 2018). Heritability enrichments are rather

modest, ranging from 0.7 to 2.5 with a GWAS sample size of N=305K, and of slightly smaller magnitude

with N=100K and slightly larger magnitude with N=1.6M (Figure S25).

Discussion

LDpred2-auto was originally developed for building polygenic scores (Privé et al., 2020b). Here we have

extended the LDpred2-auto model and shown that it can be used to reliably infer genetic architecture

parameters such as the SNP-heritability (both genome-wide, local, and for annotations), polygenicity

(and per-variant probabilities of being causal), and the selection-related parameter α. We remind readers

that it can also be used to infer the uncertainty of individual polygenic scores (Ding et al., 2022a). We also

present a new way to infer the out-of-sample predictive performance r2 of the resulting PGS, assuming

the target sample has the same genetic ancestry as the GWAS used for training. Results across 248
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phenotypes demonstrate that most of these phenotypes are very polygenic, yet do not have an infinitesimal

architecture (i.e. not all variants are causal); this is consistent with LDpred2-inf generally providing

lower predictive performance than LDpred2-grid or LDpred2-auto (Privé et al., 2020b). We also obtain

widespread signatures of negative selection with most α estimates between -1.0 and -0.4, consistent

with previous findings (Zeng et al., 2021). However, when looking at the heritability enrichment of

several functional annotations for height, we obtain much smaller magnitudes than stratified LD Score

regression (S-LDSC, Finucane et al. (2018)). For example, Yengo et al. (2022) report fold enrichments

of more than 10x for e.g. coding and conserved variants, while we get less than 2x. This is partly

due to LDpred2-auto estimates being more conservative as they are shrunk towards no enrichment (the

prior), however we do use a very large sample size here so that the prior should not matter much. We

also note that this heritability partitioning is performed after running LDpred2-auto for each annotation

independently, therefore, unlike S-LDSC, the LDpred2-auto heritability partitioning does not depend on

the set of annotations used.

Here we have also extended the set of HapMap3 variants recommended to use with LDpred2, making

it 37% larger to offer a better coverage of the genome. This enables us to capture more of the heritability

of phenotypes and therefore reduce the missing heritability (i.e. the difference between the family-based

heritability and the SNP-based heritability). Using the new HapMap3+ set also improves predictive

performance by an average of 6.1% here, and particularly for lipoprotein(a) concentration with an r2 of

0.516 instead of 0.344. However, we note that we are able to achieve an r2 of 0.677 [0.671, 0.682] when

using the penalized regression implementation of Privé et al. (2019) on the UKBB individual-level data

while restricting to all variants within a 1Mb window of the LPA gene. This means that this extended

SNP set is still not tagging all variants perfectly, and that it might be preferable to use a more localized

set of variants for phenotypes for which most of the heritability is contained in a single region of the

genome.

Our proposed method has limitations. First, when power is low (i.e. when Nh2/p is low), estimates

of α and p become less reliable. However, estimates of h2 and r2 seem always reliable, except for height

for which they are probably overestimated. We think this is likely due to assortative mating (Border et al.,

2022; Yengo et al., 2022). Moreover, the h2 from LDpred2-auto is also slightly overestimated when using

a small LD reference panel or when the reference panel does not closely match with the ancestry of the

GWAS summary statistics. Future work could focus on correcting these issues.

Nevertheless, LDpred2-auto users can now get much from running a single method. The reliable

estimates provided by LDpred2-auto are very encouraging to further extend LDpred2-auto in multiple

directions. As future research directions, we are interested in using LDpred2-auto for GWAS summary

statistics imputation (Rüeger et al., 2018; Julienne et al., 2019), for genetic correlation estimation (Bulik-

Sullivan et al., 2015a; Shi et al., 2017; Speed and Balding, 2019; Frei et al., 2019; Werme et al., 2022),

multi-ancestry prediction and inference (Brown et al., 2016; Shi et al., 2020; Ruan et al., 2022; Lu et al.,

2022), as well as extending it to learn from functional annotations (Zhang et al., 2021; Márquez-Luna

et al., 2021).
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Materials and Methods

Data for simulations

For simulations, we use the UK Biobank imputed (BGEN) data, read as allele dosages with function

snp_readBGEN from R package bigsnpr (Bycroft et al., 2018; Privé et al., 2018). We use the set of

1,054,330 HapMap3 variants recommended to use for LDpred2 (Privé et al., 2020b). Since we run lots

of different models, we restrict the simulations to chromosomes 3, 6, 9, 12, 15, 18 and 21, resulting in

a set of 322,805 SNPs. We restrict individuals to the ones used for computing the principal components

(PCs) in the UK Biobank (field 22020). These individuals are unrelated and have passed some quality

control including removing samples with a missing rate on autosomes larger than 0.02, having a mismatch

between inferred sex and self-reported sex, and outliers based on heterozygosity (more details can be

found in section S3 of Bycroft et al. (2018)). To get a set of genetically homogeneous individuals,

we compute a robust Mahalanobis distance based on the first 16 PCs (field 22009) and further restrict

individuals to those within a log-distance of 4.5 (Privé et al., 2020a). This results in 356,409 individuals

of Northwestern European ancestry. We randomly sample 200,000 individuals to form a training set (to

run the GWAS), and use the remaining individuals to form a test set (to evaluate the predictive models).

Data for the UK Biobank analyses

We use the set of 1,054,330 HapMap3 variants recommended to use for LDpred2 (Privé et al., 2020b),

and the same 356,409 individuals of Northwestern European ancestry as in the simulations. We randomly

sample 50,000 individuals to form a test set (to evaluate the predictive models), and use the remaining

individuals to form a training set (to run the GWAS).

We construct and use the same phenotypes as in Privé et al. (2022b). About half of these consists of

phecodes mapped from ICD10 and ICD9 codes using R package PheWAS (Carroll et al., 2014; Wu et al.,

2019). The other half consists of phenotypes defined in UKBB fields based on manual curation (Privé

et al., 2022b). As covariates, for the subset of individuals previously defined, we first recompute PCs

using function snp_autoSVD from R package bigsnpr and keep four PCs based on visual inspection

(Privé et al., 2018, 2020a). We also use sex (field 22001), age (field 21022), birth date (combining fields

34 and 52) and deprivation index (field 189) as additional covariates (to a total of eight).

We use the LD matrix with independent LD blocks computed in Privé et al. (2022a). We design

two other LD matrices: one using a smaller subset of 2000 individuals from the previously selected

ones (which we call “hm3_small”), and one based on 10,000 individuals from around South Europe by

using the “Italy” center defined in Privé et al. (2022b) (“hm3_altpop”). We apply the optimal algorithm

developed in Privé (2021) to obtain independent LD blocks, as recommended in Privé et al. (2022a). We

finally define a fourth LD reference by extending the set of HapMap3 variants (see next Methods section)

and using 20,000 individuals from the previously selected ones (“hm3_plus”).
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Extending the set of HapMap3 variants used

The HapMap3 variants generally provide a good coverage of the whole genome. We recall that the set

of 1,054,330 HapMap3 variants recommended to use for LDpred2 (Privé et al., 2020b) is a subset of the

original set of HapMap3 variants, which does not include duplicated positions (e.g. multi-allelic variants),

nor ambiguous variants (e.g. both ’A’ and ’T’ or ’C’ and ’G’), and which includes SNPs only (e.g. no

indel). Here we propose to extend this set of 1,054,330 HapMap3 variants to make sure many genetic

variants are well tagged by the extended set. To design this new set, we first read all variants from the

UK Biobank (UKBB) with a minor allele frequency (MAF) larger than 0.005 in the whole data (i.e. the

MAF from the MFI files). We then compute all pairwise correlations between variants within a 1 Mb

distance, restricting to squared correlations larger than 0.3, and using all unrelated UKBB individuals

excluding all White British (field 22006) to have a set of individuals from diverse ancestries. Finally,

we design an algorithm which aims at maximizing the tagging of all these variants read. We want to

maximize
∑

j maxk∈HapMap3+ r
2
j,k, where j spans the whole set of variants read, while k spans the variants

kept in the new set, which we call HapMap3+. We start by including all previously used HapMap3

variants. Then, for the sake of simplicity, we use a greedy approach, where we repeatedly include the

variant which increases this sum most, until no variant improves it by more than 2. Note that we only

allow non-ambiguous SNPs to be included. This results in an extended set of 1,444,196 SNPs, of which

we compute the correlation between variants (within a 3 cM window) and apply the optimal algorithm

developed in Privé (2021) to obtain 431 independent LD blocks.

New model and inference with LDpred2-auto

LDpred2 originally assumed the following model for effect sizes,

βj = Sjγj ∼











N

(

0,
h2

Mp

)

with probability p,

0 otherwise,
(1)

where p is the proportion of causal variants, M the number of variants, h2 the (SNP) heritability, γ

the effect sizes on the allele scale, S the standard deviations of the genotypes, and β the effects of

the scaled genotypes (Privé et al., 2020b). In LDpred2-auto, p and h2 are directly estimated within

the Gibbs sampler, as opposed to testing several values of p and h2 from a grid of hyper-parameters.

This makes LDpred2-auto a method free of hyper-parameters which can therefore be applied directly

without requiring a validation dataset to choose best-performing hyper-parameters (Privé et al., 2020b).

Previously, p was sampled from Beta(1 +Mc, 1 +M −Mc), where Mc =
∑

j(βj 6= 0).

Here we introduce a few changes to LDpred2-auto, which makes it better at inferring these impor-

tant parameters. First, we extend LDpred2-auto with a third parameter α that controls the relationship

between minor allele frequencies (or equivalently, standard deviations) of genotypes and expected effect
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sizes; the model becomes

βj = Sjγj ∼







N
(

0, σ2
β · (S

2
j )

(α+1)
)

with probability p,

0 otherwise.
(2)

Therefore, it was earlier assumed that α = −1 and σ2
β = h2/(Mp) in equation (1). This new model

in equation (2) is similar to the model assumed by SBayesS, where α is called S (Zeng et al., 2021).

In SBayesS, they estimate α and σ2
β by maximizing the likelihood of the normal distribution (over the

causal variants from the Gibbs sampler). In the new LDpred2-auto, we first sample causal variants with

replacement (bootstrap) before computing the maximum likelihood estimators, such that we add some

proper sampling to these two parameters. This maximum likelihood estimation is implemented using R

package roptim (Pan and Pan, 2022), and we bound the estimate of α to be between -1.5 and 0.5 (the

default, but can be modified), and the estimate of σ2
β to be between 0.5 and 2 times the one from the

previous iteration of the Gibbs sampler. We now sample p from Beta(1 + Mc/l̄2, 1 + (M − Mc)/l̄2),

where l̄2 is the average LD score, to add more sampling by properly accounting for the reduced effective

number of variants. As for h2, we still estimate it by h2 = βTRβ, where R is the correlation matrix

between variants and β is a vector of causal effect sizes (after scaling) from one iteration of the Gibbs

sampler. We constrain this estimate to be at least 0.001 to prevent the Gibbs sampler from being trapped

in very small heritability estimates. Note that this h2 estimate can be restricted to e.g. variants from a

single LD block to get estimates of local heritability.

Inference of predictive performance r2

To infer the out-of-sample predictive performance r2 (and CI) of the resulting PGS from LDpred2-auto,

we use the distribution of β1

TRβ2, where β1 and β2 are two sampled vectors of causal effect sizes (after

scaling) from two different chains of the Gibbs sampler. Intuitively, if prediction is perfect then β1 and

β2 are the same and r2 = h2; when power is very low, these two are uncorrelated and r2 ≈ 0. Note that

this assumes the target sample has the same genetic ancestry as the GWAS used for training (to get the

summary statistics). Although we would have liked to, we do not provide any theoretical justification for

this equation. Instead, we do check it using extensive simulations (across many genetic architectures) and

real data analyses (across 248 different phenotypes). These are compared to the partial-r2 (on individual-

level data from a separate test set). The partial correlation (and 95% CI) is computed with function pcor

from R package bigstatsr, adjusting for the same eight covariates as in the GWAS, then squared (while

keeping the sign).
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ac.uk/using-the-resource/. Descriptions of UK Biobank phenotypes used here are available

at https://github.com/privefl/paper-infer/blob/main/phenotype-descrip

tion.tsv. LD matrices for HapMap3+ variants computed from the N.W. European UKBB data used
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GitHub.
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