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Abstract

We often need to swiftly abort a prepared response at the last moment before it is initiated.
Our ability to abort a planned response is thought to be a fundamental facet of action control, which
is distinguished by being more rapid than initiating an action, and has been suggested to be enabled
by specialized neural mechanisms. This narrative has, however, largely been established based on
experiments in which there is much greater urgency to abort an action than there is to generate an
action. Here, we demonstrate that, under conditions of matched urgency, the speed at which
participants are able to abort an action is comparable to the speed at which they can initiate an
action. Our results challenge the prevailing view that reactive stopping behaviors have a privileged
status over action initiation. Instead, action initiation may be systematically delayed to allow time
to abort an action if needed. We propose that action cancellation and action initiation may reflect
two opposing states of a single process supporting a decision about whether to act or not.

Keywords: Action inhibition, Stop-signal task, Race model, Action initiation
Introduction

The ability to cancel or inhibit a voluntary action moment before it is initiated is widely
considered to be a fundamental component of action control (Logan and Cowan, 1984). For
instance, a pedestrian about to step into the street must swiftly abort this act if a fast car suddenly
approaches. In the laboratory, reactive action inhibition of this kind has primarily been studied
using the stop-signal task, in which people are asked to respond to an imperative “go” stimulus as
quickly as possible with a button press (or other action) but must cancel this response in the event
of a “stop” signal. Using such tasks, it has been found that people are able to cancel an intended
response even if the stop signal is received after the “go” cue is presented (Logan and Cowan,
1984; Verbruggen et al., 2019). The time required to successfully cancel the initiation of a response,
therefore, seems to be shorter than the time needed to initiate a response (Slater-Hammel, 1960).
This observation has prompted the suggestion that reactive action inhibition may be a privileged
component of action control, potentially supported by a specialized mechanism through the

prefrontal-cortex — basal-ganglia hyperdirect pathway that acts as an “emergency brake” to prevent
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unwanted responses from being initiated (Aron et al., 2014; Dunovan et al., 2015; Hannah and
Aron, 2021; Wiecki and Frank, 2013).

The idea that stopping an action is inherently faster than generating one depends critically
on the assumption that the reaction time for a movement represents the minimum possible time at
which it could be initiated. Recent findings have, however, shown that this assumption is not true.
Instead, movements seem to be initiated at a delay of up to 100 ms after they are prepared and
ready to execute (Carlsen et al., 2004; Haith et al., 2016; Valls-Solé et al., 1995). Moreover, the
size of the delay between preparation and initiation can be influenced by the urgency of the task
(Haith et al., 2016). In stop-signal tasks, the delay in action initiation may be further exacerbated,
with reaction times averaging up to around 450 ms (e.g., Leunissen et al., 2017) — much longer
than the typical reactions times of 200-250 ms to respond to a go cue (Luce, 1991; Welford, 1980).
By contrast, the need to cancel a response has high urgency because it has to be done before the
response is initiated and the time needed to abort a response ranges from 180 ms to 270 ms (He et
al., 2021; Leunissen et al., 2017; Logan and Cowan, 1984; Matzke et al., 2021). In the stop-signal
paradigm, therefore, there is a marked asymmetry in urgency between the requirements to initiate
a response and the potential requirement to cancel one. This asymmetry could account for action
inhibition seeming to be much faster than action initiation.

Here, we performed an experiment to more fairly compare the speed at which participants
could initiate an action or cancel an intended action by measuring them under separate conditions
in which the urgency was matched as closely as possible. We adopted a “timed-response” approach
in which participants were trained to always respond at a prescribed time in each trial (Haith et al.,
2016). By occasionally and unexpectedly switching the required behavior, either from requiring a
response at the prescribed time to requiring no response (Coxon et al., 2006; Leunissen et al., 2017,
Slater-Hammel, 1960), or from requiring no response to requiring a response, we were able to
establish the time course over which participants were able to inhibit or initiate responses and
directly compare them.

Results

Participants viewed a circle moving vertically downward to cross a horizonal line (Fig. 1).
They were instructed to press a button when the circle overlapped the target line if the circle was
white, but do nothing if the circle was black (the actual meaning of the two colors was

counterbalanced across participants). The initial color of the circle varied from block to block so
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that participants were either initially cued to respond, or to not respond. In each case, however, the
color of the circle changed in a subset of trials (30%) at a random time (50-500ms) before hitting
the target line, so that participants needed to either rapidly abort an initially prepared response,
similar to conventional stopping paradigms (Slater-Hammel, 1960; Verbruggen et al., 2019)
(Response-to-No-Response condition; R-to-NR), or they had to rapidly initiate a response that they

were not initially intending to (No-Response-to-Response; NR-to-R).
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Fig. 1. Experiment procedure. Participants were asked to either press a key or do nothing when a moving
circle reached the target line. Whether or not a response was required in a given trial depended on the color of the
circle (e.g., white = respond; black = do not respond). The actual circle color was counterbalanced across participants,
controlling for the potential perceptual differences of black and white colors. The circle always started with the same
color within each block of 100 trials. In ~70% of trials, the circle remained the same color throughout. However, in
another ~30% of trials, the circle changed color before it hit the target line, forcing participants to cancel a preplanned
response or to initiate a response when the circle crossed the line. By manipulating the time at which the circle color
changed in each condition, we were able to compare people’s ability to stop themselves from generating a planned
response (“R-to-NR” condition; upper panel) to the ability to rapidly generate a response (“NR-to-R” condition; lower

panel). Participants completed 12 blocks of 100 trials, generating 204 switch trials in each condition.
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91 The performance of one exemplar participant is shown in Fig. 2B. In switch trials of the
92  R-to-NR condition, when the time available to abort an impending response (the forced response
93  time or forced RT; Fig. 2A; Methods) was very short (< 100ms), this participant almost always
94  failed to abort their prepared response. However, at longer RTs (> 300ms), this participant was
95 able to correctly cancel the response in almost all trials. At intermediate RTs, the participant was
96 sometimes successful and sometimes unsuccessful in canceling their response. Similar but
97  complementary behavior was observed in the NR-to-R switch trials. This participant failed to
98 initiate a timely response if the circle changed color shortly before it crossed the line. When
99 allowed longer time to react to the color change, however, they always correctly generated a
100  response.
101 From this raw response data, we constructed a speed—accuracy trade-off for each condition
102  (R-to-NR and NR-to-R), based on a 50 ms sliding window on the allowed RT, which describes the
103  probability of correctly aborting a response (R-to-NR) or the probability of generating a successful
104  response (NR-to-R) as a function of allowed RT (Fig. 2C). For the exemplar participant in Fig. 2B,
105 the centers of the speed—accuracy trade-off function, representing the average time required to
106 either cancel (R-to-NR condition) or initiate (NR-to-R) a response, were both located around 280
107  ms. The speed—accuracy trade-offs averaged across all participants (n = 35 out of 36; Methods;
108  Figs. S1 and S2) showed the same pattern (Fig. 2D; Dashed lines), indicating that equal amounts
109  of time were required to initiate a response and to cancel the initiation of a response.
110 To quantitatively estimate how fast participants could cancel a response in the R-to-NR
111  condition, we considered a simple model in which we assumed that the cancellation of a response
112 could be thought of as a discrete event occurring at a random time Tyg ~ N (g, 055) after the
113 circle changed color (Haith et al., 2016). On a given trial, if the time needed to cancel a response
114  (Tygr) was shorter than the allowed RT, participants would successfully avoid generating a
115  response. But, if the required time, Tyg, was longer than the allowed RT, participants would fail
116  to cancel the impending response. This led to a predicted probability of being correct that increased
117  smoothly as a function of allowed RT, as observed in the data. An analogous model was applied
118  to the NR-to-R condition. In this case, the decision to initiate a response was assumed to be made
119  at arandom time Ty ~ NV (ug, 3) after the circle changed color and, on a given trial, they would

120  succeed at correctly generating the response at the right time only if Ty is shorter than the allowed
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121 RT on that trial. Thus, puygr and uy represented the average times required either to withhold a
122 movement or initiate a movement, respectively.

123 We fitted these models to each participants’ data via maximum likelihood estimation,
124  yielding model fits that closely matched the empirical data (Fig. 2D; Solid lines). By comparing
125  the estimates of uyg to pugr across participants, we found that the time required to cancel the
126  initiation of an impending response (Uyg: 294.5 ms + 28.3 ms; mean =+ s.d.) and the time required
127  to initiate a response (Ug: 289.0 ms + 24.4 ms; mean =+ s.d.) were not significantly different from
128  one another (U, — U,: 5.5 ms £+ 24.4 ms, Cohen’s d = 0.207, t34 = 1.34, paired t-test, p = 0.19,
129 95% CI: [-2.8ms, 13.9ms]; Fig. 2E) and they were also highly correlated (p =0.58, p <0.001). The
130  equivalence and noninferiority test demonstrated that these two speeds were statistically equivalent
131 (prower < 0.001; pupper = 0.004, 90% CI: [-1.5ms, 12.5ms]). Thus, when we compared response
132 initiation and cancellation under experimental conditions that were as closely matched as possible,
133 we found no evidence to support the assertion that cancelling a response is faster than generating
134 one.

135 Because pyr and up represent the RT at which performance accuracy reaches the center
136  of the speed—accuracy trade-off function, their estimates were sensitive to exactly how we defined
137  whether a trial was performed correctly or not. In our initial analysis, a late response (if the circle
138  was below the target line without overlapping it at the time the response was made) of an NR-to-
139 R trial was considered as incorrect, whereas in R-to-NR trials, it was impossible to distinguish
140  between trials in which a response was cancelled at the correct time, and trials in which a response
141  was delayed before being cancelled. This unavoidably imposed a stronger requirement of timing
142  precision on initiating a response than cancelling a response (asymptotic accuracy: =0.89 £0.06
143 vs. f=0.96 £ 0.05; t34 = -5.26, paired t-test, p < 0.0001, 95% CI: [-0.09, -0.04]; Methods). After
144  relaxing the timing requirement for considering a response as being correctly initiated, which
145  matched the asymptotic accuracies between conditions (0.94 = 0.06 vs. 0.96 = 0.05; 34 =-1. 9,
146  paired t-test, p = 0.07, 95% CI: [-0.04ms, 0.01ms]), we found that the updated up (286.3 ms +
147  23.6 ms) was only 2.7 ms different from the original analysis and was only 8.2 ms shorter than
148  unr (Uyr — HUg: 8.2 ms £23.5 ms, Cohen’s d=0.31, t34 =2.06, paired t-test, p = 0.047, 95% CI:
149  [0.0ms, 16.3ms], power = 0.5; Fig. S3). In addition, the difference between pyr and the updated
150  ug fell within the equivalence bound between -16.5 ms and 16.5 ms (piower < 0.001; pupper = 0.02,
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151 90% CI: [1.5ms, 14.9ms]). Our conclusion about action cancellation and initiation having a similar

152  time course was not strongly affected by late responses.
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153
154 Fig. 2. Cancelling an impending response is not faster than initiating one. A) The forced RT was quantified as the
155 time elapsed from color change to the time of the button press when participants generated a response. When no
156 response occurred, the forced RT was approximated as the time interval between the color change to the typical time
157 of button presses in comparable trials (see Methods for more details). B) Behavior of one exemplar participant. In
158 trials in which only a very short forced RT was allowed, this participant consistently made the wrong choice as to
159 whether to respond or not. When a longer forced RT was allowed, this participant was able to consistently make the
160 correct choice to respond or not. Vertical jitter was added to allow individual data points to be seen more easily. C)
161 The raw data were used to construct speed—accuracy trade-offs, showing the probability of a correct choice as a
162 function of forced RT. D) Mean speed—accuracy trade-offs for each condition across all participants (dashed lines)
163 were well captured by a computational model (solid lines) in which we assumed that the decision to respond or not

164 could be thought of as a discrete event occurring at a random time T ~ N (u, 62) after the circle changes color. E) We
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165 used this model to estimate the average time needed to cancel an intended response yzin R-to-NR condition and the
166 average time to initiate a response pp in the NR-to-R condition. Across all participants, uyg (294.5 ms + 28.3 ms;

167 mean * s.d.) was not significantly different from uy (289.0 ms + 24.4 ms; mean + s.d.).

168 Similar to other stop-signal tasks, the preceding analyses relied on designating a surrogate
169  RT for trials where a response is missing. To eschew the need to devise a proxy RT when
170  participants failed to respond, we focused only on trials in which a response was generated and
171  analyzed the actual time of responses (i.e., the time at which a response is made after the trial onset)
172 as afunction of the intended forced RT (i.e., time interval between color change and the target line)
173 in the NR-to-R condition. We observed that responses were generated around the target line when
174  the intended RT time was long (e.g., > 350 ms), but tended to be made very late when the intended
175  RT was short (e.g., < 200 ms). Participants seemed to time their responses (i.e., by delaying when
176  to initiate the response) given long intended RT and switch to performing the task in a reactive
177  mode, responding as soon as possible after the color change, even if this was too late. We assumed
178 that the timing of this switch strategy coincided with the minimum time at which participants could
179  successfully initiate a movement on time. To estimate the timing of this switch ur, we fit a simple
180  model of the timing of participants’ responses as a function of intended forced RT (Methods). The
181  model comprised two linear components: one to represent accurate timing at longer RTs, and one
182  to represent delayed, reactive timing at very short RTs (Fig. 4A; Solid light blue line). The
183  estimates of ur (302.3 ms * 39.0 ms; mean + s.d.) were in a close agreement with the original
184  estimate of up based on approximated RT (p = 0.65; p < 0.0001) and, importantly, did not differ
185  significantly from the time that participants needed to withhold a previously intended response,
186  uyg estimated in the R-to-NR condition (uyr — pr: -7.7 ms + 37.7 ms, Cohen’s d = -0.22, t34 =
187  -1.25, paired t-test, p = 0.218, 95% CI: [-20.3ms, 4.8ms]; Fig. 4C). Results from the equivalence
188  and noninferiority test confirmed that these two speeds were similar to each other (piower= 0.003;
189  pupper < 0.001, 90% CI: [-18.4ms, 2.8ms]). This result accords with our initial analysis that

190 cancelling a response is not faster than initiating a response.
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191
192 Fig. 3. Alternative analysis based on the pattern of delayed responses. A) The time of response data as a function
193 of intended RT from the same exemplar participant as in Fig. 2B. The time of response was measured as the time
194 interval between trial start and the time at which a response is made. Intended forced RT was the time interval between
195 color change and the target line. Since this analysis focused only on trials in which a response was actually generated,
196 it did not rely on approximating unobserved RT. We fitted the time of response data with two linear functions of
197 intended forced RT, which intersected at ur — a parameter that represents the minimum forced RT at which an
198 accurately timed response could still be made. B) Across all participants, the estimates of ur (302.3 ms + 39.0 ms;
199 mean = s.d.) — the alternative estimate of time required to initiate a response — were not significantly different from

200 Ung (294.5 ms + 28.3 ms; mean =+ s.d.), the original estimate of the time required to cancel a response.

201
202  Discussion
203 By matching experimental conditions as closely as possible between cancelling an

204  impending action (i.e., “stopping”) and generating an action (i.e., “going”), we found that the time
205  for these two processes is comparable, both around 290 ms (with a ~33 ms delay caused by visual
206  display, which was not accounted for in our calculations), suggesting that stopping and going can
207  occur equally rapidly. This result is echoed by previous evidence from two independent research
208  fields showing that simple reaction time (Luce, 1991; Welford, 1980) and the time to stop an action
209  (He et al.,, 2021; Leunissen et al., 2017; Logan and Cowan, 1984; Matzke et al., 2021) are both
210  around 200 — 250 ms, and both can reduce to around 150 ms triggered by an unexpected event
211 (Carlsen et al., 2004; Haith et al., 2016; Wessel and Aron, 2017). Our finding questions the
212 consensus view from previous experimental, computational, and theoretical work that a rapid,
213 dedicated inhibition mechanism exists to act like an “emergency brake” on response initiation and
214  prevent an unwanted response to be produced (Aron et al., 2014; Boucher et al., 2007; Dunovan
215  etal., 2015; Logan and Cowan, 1984; Slater-Hammel, 1960; Verbruggen et al., 2019; Wiecki and
216  Frank, 2013).
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217 If stopping is not any faster than going, how are we ever able to prevent ourselves from
218 making an unwanted response? One explanation is that response initiation is typically delayed to
219  allow time to make a decision about whether to act or not. Although delaying is a common strategy
220  inproactive stopping (Hannah and Aron, 2021), it has not thought to be a relevant factor in reactive
221  inhibition. However, even in seemingly reactive tasks, reaction times to initiate a movement are
222 delayed beyond the time of movement preparation by up to 100 ms (Carlsen et al., 2004; Haith et
223 al., 2016; Valls-Solé et al., 1995). This flexibility in deciding when to initiate a movement is well
224 aligned with the concept of “freedom for immediacy” — the capacity to decouple our responses to
225  external stimuli from the appearance of the stimulus itself (Haggard, 2008; Haith et al., 2016). The
226  systematic delay between preparation (i.e., what to act) and initiation (i.e., when to act) is thought
227  to exist, at least in part, to avoid the risk of initiating a response before it has been fully prepared.
228  Likewise, in the context of stopping behaviors considered here, participants may make the decision
229  to respond quite quickly after seeing the go cue (i.e., whether to act), but may delay initiation of
230  their response to avoid the risk of initiating a movement that should instead be canceled. Indeed,
231  reaction times in previous stop-signal tasks are often prolonged (e.g., Leunissen et al., 2017) and
232 accompanied by delayed motor cortex excitability (Rawji et al., 2022), suggesting that participants
233 deliberately delay their responses so as to allow time for the movement to be aborted if needed
234 (Gulberti et al., 2014; Ozyurt et al., 2003) and can even flexibly adjust their reaction speed to shift
235  the balance in favor of responding or stopping behavior (Corneil et al., 2013; Leotti and Wager,
236 2010).

237 By constraining the decision about when to act as much as possible, we observed
238  comparable and highly correlated speeds between action cancellation and action initiation,
239  suggesting that stopping and going may reflect two opposing states of a single process supporting
240  awhether decision, rather than reflecting two distinct processes. The whether decision about acting
241  or not acting, together with the decision about when to act and the decision about what to act are
242 recognized as three independent aspects of action control in self-generated behaviors (Brass and
243 Haggard, 2008; Haggard, 2008). Recent behavioral and neurophysiological work has established
244 that, even in reactive tasks, the process of deciding what action to take is mechanistically distinct
245  from the process of deciding when to act (Ames et al., 2019; Elsayed et al., 2016; Haith et al., 2016;
246  Haith and Bestmann, 2020; Kaufman et al., 2016; Lara et al., 2018). Although both the when and

247  whether decisions are likely involved in classic stop-signal tasks, it remains unclear whether they
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248  are mechanistically dissociable. It also remains to be determined whether changing the decision
249  about whether to act or not requires inhibiting the initial choice or just simply switching from one
250 another (see also, Macleod et al., 2003). We suggest that such processes ought to be considered
251  as bi-directional rather than as a dedicated function of stopping.

252 Behavior in stop-signal tasks is often interpreted through a race between separate “stop”
253  and “go” processes to reach a threshold (Boucher et al., 2007; Logan and Cowan, 1984). Our
254  findings raise a question about what mechanisms the “go” process represents. In conventional stop-
255  signal tasks, the go process starts accumulating earlier upon an early go signal than the stop process.
256  The stop process, however, with more rapid accumulations, reaches the threshold earlier despite
257  its later start, reflecting its assumed privileged function over the go process. However, the “go”
258  process might conflate multiple distinct aspects of action control, namely the decision about
259  whether to respond, when to initiate the response, or what response to initiate if the task imposes
260 multiple response choices (e.g., Verbruggen et al., 2019). As we have shown, constraining the
261  freedom of when to initiate a response as much as possible yielded an equal amount of time
262  required to cancel an impending action as to generate an action. This result is difficult to be
263  explained by race models, in which a core assumption is that the “stop” process accumulates faster
264  than the “go” process. It is also not clear how this model can accommodate tasks in which a
265  response is required to be made at a pre-determined time. One approach is to model the go process
266  as evolving with a speed that spans the entire duration between the start of the trial and the pre-
267  determined response time (Dunovan et al., 2015), but this rather artificially depends on the
268  experimental setup. In general, the coupling of whether or not an action will occur and the timing
269  of the action in the race model is at odds with recent findings that movement preparation and
270  initiation are separable processes, both neurally and behaviorally (Ames et al., 2019; Elsayed et
271 al., 2016; Haith et al., 2016; Haith and Bestmann, 2020; Kaufman et al., 2016; Lara et al., 2018).
272 Movement preparation is often swift and consumes little time (Carlsen et al., 2008; Carlsen and
273 MacKinnon, 2010; Lara et al., 2018; Wong et al., 2015) and it is not necessary for a go process to
274  reach a fixed threshold level before a response is initiated (Jagadisan and Gandhi, 2017).

275 In light of our experimental results, the putative neural mechanisms thought to support
276  reactive action inhibition may need to be revisited. In humans, reactive stopping behaviors are
277  thought to be controlled through a particular prefrontal-cortex — basal-ganglia hyperdirect pathway.

278  This pathway is thought to serves as an “emergency brake” that can abruptly abort a no-longer-
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279  wanted response (Aron, 2007; Aron et al., 2014; Dunovan and Verstynen, 2016; Hannah and Aron,
280  2021; Jahanshahi et al., 2015; Wessel and Aron, 2017; Wiecki and Frank, 2013). The special
281  function has been often studied through the lens of stop-signal tasks and race models which, as we
282  have argued, contain an embedded bias towards stopping being more urgent and, thus, faster than
283  going. In some cases, circuits thought to be important for stopping have been found to be engaged
284  during both response selection and production (Filevich et al., 2012; Mostofsky and Simmonds,
285  2008). We suggest that to better understand the function of the hyperdirect pathway, it is critical
286  to examine going and stopping under the same controlled experimental conditions as we have
287  shown here.

288 In summary, we demonstrate that cancelling an impending response is not any faster than
289 initiating a response. This challenges prevailing beliefs that the ability to prevent oneself from
290 initiating an action has a privileged status and dedicated neural mechanisms. Instead, we propose
291  amore parsimonious explanation that the ability to cancel an intended response may reflect a more
292  general decision making about whether to act or not. This parsimonious explanation extends the
293  recent finding in reactive tasks that deciding when and how to act are independent of one another,
294 by adding a third component as whether or not to act in defining our behaviors. This parallels
295  theories of volitional control which posits distinct “what”, “when” and “whether” decisions

296  underlying self-generated intentional behavior (Brass and Haggard, 2008).

297
298  Methods
299 Participants: Thirty-six right-handed participants (15 female; 1 non-binary) between 18

300 and 41 years of age took part in the study. The experimental procedure was approved by the Johns
301  Hopkins School of Medicine Institutional Review Board. All participants gave written informed
302  consent and received $15 per hour for their participation. Data from one participant who did not
303 follow the task instructions well were excluded from analyses (Fig. S1 and S2).

304 General procedures: Participants sat in front of a laptop with a gray screen and with a key

305 pad next to it. The key pad was positioned so that participants could comfortably rest the index
306 finger of their right hand on a mechanical key mounted on the key pad. On every trial, a white
307 target line was placed with the same distance from the bottom of the screen and a circle was
308 displayed at the top center of the screen (Fig. 1). Once the trial started, the circle moved downwards

309 vertically and participants were asked to either press the key or do nothing when the moving circle
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310 reached the target line. The circle stopped moving once a response was registered, or it kept
311  moving toward the bottom of the screen.

312 For trials where a response was required, a red cross mark was shown if the circle did not
313  intersect the line when it was stopped by a response or if the circle left the screen with no response
314  having been generated, while a green check mark appeared if the circle intersected the target line
315  when it was stopped by a response. The feedback was used to encourage participants to respond
316  with accurate timing and minimize tendencies to delay their response in order to gain more time
317  to make decisions. In trials in which no response was required, a green check mark was displayed
318 if the circle left the screen without a response having been made, while a red cross was displayed
319 if any response was generated at all. Whether or not a response was required in a given trial
320 depended on the color of the circle (white or black). Since perceptual processing plays a critical
321  role in motor response inhibition (Salinas and Stanford, 2013), we counterbalanced the association
322 between response and the color of the moving stimulus so that for half of the participants, white
323  color cued a response (i.e., press the key) and black color indicated that no response was needed
324  (i.e., do not press the key), while this association was reversed for the other half participants, so as
325 to control for the potential perceptual differences between black and white colors.

326 Criterion task: Before the experimental trials began, participants completed two criterion
327  blocks. In these two blocks, all trials required a response in order for participants to become
328  familiar with the timing requirement of the response. The meaning of the color used in this task
329  was consistent with that used in subsequent tasks for each individual. In the first and easier
330 criterion block, the moving circle started from the top center of the screen and dropped toward the
331  bottom of the screen with a constant speed, which took 900 ms in total. A white target line was
332 placed 750 ms from the top and thus 150 ms from the bottom. The circle diameter was sized such
333  that it took 120 ms for the circle to move across the target line. The block ended with five
334  consecutive correct responses (i.e., any part of the circle stopped on the line). Participants then
335 performed the second and more difficult criterion block which matched the conditions of the main
336  experiment, i.e., the diameter of the circle was reduced to 60 ms and it took 500 ms from the trial
337  onset to the center of the circle intersecting the target line and another 120 ms to the bottom of the
338  screen. Similarly, 5 consecutive correct trials were required to end this block.

339 After successfully completing these two criterion blocks, participants then performed the

340  main task with a response-to-no response (R-to-NR) condition and a no response-to-response (NR-
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341  to-R) condition, the order of which were counterbalanced across participants. Each condition
342  consisted of 6 blocks and each block had 100 trials.

343 R-to-NR Condition: This task is also known as the adaptive stop-signal task (Coxon et al.,

344  2006; Leunissen et al., 2017; Slater-Hammel, 1960) and has been used to examine how fast
345  participants can decide to cancel a prepared response that was originally planned to be executed.
346  The moving circle always started with the color that cued a response (white for half of participants
347  and black for the other half). In a random ~30% of trials (204 out of 600 trials), the circle turned
348  to the not-responding color while it was moving towards the target line. The time of color switch
349  before the center of the circle intersected the target line was randomly drawn from a uniform
350 distribution between 50ms to 450 ms with a step size of 16.7ms. The choice of this step size was
351  constrained by the refresh rate of the monitor, which was 60 Hz. Thus, there were 28 possible time
352 points at which the circle color changed. The closer the time point was from the targe line, the
353  shorter time available to make a decision.

354 NR-to-R Condition: This task, conceptually similar to the timed-response task commonly

355  used in motor reaching task (Ghez et al., 1997; Haith et al., 2016), was used to examine how fast
356  participant can initiate a response. Trials started with the circle defaulted to the not-responding
357  color (white for half of participants and black for the other half) and switched to the responding
358  color in a random subset of trials. Consistent with the R-to-NR condition, the proportion of color-
359  switch trials was ~30% of trials (204 out of 600 trials) and the time of color change ranged from
360 50 to 450 ms. These switch trials and their corresponding color change times were matched
361  between these two conditions on a trial-by-trial basis. One participant showed clear evidence of
362  guess the required response in the NR-to-R condition (Figs. S1 and S2) and we therefore excluded
363  this participant from subsequent analysis.

364  Data analysis:

365 Speed—accuracy trade-off: Our primary analysis was focused on the trials in which the

366  color switched in both conditions. We assessed the time course over which participants were able
367  to abort an impending action in the R-to-NR condition by constructing a speed—accuracy trade-off
368 relating the time available to cancel a response and the probability of the response being
369  successfully cancelled. For visualization purposes, we estimated this speed—accuracy trade-off

370  using a 50 ms sliding window on the time available to cancel a response (i.e., forced RT, see below
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371  for details). Similarly, the speed—accuracy trade-off can also reveal how rapidly a response can be
372  initiated in the NR-to-R condition.

373 Response correctness: In our original speed—accuracy trade-off analysis (Fig. 2), a trial in

374  which a response was required was considered to be successful only if a response was made while
375  the circle was not below the target line (i.e., within a -30 ms time window below the target line).
376  In practice, participants often did generate a response, but did so after the circle was no longer
377  overlapping the line. We designated these trials as failures and considered them to be equivalent
378  to not generating a response at all. However, we designated a trial that does not require a response
379  ascorrect if participants did not press the button before the trial ended. This non-produced response
380 may be more than 30 ms after the target line if it were generated.

381 This designation of correctness included a strong requirement of timing accuracy when
382 initiating a response in the NR-to-R condition but not when cancelling a response in the R-to-NR
383  condition (Fig. 2C). This asymmetry in the analysis may have affected our estimation of the
384  relative timing of going and stopping. To match the timing requirement, we further used a -35 ms
385 time window below the target line. Results from these two different criterions for correctness are
386  consistent with one another (Fig. S3 and Main Text).

387 Forced RT: By manipulating the time at which circle changed its color (between 50 ms and
388 450 ms before the targeted line), we forced participants to cancel an intended response in the R-
389  to-NR condition or press a button in the NR-to-R condition within a particular amount of time,
390 referred to as forced RT. In the R-to-NR condition, when participants failed to cancel an impending
391 response, the forced RT was quantified as the time elapsed from color change to the time of the
392  button press. When no response was generated, the actual forced RT was not observable and so
393 instead the forced RT was approximated by the intended forced RT, i.e., the time interval between
394 the center of the circle and the target line at the moment of color change. In the NR-to-R condition,
395 the forced RT was calculated as the time interval between color change and the time of response
396 if participants pressed a button before or when the circle reached the target line, whereas it was
397 approximated as the interval between color change and the target line (i.e., intended forced RT) if
398  participants did not generate a response or the response was made later than the target line (i.e.,
399 the circle was no longer overlapping the target line).

400 When using the intended RT described above, we inherently assumed that the not-produced

401  response would have had accurate timing, if it was produced, which, however, is not true in reality.
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402  All participants had an idiosyncratic tendency to respond consistently earlier or later than the target
403  line (Fig. S4). To better approximate the true RT, we first calculated how much later or earlier
404  each participant responded to trials in non-switch trials in which the circle was in the responding
405  color throughout the trial (i.e., 396 out of 600 trials, about 70% in the R-to-NR condition). From
406  these measurements, we randomly drew a sample and added it to an intended RT to approximate
407  the unobservable true forced RT. We repeated this bootstrapping process 1000 times for each
408  individual and modelled the mean speed—accuracy trade-off.

409 Modelling speed—accuracy trade-off: To quantify the speed—accuracy trade-off, we

410  assumed that cancelling an intended response in the R-to-NR condition occurred at a random time
411 Tyg ~ N (Uyr, 02r)- A response would be correctly aborted with probability Syg (close to 1) if
412 forced RT was long than Ty and with a probability ayg (close to 0) if the available forced RT
413  was shorter than Tyg. Thus, the probability, in trial i, of observing a correct response cancellation
414  (c=1), given the preparation time (¢!) is given by:

415 pwr(ct[t) = angp(t' < Tyg) + Burp(t' > Tyg)

416 = ayg(1 — Png(t'lunr, 0%r)) + Bur Pwr(t vk, ofir)

417  where ®pp (ti | Unr, OF R) is the cumulative normal distribution of Ty .

418 Similarly, in the NR-to-R condition, the probability of correctly initiating a response given
419  the preparation time (th) is:

420 pr(ci|t) = agp(tt < Tg) + Brp(tt > Tr) = ag(l — ®x(tY)) + Br Pr(t)

421  where @y (ti) = P, (ti | Ugr, 0'1%) is the cumulative normal distribution of Tg.

422 We estimated the parameters using maximum likelihood estimation with the MATLAB
423  function fmincon.

424 Modelling time of response: Time of response was the time elapsed from the trial onset to

425  the time at which the response was made, if any. In our speed—accuracy trade-off analysis, we
426  relied on a proxy RT for trials in which a response was not produced. To avoid this reliance, we
427  also estimated the speed of making a response in the NR-to-R condition by fitting the time of

428  response, y, with two linear functions, which intersected at an intended forced RT of py:

y= {#0 + Bt —pur) + M(0,07,6),  t<pr

429
o + B2 (t — pur) + N (0, 67), t = ur
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430 In this model, we took the time of transition between these components, ur, as the
431  minimum time at which participants could initiate a response on time following the color change.
432 At ur, aresponse needed to be made without any delay so that it could land on the target line. p,
433  is the time of response when t = u;. We assumed that for ¢ < ur , participants behaved in a
434  reactive manner to the appearance of stimulus and that, therefore, the time of response would
435  follow a typical reaction time distribution. In particular, we observed that some participants
436  occasionally generated times of response that were longer than most of their responses, so we
437  assumed that the residual term in the upper equation followed an exponentially modified Gaussian
438  distribution M (0, 64, 8). This choice did not lose its generality if participants did not generate
439  some uncommon late responses, because when § is close to zero, M approaches to be a Gaussian
440  distribution. When t > ur, participants would time the response and press the button at around the
441  target line. Thus, we assumed that residual term of the lower equation in this case followed a
442  Gaussian distribution N'(0,02) . Parameters o, B1, B2, 1) Ort, 0y, 8, were estimated by
443  maximum likelihood estimation with MATLAB function fmincon. To avoid a local minimum
444  estimation, we ran the maximum likelihood estimation with 100 random starting values. A
445  parameter recovery analysis indicated that our model fitting yielded unreliable estimation of true
446  parameters (Fig. S5). We found, based on parameter recovery, that it was better to constrain g, to
447  be greater than O (lower bound of 0.005), in order to avoid poot quality fits. For the same reason,
448  we also regularized the fits by penalizing the log-likelihood with:

449 LL* = LL — y(o,+ — 0.03)2 — (6 — 0.03)? — y(uy — 0.5)?

450 g, and 6 were included to avoid unrealistic estimation of g, = 0 and § = 0 (Fig. S5). We chose
451  0.03 for o, and § as it was the mean value of initial estimation across participants. We also
452  regularized p, and set it to 0.5 s because our data showed that participants tended to respond
453  around the target line given a long enough RT (Fig. S4). We set y = 2000, which avoided
454  overfitting these three parameters to the particular value we selected. Parameter recovery
455  demonstrated that this regularized fitting procedure led to reliable estimation of the true parameters

456  when applied to synthetic data (Fig. S6).

457 Statistical analysis: Data (e.g., uyg VS. Ug) were analyzed using paired t-test at the
458  significant level of @ = 0.05 after examining the normality of samples. Because non-significant
459  outcomes from hypothesis testing does not necessarily mean two samples are not different from

460  one another, we further conducted the equivalence and noninferiority test (Lakens, 2017; Walker
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461  and Nowacki, 2011). Power analysis indicates that the sample size n = 35 (out of 36) had 80%
462  power to detect an effect size of 0.7 between conditions (Lakens, 2017). Therefore, we set the
463  upper and lower bounds of the equivalence and noninferiority test as 0.7 and -0.7, corresponding
464  to the equivalence bound between 16.5 ms and -16.5 ms in the unit of reaction time.
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Fig. S1. Speed—accuracy trade-off for each individual. Most participants’ performance (thinner lines)
was similar to the exemplar participant shown in Fig. 2. The accuracy was close to zero when forced RT
was very short (i.e., < 100 ms) and it increased with longer forced RT. However, one participant exhibited
abnormally high accuracy even when forced RT was less than 100 ms, suggesting that this particular
participant randomly guessed whether to initiate or cancel a response instead of following the instruction
for each condition. We excluded this participant from further analysis.
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No-Switch Trials

Rto-NR NR-to-R
600

601  Fig. S2. Response correctness in trials that stimulus circle did not change color. The high accuracy in
602  no-switch trials (i.e., Making a response in the R-to-NR condition or not making a response in the NR-to-
603 R condition) revealed that participants did not behave randomly except one participant, who exhibited a
604  chance-level performance in the NR-to-R condition. This participant was the one who also produced higher
605 accuracy in switch trials even when forced RT was very short shown in Fig. S1. Since we aimed to
606  compared the individual-wise performance between two tasks, this participant’s data from both conditions
607  (crossed circles) were excluded for our analyses reported in main texts.
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611  Fig. S3. The effect of correctness criterion on the estimated speed of response initiation. A)
612  The shape of the speed—accuracy trade-off in the NR-to-R condition depended on how we defined a correct
613  responding trial. The original tolerance was 30ms (i.e., a half size of the stimulus circle). Correctness
614  defined on this small-time window did not include trials where a response was made 30 ms or more later
615  below the target line, resulting in a lower accuracy in the NR-to-R condition than the R-to-NR condition
616  when RT was long enough (red vs. blue). To match accuracy rates across conditions, we instead used a
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617  timing tolerance of 35 ms that yielded a similar accuracy level between conditions for trials with long RT
618  (light brown). In this case, we still found that the timing of response cancellation was not different from the
619  timing of response generation (blue vs. light brown). In addition, the original estimation of response
620 initiation speed was around 285 ms. This slow speed was, at least partially, caused by the timing
621  requirement of initiating a response on time in the NR-to-R condition. Further broadening timing tolerances
622  from 35 ms to 50 ms led to superior speed—accuracy trade-offs with faster mean speeds of responding than
623  the original (brown lines). The speed was even faster (248.7 ms + 31.7 ms) when all trials with a response
624  at any time were considered correct (the ’simple reaction’ mode; black line). Solid lines: model fitting;
625  Dashed lines: data.
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630  Fig. S4. Idiosyncratic tendencies to respond consistently earlier or later than the target line.
631 A) Data from the same exemplar participant as in Fig. 2B. The time of response, measured for trials that
632  the circle started and stayed as the same color that required a response in the R-to-NR condition, was
633  calculated as the time interval between trial onset and the time at which a response was made. This
634  participant tended to respond consistently slightly later than the target line (i.e., 500 ms). B) The mean time
635  of response for each individual participant. All participants had an idiosyncratic tendency to respond
636  consistently earlier or later than the target line, although the circle still overlapped the target line when they
637  responded (grey area representing the diameter of 60 ms of the circle).
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Fig. S5. Parameter recovery of the model used to fit time of response data without regularization
terms. We used the model to generated synthetic datasets matching the amount of data collected from each
participant. We generated datasets based on a range of true underlying parameter values and then used
maximum likelihood estimation to try to recover the true underlying parameters. Each panel shows a
different parameter (unit of measurement: second), with true value used in the simulation on the x-axis and

the estimated value on the y-axis. For most parameters, including the key parameter of interest, ur,
parameter recovery was not accurate.
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Fig. S6. Parameter recovery of the model used to fit time of response data with regularization terms.
After adding regularization terms with respect to iy, 0, and §, the reliability of the parameter
estimation became notably improved. The correlation between true values and estimated values of

ur = 0.94, which is much higher than the corresponding value of 0.78 in the model without
regularization (Fig. S5).
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