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Abstract

Temporal associations between sensory stimuli separated in time rely on the interaction between the hippocam-1

pus and medial prefrontal cortex (mPFC). However, it is not known how changes in their neural activity support2

the emergence of temporal association learning. Here, we use simultaneous electrophysiological recordings in3

the hippocampal CA1 region and mPFC of mice to elucidate the neural dynamics underlying memory formation4

in an auditory trace conditioning task. We found that in both areas conditioned (CS+/CS-) and unconditioned5

stimuli (US) evoked similar temporal sequences of neural responses that progressively diverged during learning.6

Additionally, persistent CS representations emerged in mPFC after learning, supported by CS+ coding states7

whose transient reactivation reliably predicted lick onset and behavioral performance on single trials. These8

results show that coordination of temporal sequences in CA1 and persistent activity in mPFC may underlie9

temporal association learning, and that transient reactivations of engrams in mPFC predict the animal behavior.10
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Highlights

• Temporal representation of CS+, but not CS- and US, strengthens in CA1 after learning.11

• Similarity between stimulus and reward temporal representations decrease with learning, but is recovered12

in error trials.13

• Representation of stimulus identity is strong and stable in PFC since stimulus onset, while it only emerges14

in CA1 during trace period.15

• Neural states defined on faster time-scales reveal the emergence of CS coding states in PFC whose onset16

predicts lick times and task performance.17

• PFC-CA1 states do not increase coordination during late CS+ stimulus and trace.18

Figure 0: Graphical Abstract
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Introduction

The hippocampus and the medial prefrontal cortex (mPFC) are both known to have important roles in sensory19

and memory representations. For instance, the hippocampus integrates multiple sensory inputs coming from the20

entorhinal cortex, bridging the ’what’, ’where’ and ’when’ components of a memory (Eichenbaum (2017a)) while21

the mPFC is believed to create the stimulus-context associations that support decision making (Euston et al.22

(2012)) and to support working memory via sustained attention on relevant sensory representations (Postle23

(2006), Lara and Wallis (2015)). Although the interaction between those two areas are known to support24

different cognitive processes (Battaglia et al. (2011), Eichenbaum (2017b), Shin and Jadhav (2016), Preston25

and Eichenbaum (2013)), it is still unknown how the interplay between the mPFC and hippocampus can lead26

to the formation of internal representations linking events separated in time.27

The mPFC neuronal activity can be modulated by different stimuli and reward (Starkweather et al. (2018),28

Otis et al. (2017)). Beyond responding to positive outcomes (Euston et al. (2012), Burton et al. (2009),29

Gruber et al. (2010), Pratt and Mizumori (2001)), the mPFC can also encode expectancy of both positive and30

negative outcomes (Baeg (2001), Gilmartin and McEchron (2005)), and reward absence (Quilodran et al. (2008)).31

Moreover, mPFC is implicated in acquisition of context-dependent rules (Miller and Cohen (2001), Miller (2000))32

and required for the maintenance of stimulus representations during delays in working memory tasks (Goldman-33

Rakic (1995), Funahashi et al. (1993)), even though this representation might be stored elsewhere (Lara and34

Wallis (2015), Postle (2006)). The mPFC was shown to encode long memory traces of past decisions (Murakami35

et al. (2017)) and rewards (Bernacchia et al. (2011)) and it is required to implement trial-history biases in36

decision-making tasks (Murakami et al. (2017).37

Similar to the mPFC, the hippocampus is also required in tasks involving delayed decision (Hattori et al.38

(2015), McEchron and Disterhoft (1999, 1997)). Beyond its strong link to spatial processing (Moser et al. (2015,39

2008)), hippocampal activity also encodes multiple temporal features, possibly bridging task events separated in40

time through temporal sequences (Pastalkova et al. (2008a), MacDonald et al. (2011), Naya and Suzuki (2011),41

Eichenbaum (2014)). For instance, CA1 inactivation during a trace fear condition task impaired learning by42

preventing the temporal binding of the CS and US stimuli in memory (Sellami et al. (2017)). During trace fear43

conditioning, a reorganization of CA1 ensemble activity occurred during learning of the conditioned response,44

linked to the emergence of sparse CS-selective responses in pyramidal cells (Ahmed et al. (2020)). However,45

the circuit mechanisms underlying CA1 network reorganization and the role of the CA1-mPFC coordinated46

interaction during learning are unknown.47

In this work, we aimed at elucidating the neural mechanisms leading to the emergence of a temporal as-48

sociation, linking events occurring at different times. To this end, we recorded neurons from the hippocampal49

area CA1 and mPFC of mice engaged in an appetitive auditory trace-conditioning task (Klee et al. (2021)), and50

examined how learning shaped the relationship between stimulus responses, temporal encoding, and behavior.51

We found that both conditioned (CS) and unconditioned stimuli (US) triggered the onset of temporal sequences52

in both CA1 and mPFC, which in turn were differentially modulated by learning. Moreover, we found, after53
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Figure 1: Behavioral and firing rate profile during a trace conditioning. A. Schematic representation of
the task. Head-fixed animals with acute implants on CA1 and mPFC were presented a 2-sec auditory stimulus
(either CS+ or CS-). After a 1-sec (trace period) a reward (US) was available on CS+ trials. B. Lick response
of an example animal in CS+ and CS- trials before and after learning. C. Average lick response for CS+ and
CS- trials for all animals. Overtrained sessions were identified by the presence of anticipatory licks in CS+, but
not in CS- trials. D. Average firing rate profile of all recorded cells over the course of a CS+ trial. Peak firing
rate time on even trials was used to sort cells on both groups (even and odd). Note the presence of temporally
structured firing after CS and US presentation.

learning, that unexpected reward delivery evoked an echo of the CS+ temporal sequence in mPFC during the54

US. We uncovered strong and persistent stimulus representation in the mPFC, which started after the stimulus55

onset and persisted until the US, bridging stimulus and reward over the trace periods. Using single-trial decod-56

ing based on hidden Markov models, we found that the reactivation of CS+ coding states in mPFC predicted57

the onset of wrong licks in response to CS-stimuli, leading to error trials. Coordination between CA1 and PFC58

states decreased during CS+ trials, suggesting that CA1 may support internal memory representation during59

the initial stimulus sampling, while mPFC activity is dominated by network states encoding stimulus-reward60

mapping and driving behavior in overtrained animals.61
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Results

We previously developed an appetitive trace conditioning task (Klee et al, 2021) which trained mice to differ-62

entiate between two sound stimuli (conditioned stimulus: CS+ and CS-; Figure 1A). In each CS+ trial, the63

2s stimulus was followed by a 1s delay (trace period), and a reward delivered in a water port. The same trial64

structure was present in CS- trials, except that there was no reward. In order to investigate the neural dynamics65

in CA1 and mPFC during the trace conditioning task, we acutely inserted high-density silicon probes in CA166

and/or mPFC and recorded spiking activity during the task, before and after learning. Crucially, the presence67

of a long trace period in this experimental paradigm rules out a simple Hebbian mechanism to link CS and68

US neural representations, because the two stimuli occur in different epochs of the trial without any temporal69

overlap Raybuck and Lattal (2014). Additionally, this paradigm allowed us to separate representations that70

might emerge during the sensory cue, from the internally generated representations that bridge the stimulus to71

the behavior during the trace period. Learning criteria was achieved when animals licked in anticipation of US72

in CS+ trials, but not in CS- trials (lick rates statistically different between CS+ and CS- trials; p<0.05, t-test;73

Figure 1A-C).74

Differential encoding of temporal information in CA1 and mPFC ensembles

We first investigated whether CA1 and mPFC ensembles encoded the passing of time within the trial by75

generating sequential activity that consistently tiled the duration of a trial. To test this, we computed the76

average binned firing rate (80 ms sliding window) of the pooled neurons over a subset of the trials (even trials).77

The neurons were then sorted according to the time of their peak firing rate. We then applied the same order in78

the remaining, odd trials to unveil cells firing in a reliable temporal structure. If neurons generated consistent79

temporal sequences, we would expect the same sequential activation to be present both in the odd and in the80

even trials. We found a concentration of peak activation around the first 0.5 s after stimulus (CS), which seemed81

to be modulated by learning (mainly in CA1; Figure 1D). In addition, we also found a concentration of peaks82

after reward onset (US). Interestingly, some cells peaking in the CS had also a peak at the US and vice-versa83

(this effect was mainly seen in PFC). Those results unveiled the presence of temporal sequences coordinated by84

stimulus (CS+) and reward (US) onset at the population level (Figure 1D, Figure S1).85

We confirmed these results on a session-by-session basis, using a cross-validated Naive-Bayesian classifier to86

discriminate time points within a trial from population activity of each session (Figure 2A). Decoding probability87

was then evaluated for different time bins, building a time-decoding matrix with the corresponding testing bin88

time in the x-axis and the decoded time on y-axis. If temporal coding was present, we expected a high89

classification accuracy on the main diagonal where predicted time (y-axis in Figure 2A) matched real time90

(x-axis). The presence of temporal sequences was then assessed by measuring how much decoding probability91

successively concentrated in the main diagonal, where decoded time is equal to real sample time.92

Similar to our previous population analysis, we found temporal sequences associated with CS+ and US93

(Figure 2B). This was evident in the mean time-decoding matrices, but also when looking exclusively to the94
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Figure 2: Emergence of temporal sequences for CS+, CS- and US. A. Schematic representation temporal
sequences in the spike activity (top) and how they emerge in the time decoding matrices (bottom). Bayesian
decoders were trained to predict the trial time of a given time bin, which was used to build a matrix with decoding
probabilities for each time bin over the course of the trial. Temporal sequences were then identified as clusters of
high performance in the main diagonal, where real time matches predicted time. Additionally, diagonal stripes
of high temporal decoding performance outside the main diagonal revealed the similarity between two temporal
sequences, and were defined as the temporal echo of one sequence (actual time) in the other (predicted time).
B. Mean time decoding matrices for learning and overtrained sessions together with the average normalized
probability on the main diagonal (rightmost panel). Decoders were trained and tested using CS+ activity
from CA1 (top) and PFC (bottom). Black boxes show the regions in which temporal sequences (solid lines)
and temporal echoes (dashed lines) were present. Black dots denote times in which learning and overtrained
decoding are different (Wilcoxon ranksum, p<0.05). C. Average (normalized) decoding probability around CS+
and US temporal sequences, taken on main diagonal of the contiguous black boxes in B. Normalization was done
by z-scoring probability values using the the mean and s.d. from surrogate decoding matrices. CS- sequences
were computed similarly to CS+, but from a decoding matrix computed using CS- activity for training and
testing (see also Figure S2). We used aligned rank transform to perform a nonparametric two-way ANOVA using
recording area and learning condition on each temporal sequence as factors. We found no significant interaction
effect for the two factors (F(1,107)= 0.51, p=0.47; F(1,107)= 0.74, p=0.39 and F(1,107)= 0.64, p=0.43 for
CS+, US and CS-, respectively). Simple main effects analysis revealed that PFC had higher temporal sequences
than CA1 (F(1,107)= 20.08, p<0.001; F(1,107)= 18.02, p<0.001 and F(1,107)= 14.04, p<0.001 for CS+, US
and CS-, respectively). Also, for CS+ temporal sequences, we found an effect on learning condition (F(1,107)=
18.08, p<0.001; F(1,107)= 1.30, p=0.26 and F(1,107)= 3.47, p=0.07 for CS+, US and CS-, respectively). Notice
the increase in CS+ temporal representation in CA1 after learning. Shaded areas and errorbars denote SEM.
*p<0.05; **p<0.01; ***p<0.001.

main diagonal (right-most panel). Interestingly, time-decoding matrices computed using CS- trials also showed95

a strong temporal sequence associated with the stimulus (Figure S2A). To quantify this effect, we computed96

the average of the main diagonal in the temporal sequence window (0-0.5s for CS and 3.1-3.6s for US) (Figure97

2C). All the temporal sequences (CS+, CS- and US) were significantly different compared to a sham temporal98

sequence artificially detected before the stimulus onset ((-1)-(-0.5)s).99

We then tested whether the strength of temporal encoding differed between areas and whether it was100

modulated by learning. We found a stronger temporal encoding in mPFC compared to CA1 following each101

stimulus (non-parametric two-way anova with aligned rank transform (Wobbrock et al. (2011); main effect102

(mPFC vs. CA1), p<0.001; no interaction effects; see Figure 2C). Moreover, we found stronger CS+ temporal103
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sequence after learning in both areas (main effect (learning vs. overtrained), p<0.001; see Figure 2C). We could104

also see reduction on the relative dimensionality of the population activity during the temporal sequences in105

CA1 and (after learning) in PFC (Figure S2B). In general, those results suggest that encoding of time is stronger106

in PFC than in CA1 and, in particular, during CS+, which is the most task-relevant stimulus. They also imply107

a link between temporal sequences and learning (Figure 2C; see also Figure S2).108

Temporal sequences of CS+, CS-, US ‘echo’ each other, in a learning-dependent

fashion

The time-decoding analysis revealed a surprising ‘echo’ effect, whereby US and CS+ temporal sequences shared109

a similar representation of time following each stimulus (high classification accuracy in off-diagonal regions,110

Figure 2A-B). We refer to this effect as the temporal echo of one sequence (the one used to test the model) in111

another sequence (the predicted sequence).112

Because (CS+)–evoked temporal sequences in CA1 were stronger after learning sessions, we hypothesized113

that temporal echos could be modulated by learning as well. We reasoned that the similarity between US and114

CS+ representation could be inferred by how well US sequences would generalize to CS+. To investigate this,115

we computed time-decoding matrices focusing on how US temporal sequences are decoded by a model restricted116

to the rest of the trial (pre-stimulus, stimulus and trace period; Figure 3A), from CS+ trials.117

We found that, during learning sessions, the predicted time of the US temporal sequence strongly concen-118

trated at the beginning of the stimulus presentation, where CS+ temporal sequences also happened (Figure119

3A). This effect was strongly reduced in overtrained sessions in both CA1 and PFC, both in the general US120

average decoding performance (Figure 3A; rightmost panel) and in the temporal echo computed as the average121

performance on the main diagonal of the echo window (Figure 3B).122

Because temporal echo strength decreased with learning, we hypothesized that echos could represent error123

signals arising during incorrect trials. Since after learning the animal committed less mistakes, that would124

explain weaker temporal echoes in overtrained sessions. To investigate this, we separated trials into correct125

(i.e., CS+ trials with anticipatory licks during trace or CS- trials with no licks) and incorrect (i.e., CS- trials126

with licks during trace period and CS+ trials with no licks). We then computed the time-decoding matrices127

(trained on all CS+ trials) for correct and incorrect CS+ test trials (Figure 3C-D). We found that incorrect128

CS+ trials showed a stronger US echo (in CS) compared to correct trials. This was true for learning sessions,129

in which the temporal echo was evident (Figure 3C,E), but also in overtrained sessions (Figure 3D,E), partially130

recovering the effect we found before learning. Temporal echoes were stronger on incorrect trials (two-way131

ANOVA with factors outcome and learning condition, main effect (outcome) CA1: p<0.05; PFC: p<0.001) and132

during learning sessions (main effect (learning condition) CA1: p<0.05; PFC: p<0.001). Moreover, in PFC133

those two factors showed a significant interaction (outcome and learning condition; p<0.05) (Figure 3E).134

Interestingly, the US echo in the CS+ was stronger in incorrect trials compared to correct ones. Computing135

the same analysis using CS- trials (US echo in CS-) showed no difference between correct and incorrect trials136
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S3. Thus, CS and US representations of time are initially similar, but progressively decorrelate with learning.137

Because CS+ and US sequences recovered an increased similarity during incorrect trials (i.e., when the animal138

didn’t expect the reward), we further hypothesized that the temporal sequences found were a general mechanism139

evoked by unexpected events. We reasoned that, although CS+ and US could initially be both perceived as140

unexpected events, after learning US occurrences would be predictable by CS+, leading to a change of the141

US-evoked temporal sequence and a decreases the similarity between the two sequences. To test this hypothesis142

we investigate the similarity between CS- temporal sequences and CS+ and US before and after learning.143

To do so, we first used a Bayesian decoder trained to predict CS- time (as in Figure S2) to decode samples144

of CS+ activity. We reasoned that, if the same neural representation of time was shared between the CS+ and145

CS- conditions, then a classifier trained to discriminate time in CS+ trials would generalize well when tested146

on CS- trials; and vice versa. Alternatively, a failure of the classifiers to generalize between conditions would147

suggest the presence of different time encoding schema. This cross-stimulus decoder revealed that CS- and CS+148

temporal sequences have a shared temporal representation, with the CS+ temporal sequence being correctly149

decoded during CS- in both CA1 and PFC (Figure 4A, see also Figure S4 for CS- sequences during CS+ trials).150

In CA1, this shared representation increased with learning, probably reflecting the strongest temporal CS+151

representation in that area after learning. Moreover, the CS- temporal sequence also echoed on US temporal152

sequence in the test trial (Figure 4B). This effect could also be seen in the analogous case of testing CS- trials153

in a model trained with CS+ trials, where the CS- temporal sequence was echoed in the US epoch of the CS+154

decoder (Figure S4A). Similarly to CS+, the CS- temporal echo decreased after learning of the task (Figure155

S4B). Together those results corroborate the idea of an initial unspecific representation of time evoked by156

unexpected events, which acquires stimulus specificity upon learning.157

Learning induces persistent stimulus representations in PFC but not CA1

We next examined whether population activity encoded stimulus identity (i.e., CS+ or CS-). We trained an158

ensemble of SVM classifiers to discriminate between CS+ and CS- conditions in each bin. For each classifier159

trained on a particular time bin, we then predicted the trial identity (CS+ or CS-) of all other bins. We used160

different combinations of training and testing time bins to build a temporal generalization matrix (King and161

Dehaene (2014); Figure 5A), a framework which allowed us to examine the temporal nature of the stimulus rep-162

resentations in CA1 and PFC (Figure 5A). We tested three alternative scenarios: i) A high decoding accuracy163

restricted to a tight region around the main diagonal, suggesting a reliable yet time-varying stimulus repre-164

sentation (such as stimulus-specific sequential activity); ii) An extended area of high accuracy covering a large165

diagonal block, suggesting a persistent and stable stimulus representation; iii) No area of significant decoding166

accuracy, suggesting the absence of a reliable stimulus representation (for example, in a scenario of stochastic167

reactivation of stimulus-specific patterns at random times in each trial). We found very different encoding168

dynamics in CA1 and PFC. In CA1 decoding performance seemed to concentrate near the main diagonal, and169

we found a significant increase in decoding performance during trace period only (Figure 5C-D). On the other170

8

.CC-BY-NC-ND 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted September 20, 2022. ; https://doi.org/10.1101/2022.06.28.497926doi: bioRxiv preprint 

https://doi.org/10.1101/2022.06.28.497926
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure 3: Similarity between CS+ and US temporal representations is modulated by learning and

trial outcome. A. Time decoding matrices trained using CS+ activity before the US, and used to decode
US time (left and middle). Average (normalized) probabilities for the US period are shown for learning and
overtrained sessions (right). B. Mean decoding in the temporal echo window for CA1 and PFC. C-D. Time-
decoding matrices as in A, but showing the temporal echo in correct and incorrect trials from learning (C) and
overtrained (D) sessions. E. Average performance on the temporal echo window (main diagonal) for CA1 (top)
and PFC (bottom). We used aligned rank transform to perform a nonparametric two-way ANOVA using trial
outcome (i.e., correct vs. incorrect) and learning condition as factors for each area independently. We found no
significant interaction effect for the two factors in CA1 and (F(1,117)= 0.08, p=0.78) and significant effect on
learning condition (F(1,117)=6.59; p<0.05) and trial outcome independently (F(1,117)=5.05; p<0.05). In PFC
both trial outcome (F(1,92)= 12.05, p<0.001) and learning (F(1,92)= 18.13, p<0.001) showed significant main
effects, but there was also a significant interaction between factors (F(1,92)= 4.93, p<0.05). Shaded areas and
errorbars denote SEM. */#: p<0.05; ***/###: p<0.001.

hand, a strong and persistent stimulus representation encompassing both stimulus and trace periods emerged171

in PFC after learning (Figure 5C-D). Both effects could also be seen by looking at stimulus representation at172

specific time points (i.e., rows of the decoding matrices in Figure 5C), as summarized in Figure 5E. Stimulus173

encoding increased strongly with learning in PFC during both the stimulus and trace periods. In CA1, stimulus174

encoding was weaker and mildly improved with learning only during the trace period.175

Transient co-activation of neural assemblies underlies stimulus-coding neural rep-

resentations

The classification analysis discussed above showed that CA1 ensembles do not encode stimulus information in a176

time-ordered representation consistent across trials. Alternatively, stimulus-specific assemblies could stochasti-177

cally reactivate for brief intervals, at random times in different trials. To investigate the presence of transient yet178

stochastic reactivation of neural assemblies, we fit a hidden Markov model to each recording session, separately179

in CA1 and mPFC. The HMM is a probabilistic generative model for neural population data, capturing both180

the network organization in a small set of stereotyped neural states, each one representing epochs where neural181

populations fire at an approximately constant rate; and also the dynamical transitions between these states182
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Figure 4: CS- have a shared temporal representation with CS+. A. Time-decoding matrices trained
using CS- activity and used to decode time in CS+ trials in CA1 (top) and PFC (bottom). Solid boxes show
areas in which a shared temporal representations can be seen. Dashed boxes show US temporal echoes on CS-.
B. Normalized decoding performance in the main diagonal (left) and average decoding over the shared and
echoed representations (right) in the matrices in A.

forming stochastic sequences. Figure 6A shows an example of neural activity in a CS+ trial in PFC, where183

multiple states were detected. In the following analyses, unless stated otherwise, we used the most-likely state184

to define state activation.185

A pseudo-colored rastergram showing state activation in CA1 and PFC for trials in a representative session186

can be seen in Figure 6B. In general, CA1 showed a higher number of states than PFC in both learning187

and overtrained sessions (Figure S5B; model selection for the number of states was obtained via the Bayesian188

information criterion (BIC), Supp. Figure S5A; Recanatesi et al. (2022)) and state duration in CA1 was also189

shorter than in PFC (Figure S5C). Moreover, the probability of most-likely state in CA1 was generally lower,190

peaking around 0.65, than in PFC, which had usually values above 0.8 (Figure S5D,F). This suggests that191

PFC state activation is univocal, with no competition across states, while in CA1 states may be coactivated192

or partially overlapping with other states. Following our previous results, we hypothesised that HMM states193

would also be able to capture the presence of the temporal sequences in the form of sequential state activation.194

Notice that a sequential state activation can actually be seen in the example sessions in Figure 6C, in the blue,195

orange and green states. In order to measure that, we used a sliding window to compute the (state) sequence196

index - an unbiased mutual information between the state activation and their ranks across multiple trials (see197

Materials and Methods and Figure S6). We found a strong increase in the sequence index near the stimulus198

onset for PFC and a smaller peak in CA1, consistent with the temporal sequences found using the time-decoding199

matrices (Figure 6D). Moreover, the sequential structure was consistent across learning and overtrained periods,200

suggesting that the encoding of temporal information is independent of learning.201

10

.CC-BY-NC-ND 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted September 20, 2022. ; https://doi.org/10.1101/2022.06.28.497926doi: bioRxiv preprint 

https://doi.org/10.1101/2022.06.28.497926
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure 5: Different trial type decoding dynamics in CA1 and PFC A. Schematic representation of
trial type decoding matrices. The activity in each time bin was used to train a CS+/CS- SVM classifier.
Test bins were evaluated on decoders based on past, current and future time bins, enabling an evaluation
of stability of neural representations over time. B. Possible modes of neural representations. Trial decoding
matrix can reveal whether the nature of the stimulus representation is time-varying (left), persistent (middle)
or undetectable (right). In case of a time-varying representation, population activity would encode stimulus
identity in a stereotypical trajectory, with non-generalizable decoders over the trial time. Alternatively, in
case of a persistent representations, population activity would reach a fixed stable attractor, with decoders
being generalized over the trial time. At last, the stimulus decoding matrix could detect no reliable stimulus
representation. C. Mean CS decoding matrices for learning (top) and overtrained (bottom) sessions of CA1 and
PFC. D. Average performance of the main diagonal in the matrices in C. Black dots represent bins in which
learning and overtrained performance are significantly different (p<0.05; Wilcoxon ranksum test). E. Rows
of the CS decoding matrices in C. Black arrows denote the time bin used to train the models (y-axis in C).
Notice the stability of PFC stimulus representation over the stimulus and trace period while CA1 representation
mildly strengthens during trace. Black traces denote different learning and overtrained performances (p<0.05;
Wilcoxon ranksum test).

Transient co-activation of neural assemblies underlies stimulus-coding neural rep-

resentations

To investigate whether HMM states encoded stimulus identity, we used the distribution of state activation202

during stimulus and trace periods in CS+ or CS- trials (Figure 6C). States that were significantly more active203

during CS+ or CS- were defined as ’CS+ coding states’ or ’CS- coding states’, respectively (Mazzucato et al.204

(2019)). Before our learning criteria, only a small number of coding states were detected both PFC and CA1205

(Figure 6E). Both areas showed a significant increase in the number of coding states after learning, with a larger206

fraction of coding states in PFC compared to CA1, despite the larger number of HMM states detected in CA1207
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Figure 6: Transient co-activation of neural assemblies captured by hidden Markov models. A. Neural
activity during a CS+ trial (top) and its respective hidden states probabilities (bottom) during an overtrained
example session in PFC. Color-coded curves represent posterior probabilities of each state. At each time point,
the most likely state (colored bar on top) was defined as the active state. HMM states were computed separately
for CA1 and PFC. B. Example plot of state activation in PFC over the beginning of different CS+ (top) and
CS- (bottom) trials for the session in A. Notice the visible sequential activation of states after stimulus onset.
C. (Top) Probability of state activation over CS+ (upper quadrant) and CS- (lower quadrant) trials for some
states of the session in B. (Bottom) Bar plots show the average state activation probability during stimulus and
trace period. Note that some states are significantly more active CS+ (CS+ coding states) or CS- (CS- coding
states). Errorbars denote SEM (*p<0.05; Wilcoxon signed rank test). D. State sequence index computed in
a 0.5 s sliding window for learning and overtrained sessions in both areas. Notice that sequence index peaked
after stimulus onset, showing that HMM states could also capture the temporal sequences dynamics. For this
analysis both CS+ and CS- trials were used. E. Average CS+ and CS- activation during trace and stimulus
period for every state in learning (left) and overtrained (middle) sessions, together with boxplots showing the
distribution of coding states per session (right). Color denotes CS+ (blue) and CS- (red) coding states. Note
the stronger increase in the number of coding states for PFC.
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overall and consistent with the larger stimulus-decoding accuracy found in PFC compared to CA1.208

We then focused on coding states in overtrained sessions, and looked at which moments those states were209

most active along the trial (Figure 7A). We found that CS+ coding states increased their activation during CS+210

trials, while keeping similar levels of activation in CS- trials in comparison to pre-stimulus period. Notably, the211

average CA1 activation of CS+ coding states in CS+ trials peaked in the middle of stimulus period, while in212

PFC those coding states had a sharp and steady increase in their activation levels. For CS- coding states the213

greatest change was also present during CS+ trials, in which the coding states were strongly inhibited, following214

a similar temporal dynamic in CA1 and PFC as in the CS+ coding states. Altogether, those results suggest215

that both CS+ and CS- coding states are originated by changes in state activation during CS+ trials. In order216

words, CS- coding states are indefinitely active, and inhibited during CS+ stimulus instead of being more active217

during CS-. This suggests that encoding stimulus identity by coding states in PFC is biased towards the relevant218

stimulus of the task (i.e., CS+). These results explain the single-trial origin of the poor decoding in CA1 and219

the strong and stable decoding in PFC discussed above. The fact that we can find coding states in CA1 and220

that they do not follow a stable temporal pattern of activation corroborate the hypothesis of stochastic coding221

states (i.e., not time-locked with the stimulus) dominating CA1 activity.222

We next hypothesized that coding states in both areas could have an increased co-activation pattern. We223

then computed the cross-correlation between pairs of CS coding states simultaneously recorded in CA1 and PFC224

during stimulus and trace period (Figure 7B). We found that CS+ coding states in CA1 and PFC tended to225

co-activate, with PFC states preceding CA1 ones. Interestingly, when looking at the co-activation of CS- coding226

states in the same period we could see no area leading the state activation (Supp. Figure S8B). Despite those227

results suggesting some interplay between CS+ coding states in both areas, we found that the peak correlation228

between coding states was not higher than between non-coding states (Supp. Figure S8C). Moreover, the mutual229

information between state activation in CA1 and PFC actually decreased during the late stimulus and trace230

periods of CS+ trials (Supp. Figure S5G). Together, those results suggest that CS+ coding states in PFC231

might have a leading role into representing the trial type, but there is no task-related increase in CA1-PFC232

communication.233

Onset of stimulus-coding neural states predicts behavioral performance

We next investigated whether one could reliably predict the animal’s behavior in single trials from the specific234

onset of PFC stimulus-coding states. We hypothesized that the activation of a CS+ neural representation could235

lead to the behavioral expression of the conditioned response. Specifically, we examined whether the onset of a236

CS+ coding state in a correct CS+ trial preceded the onset of the first lick and likewise, whether the offset of237

CS- coding states preceded lick onset (Figure 7E). In order to do that, we computed the (z-scored) coding-state238

probability centered at the time of the first lick of the trial. Significance was accessed by comparing state239

probability to the average baseline probability (computed in a 0.5 s window from -1 s before the lick onset). To240

rule out effects of stimulus onset, only first licks happening 1 s after stimulus were considered. We found that241
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Figure 7: Emergence of CS coding states after learning. A. Average of CS+ and CS- coding states
activation in both areas. The activation of coding states are shown during CS+ and CS- trials. Note that
in both areas CS- coding states show increased activation during pre-stimulus period, being inactive during
stimulus in CS+ trials. On the other hand CS+ states have low activation during pre-stimulus period, peaking
after the stimulus presentation. B. Cross-correlation between CA1 and PFC (CS+) coding states activation
in sessions with simultaneous recordings. Most of CA1 coding states peaked their activity after PFC coding
states activation. C. Coding state’s activation during overtrained sessions, centered on the first lick of (CS+)
trials. State activation is shown for both CS+ and CS- coding states of CA1 (left) and PFC (right). Notice
that activation of CS+ coding states precedes the first lick of the trial in PFC. Similarly, CS- coding states
are inhibited before the lick onset. This can not be explained by proximity with stimulus onset (see methods).
Dots represent probability of state activation significantly different than the average probability in the shaded
rectangle (p<0.05; Wilcoxon sign-rank test. Shaded areas denote SEM.
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specifically in PFC an increase in probability of CS+ coding states consistently preceded lick onset in CS+ trials.242

Analogously, CS- coding state probability consistently decreased before lick onset. In CA1, CS+ coding states243

sharply peaked their probability after the lick onset, which is in accordance to the posterior activation of CA1244

CS+ coding states shown in Figure 7D. Crucially, PFC coding states showed similar dynamics in (erroneous)245

CS- trials (Supp. Figure S8A), with CS+ coding states with a tendency to peak before lick onset, and CS- coding246

states significantly inactivating before the first lick. Notably, this effect could not be explained by delays in lick247

onset detection, since the minimum inter-lick interval happened on a shorter scale (Supp. Figure S7E). We thus248

concluded that the transient activation of stimulus-specific neural assemblies in PFC predicts the behavioral249

expression of the conditioned response in single trials.250

Figure 8: Schematic representation of temporal and stimulus coding in CA1 and PFC A. Joint
temporal dynamics of time and stimulus decoding in overtrained sessions. In CA1 overtrained sessions the
stimulus representation of CS+ and CS- lie most of the time in the same plane, starting to increase during
trace, and peaking at reward consumption, where CS+ and CS- are differentiable. In contrast, PFC stimulus
representation of CS+ differentiates from baseline and CS- representation right after stimulus onset. This effect
was also accompanied by a peak on temporal representation, present after CS+ and CS- onset on both areas. The
temporal representation also peaked after US onset. B. Learning dynamics of temporal sequences and hidden
states in both CA1 and PFC. Activation of hidden states captured by HMMs are shown in the small colored
boxes. Unexpected stimulus triggers the onset of a generic temporal sequence that can be captured by the
states (orange boxes). After learning, the triggered sequence of an expected event (US) changes, disentangling
from the unexpected sequence (purple box). Note that, even after learning, error trials (when the US is again
unexpected) can recover the activation of unexpected temporal sequences (horizontal colorbar). C. Coding state
dynamics in CA1 (top) and PFC (bottom). CS+ coding states (blue) in both areas are mostly active during
CS+ stimulus presentation, while CS- coding states (red) are indiscriminately active, but inhibited during CS+.
In CA1, coding states compete with other states in a way that probability of the most likely state is generally
low. On the other hand, there was almost no competition among PFC states. Moreover, decoding performance
was strong and generalizable in PFC, suggesting persistent activation of CS+ coding states. In contrast, the
milder, time-specific decoding performance in CA1 can be explained by a transient and stochastic activation of
coding states, that competed with other states.
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Discussion

In this work we elucidated how the dynamics of stimulus and temporal coding in CA1 and PFC are shaped by251

learning during an auditory trace conditioning task. Those results are summarized in Figure 8. We found that252

both areas encode time via temporal sequences, evoked by stimulus and reward delivery. Interestingly, we found253

evidence that stimulus and reward sequences may represent surprise signals, whose representations are similar254

in naive animals, and progressively acquire specificity during the course of learning. We found that learning255

induces the emergence of a persistent and stable stimulus representation after learning in mPFC, bridging the256

gap from stimulus and to reward across the trace period. Looking for stimulus representation on neural states257

in single-trials confirmed most of our previous results and further showed that transient activation of stimulus-258

coding states in mPFC reliably predicted the onset of the first lick response, providing a link between neural259

coding and behavior.260

Time encoding and surprise signals.261

Since time is an important component of declarative memory, and given the role of the hippocampus in this262

type of memory, it’s not surprising to find some form of temporal coding in this area. In fact, hippocampal263

neurons can have timely coordinated spikes in the form of phase precessing place cells and time cells (Eichenbaum264

(2014), O’Keefe and Recce (1993)). The increase in temporal decoding we found in CA1 upon learning indicates265

that the learning process sculpts the transient response to the CS in a behavior-dependent way, making it more266

temporally unique, and longer-lasting (Figure 2). It has been shown that the hippocampus (Solomon et al.267

(1986), Bangasser et al. (2006)), and specifically CA1 (Kesner et al. (2005)), is needed to create the CS-US268

associations in trace conditioning tasks. In accordance with this, previous works suggest that time cells may269

bridge stimulus representation during the trace period (Pastalkova et al. (2008b), MacDonald et al. (2011, 2013),270

Kitamura et al. (2015), Sellami et al. (2017)). Although we found temporal representations of the stimulus,271

differently from those other works, they faded after the first 0.5 s of stimulus presentation (Figure 8A). This272

is similar to other CA1 studies showing no time encoding in calcium traces bridging CS and US during trace273

fear conditioning (Ahmed et al. (2020)). In our case, our shorter time-scale analyses allowed us to extend those274

findings and find the fast onset and offset of temporal sequences. This might indicate a lower hippocampal load275

in this particular task and an CA1-independent maintenance of stimulus representation during the trace period,276

as manifested in mPFC.277

Interestingly, the increase in time encoding with learning was seen specifically after CS+ presentation -278

the relevant stimulus of the task - and not after CS- or US (which also presented high values of temporal279

decoding, but no changes after learning) (Figure 2C; see also Figure S2). It has been previously shown that280

CA1 is important to activate cortical memory representations during memory retrieval (Tanaka et al. (2014)).281

It might be that the emergence of a stronger temporal sequences is the mechanism used to process the sensory282

information arriving in CA1 from the entorhinal cortex and propagate them to the PFC, where the stimulus-283

context associations are held (Euston et al. (2012)).284

Moreover, before learning CS temporal sequences seemed to be echoed during the US presentation indicating285
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that initially the same temporal pattern was elicited after all the three events (CS+, CS- and US) (Figure 3).286

After learning, CS and US similarity drastically decreased in both areas, except during putative incorrect trials287

where their pre-learning similarity was partially recovered (Figure 3). This suggests that, in error trials where288

the CS+ stimulus identity was likely not encoded and thus the animal did not expect a reward, US-evoked289

sequences may encode a surprise signal, more similar to the CS-evoked sequence, as it occurred before learning.290

Additionally, this effect seems to be supported by changes in US temporal sequence, while CS+ and CS- shared291

representation increases with learning (Figure 4).292

Together those results suggest a common temporal component triggered by surprise. For example, it might293

be that initially unexpected events (CS or US) evoked a partially overlapping temporal sequence, whose shared294

element represents a ’surprise’ signal. After learning, the surprise element wanes from the US since it then295

becomes expected (putative correct trials), leading to the emergence of stimulus-specific responses and enabling296

a decorrelation between CS+ and CS- (Figure 8B) and between those and the US. It is worth to note that,297

despite the difference between correct and incorrect trials in US echo in CS+, there was no such difference for298

the US echo in CS- (Figure S3). This suggests that US temporal sequence are differently captured by CS+ and299

CS- decoders, and there might be an additional component beyond ’surprise’ playing a role in the similarity300

between CS+ and US.301

Stimulus coding via mPFC persistent activity.302

Even tough temporal sequences encoding the outcome signal of the task (i.e., the presence or not of the303

US) are present in both CA1 and PFC at the end of the trial, those two areas show different stimulus encoding304

profiles. While in overtrained animals CA1 decoders only had a mild increase in performance during trace305

period, mPFC showed a strong and stable stimulus decoding since CS presentation (Figure 5 and 8A). Thus,306

beyond the outcome of the task, mPFC neurons also contained information about the stimulus, even in its307

absence, which is in accordance to previous works (Asaad et al. (2017)) and further support the idea that308

mPFC holds the stimulus-action maps.309

mPFC stimulus representation could be generalized from stimulus to trace period, suggesting the neuronal310

dynamic encoding the stimulus in this area reach a stable attractor state. On the other hand, CA1 decoders311

could not be well-generalized for different time periods. Could the poor decoding performance in CA1 be312

explained by fast stimulus-specific patterns reactivated stochastically at random times (i.e., not time-locked313

with the stimulus)? A single-trial pattern analysis based on hidden Markov models managed to reveal stimulus-314

coding states in both CA1 and PFC, giving support to the hypothesis of stochastic reactivations in CA1 (7).315

Moreover, it might be that in mPFC assemblies compete with each other in a winner-takes-all dynamic, with the316

strongest assembly dominating the state of the network, while in CA1 there are different independent patterns317

happening concomitantly, making it hard to identify independent states (Figure 8C). This idea is supported by318

the lower and higher HMM posterior probabilities found in CA1 and PFC, respectively, (Figure S7D and F),319

and corroborates previous works showing neuronal representations encoding different context in mPFC are well320

separated while highly overlapping in CA1 (Hyman et al. (2012), Leutgeb et al. (2004)), and previous findings321

showing very sparse stimulus selectivity in CA1 (Ahmed et al. (2020)).322
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CA1 and PFC showed the presence of both CS+ and CS- coding states after learning (Figure 7B). Interest-323

ingly, we found that CS- coding states were unspecific to the stimulus period, being active during pre-stimulus324

period as well (Figure 7C). On the other hand, the occurrence of CS+ coding states was restricted to the CS+325

stimulus epoch. In either case (for both CS+ and CS- coding states) coding properties arise due to a higher326

state modulation (activation or inhibition) in CS+ trials, the relevant stimulus for US prediction. Moreover,327

for PFC the activation of a CS+ coding state reliably preceded the upcoming first lick of the trial, thus ruling328

out that it is driven by backdrop of movements reflected in lick modulated neurons as previously reported in329

mPFC (Figure 7 C; see also the inter-lick interval in Figure S7E). Crucially, we found that the onset/offset of330

PFC coding states in single trials reliably predicted upcoming erroneous licks in CS- error trials (Supp. Figure331

S8). This suggests the presence of a causal relationship between transient activation of stimulus representations332

in mPFC and an animal decision to lick.333

CA1-PFC coordination.334

We did not find evidence for general coordination between PFC and CA1 states. The peak cross-correlation335

values of CS+ coding states were not significantly different than for CS- coding states and even non-coding states336

(Supp. Figure S8C), reinforcing the idea that there is no task-dependent increase in CA1-PFC coordination.337

In addition to that, there was no increase in the mutual information between CA1 and PFC states over the338

task (Supp. Figure S5G). It seems that the presence of coordinated activity between those two areas may vary339

according to the type and period of the task (e.g., sleep, sharp-wave ripples, sensory encoding), which would340

explain previous work showing both dependent Jadhav et al. (2016), Peyrache et al. (2009), Shin et al. (2019)341

and independent (Kaefer et al. (2020), Klee et al. (2021)) co-activation of neuronal patterns in those areas. In342

our case, any relevant interplay between those two areas during the late stimulus or trace period could not be343

captured by HMM states. However, this is also consistent with a scenario where CA1 encodes representations344

of multiple task-variables in parallel or in a temporally continuous rather than discrete way. An HMM analysis345

would likely fail in these scenarios, and alternative methods such as factor analysis (Yu et al. (2008)) or matrix346

factorization (Mackevicius et al. (2019)) might help overcome these issues.347

Despite the lack of coordination between states in the two areas, the cross-correlation between coding states348

in both ares showed that PFC leads CA1 in the activation of CS+ coding states, showing the importance of349

our single trial analysis with the HMMs. In fact, this late activation of CA1 (CS+) coding states could also be350

seen when investigating states activity around the first lick of the trial. For CA1, CS+ coding states activation351

peaked later, after the first lick of the trial. This raises the possibility that, while CS+ coding states in PFC352

are involved with the actual decision to lick, in CA1 they reflect the sensory signal arising from the entorhinal353

cortex after the licking behaviour.354

In summary, our findings unveiled rich and complex dynamics in CA1 and mPFC during an auditory trace355

conditioning, opening new interesting questions. Our results suggests that in our trace conditioning task CA1-356

mPFC interplay might happen mostly following the CS presentation, when time encoding is higher in both357

areas (Figure 8A,B). After learning, strong, sustained and stimulus-specific representations emerged in mPFC,358

bridging across the trace period, with neural states predicting the animal behavior in single trials (Figure 8C).359
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Because those temporal representations also encoded the outcome of the task, the emergence of stronger and360

more specific temporal sequences in CA1 might support stimulus encoding and help to organize the following361

stable memory representation in PFC.362

Materials and Methods

Animals

In this study we used a total of 17 male C57Bl/6 mice. From this total, seven animals were used for (acute)363

silicon probe recordings in the dorsal hippocampus, six for silicon probe recordings in the medial prefrontal364

cortex, and four additional animals were used for simultaneous silicon probe recordings. Animals were kept365

in a reversed light/dark cycle, and had access to food ad libitum until two days after the surgery, when food366

restriction was introduced (90% of initial body weight). A detailed description of experimental procedures can367

be found in Klee et al. (2021). This study was approved by the Dutch Central Commissie Dierproeven (CCD)368

and conducted in accordance with the Experiments on Animals Act (Dutch law) and the European Directive369

2010/63/EU on animal research.370

Surgical Procedures, behavioral training and data collection

Animals were kept under isoflurane (1-2%) anesthesia and placed in the stereotaxic frame. Carprofen (5 mg/kg)371

and lidocaine were subcutaneously injected in the area of the scalp before skull exposure. A custom-made circular372

head-fixation plate was placed on the skull and fixated with dental cement (Super-Bond C&B). A skull screw373

was placed over the cerebellum to serve as ground and reference for the later electrophysiological recordings.374

For animals used in CA1 recordings, a craniotomy was performed at the left hippocampus (-2.3 mm posterior375

and +1.5 lateral to Bregma). For animals used in PFC recordings the craniotomy was done over the left frontal376

cortex (+1.78 mm anterior and +0.4 lateral to bregma). A silicon elastomer (Body Double Fast, Smooth-on)377

was then used to covered the exposed skull until the first recording. After at least 2 days of recovery from378

surgery, animals began habituation to the head-fixed setup which consisted of two rods that could be screwed379

to either side of the implanted head-plate. In the head-fixed setup animals could move through a virtual linear380

track using a air-supported spherical treadmill. Feedback from treadmill movement was projected in a spherical381

screen surround the animal head. A plastic reward port delivering soy-milk was placed 0.5 cm aways from the382

posterior lip of the animal. Animals underwent at least 6 habituation sessions (3 sessions of 10 min per day)383

in which they received about 0.2 ml of soy milk before the beginning of trace electrophysiological recordings.384

The appetitive auditory trace conditioning task required the animals to associate a specific sound stimulus (the385

positive conditioned stimulus; CS+) to a later reward (unconditioned stimulus; US), in contrast to a second386

stimulus not associated with the reward (CS-). In our task, CS+ and CS- stimuli lasted for 2 s, and in the case387

of CS+ trials, the stimulus was followed by a silence period of 1 s (trace period) and then US delivery. Trials388

were then structured as 1 s of pre-stimulus, 2 s of stimulus, 1 s of trace, and 1 s of reward period. Learning389
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of the task was accessed via anticipatory licking, detected using a infrared sensor beam in front of the reward390

spout. Sessions in which the amount of anticipatory licks during the trace period in CS+ trials was significantly391

different than in CS- trials (t-test) were classified as overtrained, while the others were classified as learning392

sessions. CS+ and CS- trials were presented in a pseudo-random order, and counterbalanced during the session.393

Neural data recording and analysis

At the beginning of each recording session the mice were head-fixed and had the elastomer removed for skull394

exposure. One or two 128-channel silicon probes were then acutely inserted above the previously prepared395

craniotomies using a micromanipulator. For mPFC recordings, electrodes were slowly lowered up until -2.0396

mm ventral to Bregma. In CA1 recordings the electrophysiological signal was monitored for high power over397

the ripple frequency band (150-300 Hz), and spiking activity (600-2000 Hz). Electrodes were placed so that398

the highest ripple power and spiking activity were localized in the middle of the probe. Spike sorting was399

automatically done using Kilosort and visually inspected using ‘phy’ gui (https://github.com/cortex-lab/phy).400

Following analysis, unless specified otherwise, were done using custom-made Matlab scripts.401

Decoding of trial time402

Temporal coding at the single session level was assessed through the ability of decoding the time of the403

trial using a Bayesian classifier. For each session, we first binned trials into 100 ms bins with no overlap. The404

number of trials for each stimulus was balanced between conditions. A naive-Bayesian classifier was trained405

with a leave-one-out cross validation scheme in for each iteration a pair of CS+/CS- trial was used to test. The406

classifier modeled neuronal firing as an inhomogeneous Poisson process whose rate was a function of trial time407

and neurons were assumed to be independent given trial time.408

Using test samples of a given time bin, we estimated its probability of being decoded as each of the other409

time bins of the trial. We then stacked the probability distributions of all the time bins into a confusion matrix410

(’time-decoding’ matrix), pseudo-colored with the probability of predicting a tested time bin in the x-axis, as411

one of the different time bins in the y-axis. Decoding probability values of each pair of time bins were z-scored412

using the mean and the standard deviation from a surrogate distribution (100 surrogates). Surrogates were413

computed by shuffling the time bin identity of each trial in the training set before computing the Bayesian414

decoder in each fold.415

Temporal sequences could be seen in the time-decoding matrix as high decoding values concentrated near416

the main diagonal. We selected two windows to investigate the emergence of temporal sequences, one at the417

stimulus onset (0-0.5 s; 100-ms-bins) and another after reward onset (3.1-3.6 s; 100-ms-bins). Temporal sequence418

strength was then defined as the mean probability over the main diagonal of time-decoding matrices at those419

windows. Reward window was delayed 100 ms from reward presentation based on the echo of the stimulus420

temporal sequence, which started at this moment. This was probably due to the fact that the animal needs to421

lick the reward to perceive it, which can introduce a sampling delay.422

To assess significance of the temporal sequences, their strength was tested against the strength of a null423
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temporal sequence of equal size, extracted from pre-stimulus period (Wilcoxon sign-rank test). Comparison424

between temporal sequence strength across different areas and learning condition was done using aligned-rank425

transform in order to normalize non-parametric data. The equivalent of a two-way Anova was then performed426

(see ARTool toolbox, Wobbrock et al. (2011)).427

US echo in CS+ (or CS-) temporal sequences was evaluated by analyzing the probabilities of decoding time428

bins of reward period (after US presentation) as time bins up to the end of trace period. This was done to429

avoid influences on the strength of the US temporal sequence itself on the echo estimation. Echo strength was430

computed in a similar way as the temporal sequence strength.431

Decoding of stimulus identity432

We performed a cross-validated classification analysis to investigate the stability of stimulus representations.433

Neuronal activity was divided into bins of 200 ms with no overlap and used to train an ensemble of support-434

vector machines (SVM) binary classifiers. Each binary classifier was trained to classify CS+ and CS- trials435

using the activity of a given time bin. We then used test bins from previous, subsequent, or current times to see436

how good the prediction could be generalized. The number of CS+ and CS- samples was always balanced and437

paired prior to training. Because the size of sample pool was different when training and testing in the same438

time bin compared to training and testing with different time bins, we used different cross-validation schemes439

for those two situations. In the first case (training and testing in the same time bin), we used a leave-one-out440

cross-validation, applied to pairs of CS+ and CS- trials. In the second case (training and testing bins different),441

we used the entire pool of trials to train, testing in all trials from the other time bin.442

For each of those two cases we also trained surrogate classifiers (100 surrogates) in which the identity of the443

training trials was randomized. We then used the surrogate distribution of performance to normalize (z-score)444

the performance values of each classifier. Similar to the time decoding matrices, classifiers with different training445

and testing bins were stacked together forming a trial-type confusion matrix with training time bin in the y-axis446

and testing (time) bin in the x-axis. Notice that in those matrices we omit the main diagonal, that has different447

sample statistics and cross-validation scheme. The main diagonal is shown separately.448

Computing hidden Markov models449

To investigate whether stimulus identity was encoded by fast co-activation of neuronal assemblies, we first450

binned spikes in 20-ms bins with no overlap. HMMs were computed using Linderman et al. (2020) and assum-451

ing that neuron’s firing rate followed a Poisson distribution. Because during training of HMMs each trial is452

initialized in the same state, we included an additional second before the stimulus in those analyses to account453

for stabilization of states (i.e., training was done using 2 s before CS up to 1 s after US). For each session, CS+454

and CS- trials were balanced and split in a 5-fold cross validation scheme. The Bayesian information criterion455

(BIC; Recanatesi et al. (2022)) was used to select the best number of hidden states of each model (ranging from456

2 to 20). Using Akaike information criterion instead held more states, but qualitatively similar results (data457

not shown).458

After selecting the number of hidden states, we used the best model to predict the posterior probability of459

each state across trials. We then defined a state as ’active’ whenever that was the most-likely state, allowing us460
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to have a mean state activation during stimulus and trace period (Mazzucato et al. (2019, 2015)). We looked461

for hidden states with significantly different activation in CS+ and CS- trials during the stimulus and trace462

periods (p<0.05, Wilcoxon ranksum test). For this analysis data was preprocessed defining valid trials for each463

state as trials with at least one activation. This was done to avoid permanent state transitions due to changes464

in recording stability occurring across the session. To account for that, for each state only trials with at least465

one activation were taken into consideration. CS+ and CS- coding states were then defined as states that466

were significantly more active during CS+ and CS- (p<0.05; Wilcoxon signed-rank tests), respectively. This467

same analysis was repeated using more conservative criteria for state activation (Supp. Figure S7). We used a468

threshold of 0.6 for CA1 and 0.8 for PFC, accordingly to the probability distribution of states in the two areas469

(Supp. Figure S5D,F). There was no qualitative difference between the results using the most-likely state and470

the conservative thresholds.471

We also computed the state activation triggered by the first lick of the trial focusing on CS+ and CS-472

coding states. To avoid effects driven by the stimulus, we restricted this analysis to trials in which the first lick473

happened at least 1 s after the stimulus onset. Also, we computed the inter-lick interval distribution of the licks474

pooled across all animals to have an upper bound estimation of the delay between the onset and detection of475

the licks (Figure S7 E).476

We used the simultaneous recordings to compute the correlation and mutual information between PFC and477

CA1 hidden states. To compute the mutual information across the trials we first computed the most likely478

state of each 20-ms bin (i.e., the state with higher probability). Then, the adjusted mutual information was479

computed in bins of 100 ms (5 20-ms bins), separately for CS+ and CS- trials.480

State sequence index481

In order to evaluate whether HMM states could also capture the temporal sequences unveiled by the time-482

decoding matrices, we computed a (state) sequence index. First, for each trial we computed the activation483

rank of the states present in a given window (Supp. Figure S6A). State rank was defined as the order of the484

mean activation time within the window. The ranks of each trial were then accumulated in a state-rank matrix,485

from which the mutual information (MI) was extracted (Supp. Figure S6B-C). A surrogate MI distribution486

was computed by randomizing the ranks on each trial independently. The sequence index was then defined by487

the MI between state activation and rank minus the average surrogate MI (i.e., an unbiased MI). The sequence488

index was then computed using a 5 s sliding window. Notice that differently from other methods to investigate489

sequence activation, the sequence index defined here does not require a template sequence, being suited for490

unsupervised sequence discovery over aligned events.491
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Supplementary Figures and Methods

Measuring dimensionality of temporal representations500

To calculate how the dimensionality of the stimulus representation varied over the trial. For that, we used501

principal component analysis to computed a relative dimensionality of the populational activity for each time502

bin. This measure was defined as ratio between the amount of principal components that accounted for 90% of503

the variance in a given time bin and the respective amount computed during the pre-stimulus period. We found504

that both during CS+ and CS- trials, CA1 neural activity showed a decrease in dimensionality after the stimulus505

onset (i.e., when temporal sequences appeared) and this effect was present both before and after learning. On506

the other hand, PFC showed a similar decrease, but restricted to overtrained sessions (Figure S2B).507
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Figure S1: Temporal structure in pooled activity. A. Correlation between mean activity of all CA1
neurons on even and odd trials before and after learning (see Figure 1D). B. Significant correlation values
(p<0.05 compared from a surrogate distribution) for A. C and D same as A and B, but for PFC.
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Figure S2: Emergence of temporal sequences in CS-. A. Mean time decoding matrices for learning and
overtrained sessions together with the average probability on the main diagonal (rightmost panel). Decoders
were trained and tested using CS- activity from CA1 (top) and PFC (bottom). Black dots denote times in which
learning and overtrained decoding are different (Wilcoxon ranksum, p<0.05). B. Relative dimensionality of the
population activity over time for CS+ (left) and CS- (right) trials. Relative dimensionality was measured as
the fraction of principal components necessary to explain 90% of the data variance over each time bin. Note the
lower dimensionality after stimulus presentation (in the same period of CS+ and CS- temporal representations)
in CA1 before and after learning. PFC sessions showed a similar decrease only in overtrained sessions.

26

.CC-BY-NC-ND 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted September 20, 2022. ; https://doi.org/10.1101/2022.06.28.497926doi: bioRxiv preprint 

https://doi.org/10.1101/2022.06.28.497926
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure S3: Similarity between CS- and US temporal representations is not modulated by learning

or error signal of trial outcome. A. Similar to Figure 3, but using CS- trials for training. Time decoding
matrices trained using CS- activity before the US, and used to decode US time (left and middle). Average
(normalized) probabilities for the US period are shown for learning and overtrained sessions (right). B. Mean
decoding in the temporal echo window for CA1 and PFC. C-D. Time-decoding matrices as in A, but showing
the temporal echo in correct and incorrect trials from learning (C) and overtrained (D) sessions. E. Average
performance on the temporal echo window (main diagonal) for CA1 (top) and PFC (bottom). Aligned rank
transform followed by a two-way ANOVA using trial outcome (i.e., correct vs. incorrect) and learning condition
as factors for each area independently revealed no significant interaction or main effect in either area. Shaded
areas and errorbars denote SEM. Black dots denote p<0.05.
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Figure S4: US echo in CS- before and after learning. A. Time decoding matrices trained using CS+
activity before the US, and used to decode US time in CS- trials during learning (left) and overtrained (right)
sessions for CA1 and PFC. B. Average decoding probability for testing bins in different periods of the trial (right
and middle), together with the mean probability in the CS and US temporal windows (shaded rectangles). Notice
the decrease of similarity between CS- stimulus transient and US after learning for both areas (dark brown bars).
Shaded areas and errorbars denote SEM. *: p<0.05; **: p<0.01; ***: p<0.001; Wilcoxon ranksum test.
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Figure S5: HMM states characterization. A. HMM model selection was done using the mean Bayesian
information criterion (BIC) over the different cross-validation folds. The model with lowest BIC was used.
B. Number of states in CA1 and PFC before and after learning. C. Cumulative distribution of most likely
state duration during CS presentation and trace period. D. Most likely state probability distribution during
CS, trace and both periods together. Note the higher values in PFC states. E. Distribution of the time
between consecutive licks. Compare with PFC coding state activation before the first lick. F. Most likely state
probability over the trial for CA1 (top) and PFC (bottom) overtrained sessions during CS+ and CS- trials. G.

Entropy (left, middle) and mutual information (right) of most likely state for CA1 and PFC during CS+ and
CS- trials.
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Figure S6: Quantifying state sequences. A. Example of state probability along a trial. The most likely
state of a window of interest was extracted for each trial, and the rank of states was computed using the order
of mean activation time of each state. B. State-rank matrix computed using the trials shown in A (left) and an
example of a shuffled matrix (right). State-rank matrices indicate how many times a state appear in each rank.
Shuffled matrices were computed by randomizing ranks on each trial independently, in order to keep the same
number of activation for each state and maximal rank per trial. C. The mutual information extracted from the
state-rank matrices was an indirect metric of how much information state activation unveils on state rank.
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Figure S7: Emergence of CS coding states using conservative thresholds. A. Probability of state
activation of an example PFC trial. Dashed line show the threshold for CA1 (0.6) and PFC (0.8) used to consider
state activation. B. Example plot showing activation of states in A over different CS+ trials. C. Average CS+
and CS- activation during trace and stimulus period for every state in learning (left) and overtrained (middle)
sessions, together with boxplots showing the distribution of coding states per session (right). Coding states
appear after learning even when using conservative thresholds. Color denotes CS+ (blue) and CS- (red) coding
states. D. Average of CS+ and CS- coding states activation over time in both areas. Threshold-defined coding
states show a similar profile to the ones defined by the most-likely states.
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Figure S8: CS coding states in wrong CS- trials and CA1-PFC state correlation. A. Coding state’s
activation during overtrained sessions and centered on the first lick of the trials. Similar to Figure 7E, but
for CS- (wrong) trials. State activation is shown for both CS+ and CS- coding states of CA1 (left) and PFC
(right). Notice that PFC coding states seem to predict lick onset even in CS- trials, although this was significant
only for the inhibition of CS- coding state. B. Cross-correlation between CA1 and PFC CS- and non- coding
states activation. Differently from CS+ coding states, CS- and non- coding states in PFC don’t seem to precede
CA1 states. C. Distribution of the peak correlation values of traces in B. There was no significant difference in
correlation between CS+, CS- and non- coding states (Wilcoxon ranksum test).
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