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Abstract

Event-related data analysis plays a central roleEBG and MEG (MEEG) and other
neuroimaging modalities such as fMRI. Choices abebich events to report and how to
annotate their full natures significantly influenttee value, reliability, and reproducibility of
neuroimaging datasets for further analysis and 1matanega-analysis. A powerful annotation
strategy using the new third-generation formulatbthe Hierarchical Event Descriptors (HED)
framework and toolshedtags.org) combines robust event description with detailsxgeriment
design and metadata in a human-readable as wellagbine-actionable form, making event
annotation relevant to the full range of neuroimggand other time series data. This paper
considers the event design and annotation procsg as a case study the well-known multi-
subject, multimodal dataset of Wakeman and Hensadenavailable by its authors as a Brain
Imaging Data Structure (BIDS) datasdiidé.neuroimaging.io). We propose a set of best
practices and guidelines for event annotation natiegl in a natural way into the BIDS metadata
file architecture, examine the impact of event giesiecisions, and provide a working example
of organizing events in MEEG and other neuroimagiatp. We demonstrate how annotations
using HED can document events occurring during simaging experiments as well as their
interrelationships, providing machine-actionablen@ation enabling automated within- and
across-experiment analysis and comparisons. Weististhe evolution of HED software tools
and have made an accompanying HED-annotated Blb&atted edition of the MEEG data of
the Wakeman and Henson dataseeiineuro.org, dsO03645).

Keywords: Events, event annotation; Hierarchical Event Desors; HED; Brain Imaging
Data Structure; BIDS; EEG; MEG; HED; HED-3G; tinexiss
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1. Introduction

EEG (electroencephalography) and MEG (magnetoéadegraphy) neuroimaging,
collectively known as MEEG, are non-invasive bramaging technologies for capturing
neuroelectromagnetic brain dynamic records at seitlond-scale sampling rates. As MEEG
records brain signals occurring on the time schledividual thoughts and actions, event-related
data analysis plays a central role in MEEG and rothipes of neuroimaging experiments.
Because of the essential role that event markers thrir annotations play in linking
experimental data to the unfolding of the experith@rcomplete event reporting using event
annotations that are inaccurate, overly simplgbsent represent significant barriers to analysis
of shared neuroimaging data. But thoughtful chom®$o howevents are measured, identified,
and annotated can greatly improve the utility & tollected data for both immediate and long-
term analyses.

Good annotation tools and standards can also pocate useful information about
experimental design, participant tasks, data feat(fior example eyeblinks, movement artifact,
ictal activity), and other metadaiato the collected and later shared data, thereby rgatkia
data ready for efficient within- and across-studglgses using a variety of approaches. Though
here we focus on MEEG applications, event annctasiandards and practices essential for
MEEG data analysis can be applied equally wellth@iotypes of neuroimaging time series data
including fMRI. For example, growing appreciatiohthe importance of embodied cognition on
mental life (Shapiro, 2019), new lightweight, lowst methods of recording details of brain
activities and motor behavior of experiment pap@eits (Casson, 2019) (Jas et al., 2021) (Vitali
& Perkins, 2020), and emergence of the practiceasrding both brain activity and behavior (as
well as psychophysiology) at higher resolution ior@ader range of tasks and task environments
(often termed Mobile Brain/Body Imaging or MoBI) @¥eig et al., 2009), make development of
a suitable and more comprehensive data annotatiamefvork ever more urgent.

Events. In everyday life, we use the termvént” to describe some experience (or sequence of
interrelated experiences) unfolding through timatthas some significance distinguishing it
from other preceding, concurrent, and succeediegtsy Events in this sense may be brief (e.g.,
the experience of hearing an unexpected click) ay omfold over any time period (e.g., the
experience of viewing a movie, or of repeatedlyfqening a cognitive task during a
neuroimaging experiment).

Moreover, experiences we may refer to as evenis manested in time. For example we
may recall, as a meaningful event, our emotiorgdease to viewing the surprising first clip of a
particular scene in a movie presented to us dwinguroimaging recording session. However,
we may equally well recall, and think of as an eéyvenr experience of viewing that clip, or our
experience of viewing the whole scene, or the whaebtvie— or, of participating in the entire
recording session. In recounting another expergtreeent,” we typically recall and describe its
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critical transition points (e.g., “game kickoff"tHe final movie credits beginning to scroll”, “my
feeling the moment after the electrode cap canig. gthese we might liken to phase transition
moments in a time-limited dynamic process.

Event markers. In neuroimaging time-series recordings, metadatgem®ment events are
typically recorded using event markers marking teth mark the time of some phase transition
or other point of interest in the unfolding evemtavent process (most often, time of onset).
Unfortunately, in practice these event markersadien themselves labelled and referred to as
“events”, risking conceptual confusion.

Each event marker designates a single time piypigally expressed as a time offset from
the start of the time series recording. To be Uséfie event marker must be associated with
metadata that includes information about the tyfpevent phase transition it marks, a reference
to the ongoing event process it marks, as well desaription of the nature of that event. The
description of the event is most conveniently aisged with the event marker marking its onset.
Event markers of later phase transitions in theneye.g., its offset) need not repeat this
description if they include an unequivocal refeeeno the event. As well as marking event
onsets and offsets, event markers may mark othe@mimgful event phase transitions — for
example the moments at which the trajectories &6 harown by a participant in a juggling
experiment reach their apex or a presented sowuthes maximum volume. Analyses aimed to
better understand how brain activity supports ettijuggling or speech comprehension may well
strongly benefit from identifying and then markitnggse moments in the experiment data record.

Fig. 1 illustrates these concepts schematicallyiriyy a task condition in which spatial target
‘+’ images are briefly presented at different sarpesitions; the participant is instructed to reach
to touch the center of the current or most recetilplayed target. HED annotations associated
with the event markers provide essential linkagsveen the event processes and the measured
data. Below, we also show how HED annotation can abpture the relation of events to the
experiment design.
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Figure 1. Schematic depiction advent processes during an MEEG experiment and their associatett markers
displayed as dots on the timeline to index thenkeites (time points) at which event process timendauies or phase
transitions occur in an experiment data recordBgjow the (top, black) experiment timeline: (orarme) Onset
andOffset markers for reach task condition; (green b@&met andOffset markers of the visual presentation periods
for image 1 and image 2 presentations; (purple bar® course of a participant reach to touch movemin
addition to havingOnset and Offset event markers, the reaching movement includest@nniediate marker of a
recognized arm/hand trajectory course correction.

Event context. An event occurring within longer-duration evenesg(, the experience of a
stimulus presentation withinsapervening task block in a neuroimaging session), and/omduri
temporallyoverlapping events, may be said to occur within duomtext of those events. Since
event marker latencies use a common timeline, soffiwwools may automatically add context
information about other ongoing events (wholly aament or temporally overlapping) to the
event marker metadata at their time of use in datgach and analysis. In future, tools dealing
with event context might be extended to facilitate desired analysdating recorded brain
dynamics to document the experienpeeteding and/or anticipateducceeding events.

Overview. This paper introduces a practical event desigriegfyaand illustrates a set of best
practices for event reporting and annotation basedcombining the new third-generation
formulation of the Hierarchical Event DescriptorHBl) annotation framework (Robbins et al.,
2020) with the MEEG data storage architecture of the lBilanaging Data Structure (BIDS)
group (Gorgolewski et al., 2016) (Niso et al., 20(Bernet et al., 2019) (Holdgraf et al., 2019).
The paper is organized around a case study using@®/Aata from a publicly-available multi-
participant, EEG/MEG and fMRI experiment by DanMlakeman and Richard Henson
(Wakeman & Henson, 2015; abbreviated below as Wsdled in conformity with the BIDS
guidelines. The HED/BIDS integration of event amtioin demonstrated and recommended here
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not only facilitates automatic and informative suamimation of data; it also establishes a
standardized interface for automated pipelineg&wch for, collect, and read and preprocess raw
data, and perform automated event-related analysisg study-independent tools and
vocabulary.In particular, the strategy enables analyses tpdsormed across stored datasets,
even when these datasets do not have the sameénespedesign.

W-H. The W-H experiment was conducted to develop metifimdstegrating multiple imaging
modalities into analysis to increase the accuratyuactional and structural connectivity
analyses. Nineteen participants completed two decgrsessions spaced three months apart —
one session recorded fMRI data (W-H-fMRI) and tiieeo simultaneously recorded MEG and
EEG data (W-H-MEEG). During each session, partitipgerformed the same perceptual task,
evaluating the symmetry of presented photograpHarobus, unfamiliar, and scrambled faces.
The participants pressed one of two keyboard keifs left or right index fingers, respectively,
to indicate a subjective yes or no decision ashéorelative spatial symmetry of each viewed
image. The original, unannotated W-H dataset wasdemavailable on OpenNeuro
(openneuro.org, ds000117). Recently, we have shared a BIDS version of theH \jbint
EEG/MEG data on OpenNeurmpenneuro.org, ds003645) with the more complete event
organization and annotation discussed in this papithough we here focus on the MEEG
portion of the W-H data set, the methods we dematestire equally applicable to annotation of
fMRI or other neuroimaging time series data.

Unlike most MEEG experiments, the W-H overt fageimetry judgment task was not itself
of interest to the experimenters, who thus madeffuot to judge whether participant responses
had some objective basis in the face images thessdRather, the experiment was designed to
covertly test recognition memory for the three g/péface images. To this end, each individual
face image was presented twice during the sesbmnhalf of the presented faces, the second
presentation immediately followed the first. Foe thther half, the second presentation occurred
after 5-15 intervening face image presentationsmdtes faces were feature-matched to
unfamiliar faces, and half the faces were femaldlowing the neuroimaging sessions, the
authors also collected behavioral recognition mgrperformance measures from participants to
allow testing for interactions between MEEG resgsnassociated with individual image
presentations and subsequent recognition memory thiose images. These behavioral
recognition memory data were also provided by tag chuthors for inclusion in our revised
MEEG dataset.

Fig. 2 shows a schematic view of a typical evegugnce in the W-H experiment. All of the
session recordings were conducted using the samipreent, with the participant seated and
facing a computer monitor throughout (top blackefime). The bottom two timelines show the
introduced sensory events (visual screen imageeptasons, green timeline) and participant
actions (left or right index finger button presgasiple timeline).
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Figure 2. Schematic diagram of the temporal organization of events two trials of a W-H MEEG recording
and excerpt of the BIDS task events file built using HED-based encoding strategies. Upper left: Recording
begins. Recording setup includes selection of thedssignment for responses in the face symmeadgnjent task.
The participant was asked to fixate on a centrasgrwhile presented, and to refrain from blinkimigile face
images were presented. Lower timelines: Sensorytewegre visual image presentations; participant aaients
were key presses representing ‘face symmetry’ taskonses. Bottom table: a BIDS task events fileegot
corresponding to the first trial in the data. Wd wse this example throughout the paper. (Seexpareled version
in Table 5, Section 3.1).

Some of the participants were instructed to foleaeh face image presentation onset with a
left index finger key press to indicate above ageréacial symmetry and a right index finger
press to indicate below average facial symmetre fAgmaining participants used the opposite
key assignment. The key assignment was in effacall of the recordings associated with a
particular participant (orange timeline). The pap@ants were also instructed to fixate on the
white cross and asked not to blink while the faes presented (thick gray gaze task timelines).

The fundamental problem addressed here is howffextieely describe events in a
standardized form that is human-readable, machitiersble, and analysis-ready — without
placing undue burden on the annotator. The W-H-KE&periment has five regularly
repeating types of events. We demonstrate howeate locally defined nameshow_cross,
show_face, show_circle, left_press, andright_press) using a standardized vocabulary
(HED) and to associate these names with event mgnlesulting in an analysis-ready annotated
event stream.
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The following section begins with a brief introtioa to the HED system and, using the W-
H MEEG experiment as a concrete example and expthgevent annotation process, including
annotations relating event types to the experirdesign. Section 3 shows how these annotations
can be organized within a BIDS dataset to achievachimme-actionable, analysis-ready
annotation. Using the example developed in Sectibrsd 3, Section 4 examines the event
design process and proposes a set of guidelineseffective design and annotation in
neuroimaging research. We discuss what events ¢ghmuteported, how the events should be
encoded, and sketch planned further work to exteisdencoding to include the relationship of
the encoded events to participant task(s) and tingettion 4 also summarizes the importance
and potential impact of best-practice annotatioatsgies in making both stored and shared data
more reproducible, interpretable and usable, fiesthe annotators themselves, then in any
subsequent analysis enabled by effective dataggamad sharing. We give a brief review and
roadmap for future HED development in Section 5.

2. Machine-actionable event annotation using HED

The HED system is based on a collection of hieiaatly organized terms (the base HED

schema) that describe experiment events, condraoiables, participant tasks, metadata, or the
recording’s temporal structure. HED was specificalkesigned to encode information in a both
human- and machine-actionable format to enablelaatin, search, identification, and analysis
of events in neuroimaging or other time seriesstathat include events with known timing.

The original HED implementation (first-generatiofdcused mainly on a description of
stimuli and responses (Bigdely-Shamlo et al., 20IBe second-generation HED framework
(Bigdely-Shamlo et al., 2016) included many vocabylimprovements, plus tools for
validation, data search, and analysis and was tegt@p 2019 as an optional standard for event
annotation in BIDS formatted data.

HED has recently undergone an extensive thirdigéioa redesign (HED-3G) to enable
capture not only basic event and event marker ghders, but also experimental conditions,
temporal structure, and event context (Robbins let2020). HED-3G provides a readily
extensible basis for easily interpretable annatatibtime series datasets for use in analysis, re-
analysis, and shared data mega-analysis. HED-3Qoffiamlly released in August 2021 and is
ready for widespread use in data archiving, shaanglysis, and mega-analydis.this paper,
we usetheterm HED to refer exclusively to HED-3G.

The remainder of Section 2 works through the W-BE\G case study step-by-step to
illustrate the HED annotation process and the mé&atures of HED. The examples are
organized so that the end result is a fully-aneok&IDS dataset.
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2.1 A starting point for HED dataset event annotation

— Event
—  Sensory-event

— Agent-action Event Basic HED Tags
L Data-feature show_face Sensory-event, Visual-presentation, Experimental-stimulus, Face
—  Experiment-control show_circle | Sensory-event, Visual-presentation, Cue, Circle

— Experiment—procedure show_cross Sensory-event, Visual-presentation, Cue, Cross

—  Experiment-structure |left_press Agent-action, Participant-response, ((Index-finger, (Lefi-side-of,
[ SO — Torso)),(Press, Keyvboard-key))

right_press | Agent-action, Participant-response, ((Index-finger, (Right-side-of,
— Ag ent Torso)).(Press, Keyboard-key))
— Action

— Item

— Property
L Relation

Figure 3. Left: Graphic of a partially expanded top-level PiIEchema tree (seewwv.hedtags.org/display_hed.html
for a view of the complete schema in an easy-toebeaxpanding format). Right: A table with basimatations of
the five main W-H event marker types using HED. Téfé column of the table has user-defined termsduer
convenience to refer to these event markers iBIBS event files. The right column shows the unglad mapping
of these terms to the common HED vocabulary.

The HED base schema has seven top-level or ratgsnas shown by the partially expanded
schema tree in Fig. 3, left. The very basic HEDnéwanotation shown in the table inset on the
right is our starting point for development of camipensive annotation.

To annotate events, users create comma-sepaisitedflterms selected from the HED base
schema to describe the main events and concepts.cd@h be done as a table such as the one
shown on the right in Fig. 3. Users first selecitam from theEvent top-level subtree to give a
basic characterization of the event category (é&gnsory-event, Agent-action, Data-feature,
etc.) for each of the main types of event mark€he top-level event categorization tag often
serves as a primary search key for identifying &vesf interest. In addition to the event
category, tags describing the sensory modalitysémsory events or the type of action for agent
actions are included next. In some sense, thetatmo process can be thought of as using
keywords from a structured vocabulary to tag evente tag grougPress, Keyboard-key) in
Fig. 3 then resembles a verb phrase, andltidex-finger, (Press, Keyboard-key)) tag group a
sentence.

Additional tags should then be added to providease detailed description. For follow-on
analyses, particularly comparisons of MEEG dynanam®ss experiments, having still more
detailed annotation can add significant and enduvalue to the data. In this example, adding
annotations answering questions such as: “Whialpefis pressed the keys?”, “How large were
the cross, face image, and circle?”, “What colomrenthey?”, “Where were these images
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presented on the screen?”, and “For how long weey shown?”, can all add details to the

annotation that could well prove of interest intfigr analyses and mega-analyses involving the
data, even when (as here) the specific hypothesisg for which the experiment was designed
did not vary nor evaluate effects associated wigwers to these questions.

While classical statistical testing assumes njgidbntrolled experiments that involve
controlled variation of at most a few features wferest, new statistical methods including
machine learning can exploit diversity in labellata to learn deep structure in the data — here,
links between MEEG dynamics and human experiencebahavior. In the past, the value of
neuroimaging data for the researchers who creatddafly depended primarily on the quality of
the scientific paper they published using it. lasiagly, the value of neuroimaging data
accruing to the data authors will also include tlvenber and quality of further analyses that
exploit the rich information contained in the data® power cross-study analysis.

2.2 Short and long form annotation

A critical usability innovation in third-generatiddED is the requirement that each term in
the HED schema must have a unique name (i.e., amigtappear in one place in the schema).
As a result, an annotator can tag using just alesiegd-node term (e.gCircle in an Item
hierarchy) rather than spelling out its full hierarchical eokha path string (e.g.,

[ tem/Obj ect/Geometric-object/2D-shape/Ellipse/Circle). Automated HED tools can then map
such short-form tags to their complete (long-fopa)hs whenever the data are to be validated or
analyzed. See the Tools section of the HED spetifin for links to tools written in Matlab,
Python, and JavaScript to perform this mappnegdthedocs.org/projects/hed-specification).

The expanded long-form annotations allow tool$ecting related events for analysis to find
HED strings that belong to more general categeriés example, searching for event markers
whose HED strings contain the more general t2Dyshape, not only the more specifiCircle.
This type of organization is particularly usefut frathering data epochs time locked to a variety
of events across datasets that have some featufeatures in common, and/or have been
annotated with different levels of detalil.

The HED tag examples in this paper are given ortslorm for readability, and HED tags
are always italicized. Supplementary Table 2 heanples of short form to long form tag
expansion. While HED tags are case insensitivegdswention HED tags start with a capital
letter and individual words in a tag are hyphenaidds convention makes it easier to pick out
individual tags in a lengthy string of comma-sepeatatags. Also, HED tags cannot themselves
contain blanks. In this paper we display locallyiuied terms in fixed point type. Terms used in
BIDS event files (e.g.show_face or event_type) use underbars as word separators to allow
tools to directly map identifiers into program \adoies or structure fields.

10
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2.3 ldentifying event concepts using HED definitions

Fig. 3 (above) gives minimal HED annotations foe five most regularly occurring event
types in the W-H dataset as described schematicaliyg. 2. This level of annotation allows
analysts to isolate events of different types (shira events vs. participant actions, etc.), busdoe
not provide sufficient detail to support advancedlgsis and cross-study comparisons. Further,
the annotation treats each event as occurringntastaously, but the image presentation events
have distinct onsets, durations, and offsets, fallvioich are known to affect brain dynamics
measured by MEEG or fMRI.

HED user event definitions allow annotators to document the structure ofakxgeriment,

as laid out in Fig. 2, by “defining” or “declaringxperiment event-related concepts using names
of their choosing and associating them with tagigso During the annotation process, users can
then use the defined names in place of the loragestrings. HED definitions allow data authors
to use shorthand terms from the colloquial labqgarthat they use in everyday lab conversations,
while allowing data search and analysis to makeafighe full HED annotations in analyses.
Definitions also make it easier to initially idefgtiand then later refine (all within the single
definitions) annotations by adding tags to givetfar details. HED definitions thus can improve
annotation process organization similar to the West planning and then programming sub-
functions can simplify the coding process and imprthe resulting computer code.

Importantly, HED user definitions also play anemmal role in assisting data authors in
documenting experiment architecture, event tempextnt, and other dataset aspects. Consider
a simple user definitior-@ce-image) for the presentation of a face image on a blackdpaund
with a white fixation cross.

(Definition/Face-image, (Visual-presentation,
(Foreground-view, ((Image, Face, Hair), Color/Grayscale), ((White, Cross),
(Center-of, Computer-screen))), (Background-view, Black)))

Here we embolden defined terms for ease of reading.simplicity the definition uses short-
form encoding (e.g.Visual-presentation instead of the full path stringroperty/Sensory-
property/Sensory-presentation/Visual-presentation). Of course, this definition can be made more
detailed, at any point in the annotation procesgeNhowever, that to avoid circularities HED
definitions cannot be nested.

Once defined, annotators can WB&/Face-image in building annotations in place of the
more complete but much longer and harder to remendog string, thus increasing the
readability of the dataset annotation while allogvthe annotator to use (and more easily recall)
terms that seem most natural to them.

11


https://doi.org/10.1101/2021.05.06.442841
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2021.05.06.442841; this version posted November 18, 2021. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

Next, we focus on the use of HED definitions ta@ate more of the temporal fine structure
of the participant experience. The green timelihEig. 2 (Section 1) shows the time courses of
the sensory events in the W-H data. The brightrgbee marks the “pre-stimulus period” during
which a white cross is displayed, while the daregr bar marks the time during which the face
image is displayed, and the light green bar malnlesderiod during which a white circle is
displayed.

The boundaries between these displays are marketiebshow_cross, show_face, and
show_circle event markers, respectively. In the W-H experiméate display ends when the
circle image is presented. In addition, performapegods for two additional instructed eye-
control tasks (represented by the thick gray tinediin Fig. 2) coincide with these events: 1)
participants were asked to maintain eye gaze @rabin the white cross while it was displayed,
and 2) to inhibit eye blinks during face image preations.

Table 1 shows an expanded version of the tabét ofd-ig. 3 using definitions grouped with
Onset andOffset tags to document temporal relationships betweentsvndicated schematically
in Fig. 2. (See Supplementary Table 1 for the cetephnnotation).

Table 1. The HED event marker annotations that capture tigedetails of the W-H timeline
Event HED

Sensory-event, Cue, (Def/Cross-only, Onset),
(Def/Fixation-task, Onset), (Def/Trial, Onset), (Def/Circle-only, Offset)

Sensory-event, Experimental -stimulus, (Def/Face-image, Onset),
(Def/Blink-inhibition-task, Onset), (Def/Cross-only, Offset)

Sensory-event, Cue, (Def/Circle-only, Onset), (Def/Trial, Offset),
(Def/Face-image, Offset), (Def/Blink-inhibition-task, Offset), (Def/Fixation-task, Offset)

left_press Agent-action, Participant-response, Def/Press-left-finger
right_press | Agent-action, Participant-response, Def/Press-right-finger

show_cross

show_face

show_circle

When a defined term such &mce-image is grouped with arOnset tag (e.g., such as
Def/Face-image in the annotation foshow_face in Table 1), the annotation represents@mset
marker of an event that unfolds over some duraftace-image is assumed to be in effect until
the next event in which Race-image tag appears grouped with &nset or Offset tag (the
annotation foshow_circle has an Offset). In the BIDS event file excerpFEigf. 2 (Section 1),

a show_face event onsets at time 23.87s, while the rsxiv_circle event (whose annotation
includes aDef/Face-image grouped with arOffset tag) occurs at 24.75s, Thus, the face image
event presentation process unfolds over 24.7587230.88s.

Table 1 gives similar encodings for all the taslated sensory and participant action events.
The Press-left-finger and Press-right-finger definitions of Table 1 do not includ®nset or
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Offset tags because here only the time of key releaser@asded; thus we only model these
participant actions as instantaneous events tlwatr @t a single moment in time.

2.4 Event context and temporal events

Effects of bothpreceding and concurrent event context on event-related MEEG brain dynamics
have long been reported (Squires et al., 1977padth not frequently studied. When the full
annotation of an event is assembled at time of da@rch or analysis, HED tools can
automatically insert information about ongoing dgeim an Event-context tag group. For
example, suppose a participant presses a key winilevie clip is playing. After creatingRlay-
movie definition to describe the movie presentation, theearcher can annotate the event
marking the start of the movie witlDef/Play-movie, Onset) and the event marking the end of
the movie with(Def/Play-movie, Offset). HED tools can insert information that the mowias
playing into the annotations of any concurrentlgwcing events. A future goal is to allow HED
context tool annotation to also support studiecaisequences of recent past events on the
behavior and brain dynamics associated with cueeants.

2.5 Annotating experiment design and condition variables

The event marker sequences and the annotationslss the previous section define what
happens during the experiment, but do not conveyptirpose of the experiment or the relation
of events to the underlying experimental designgadal of HED is to provide convenient

mechanisms for annotating this information in siéint detail that tools can automatically
extract and make use of experimental design infoamaluring analysis. HED supports the first
steps in this process. This section introducesCibralition-variable tag and combines this tag

with concept definitions to encode the W-H expentaédesign.

The W-H experiment design. The W-H experiment uses a factorial 3 x 3 matrhogse two
factors are face type and repetition status, eati ttwee levels. The primary author analyses
(Henson et al., 2011) (Wakeman & Henson, 2015) ¢deret al., 2019) focused on face type
analyses (with three levels corresponding to tlspldy of famous, unfamiliar, and scrambled
faces, respectively). The authors computed acr@savveraged event-related potentials (ERPS)
and some frequency-based measures for MEEG resptmdéferent types of face images with
an underlying purpose of improving source localmatby leveraging participant information
obtained from multiple imaging modadzés.

Each face (or scrambled face) image was showsetdiiring a session. The repetition status
factor (with levels corresponding to the first degp of an image, an immediately repeated
display, and a delayed repeated display) encodegpadkition in the sequence of face image
presentations with respect to their matching imagee delayed-repeat level indicates that the
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first presentation of this image occurred 5 to &6ef image presentations previously. The
repetition status design variable was introducesifgport study of the effects of image novelty
and reinforcement on face recognition in the W-kadaupported by a later (behavior-only) face
image recognition task session not included irotiginal version of the shared data.

Documenting experiment control events. In BIDS datasets, information about changes in
experiment conditions (e.g., in task or stimuluadibons) during a data recording session can
be entered in one of two ways in the BID&qv) event file: either by inserting new columns in
the event file table or by inserting new rows (ég¢m the events table.

Additional columns encode some item of informattiout every recorded event (row). The
presence or absence of the informative conditidhes indicated by the value in the cell of that
column in every event row of the table/§ used to indicate its absence or irrelevance). When
the information is relevant to only a small fraatiof the recorded events, this can waste space
and computation.

The alternative approach is to add new rows (eweankers) to encode the information as
their own events. Tools must then use context beardetermine whether or not the information
is relevant during the occurrence of any particulent. BIDS leaves the choice of
representation (by row or column) to the user.

Table 2 summarizes the 3x3 W-H experimental desigitrix and demonstrates how the
experiment design can be encoded using HED. Hemilvencodedesign factor information in
columns added to the BIDStsv task events file. The factor names (see column 1 in&abl
correspond to BIDS event-file column headifisce_type andrep_status, respectively). The
levels famous_face, unfamiliar_face, scrambled_face) for the face type factor will appear
as values in théace_type column of the BIDS event file. Similarly, the ldsgfirst_show,
immediate_repeat, delayed_repeat) of the repetition status factor appear as valoethe
rep_status column. The complete annotations are given in fmpentary Table 1.

Table 2. Encoding of the 3x3 experimental design for theHWexperiment using columngace_type and
rep_status in the event files.

Factor Level

(Column name) | (Column value) HED Annotation

Description: A face that should be recognizedthe participant:
HED: (Definition/Famous-face-cond, (Condition-variable/Face-type,
(Image, (Face, Famous))))

famous_face

.F
ace_type Description: A face that should not be recognized by the paitis

HED: (Definition/Unfamiliar-face-cond, (Condition-variable/Face-
type, (Image, (Face, Unfamiliar))))

unfamiliar_face

Description: A scrambled face image generated by the face 2D

led_f - . .
scrambled_face HED: (Definition/Scrambled-face-cond, (Condition-variable/Face-
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type, (Image, (Face, Disordered))))

Description: Factor level indicating the first display of tligce
first_show HED: (Definition/First-show-cond,
(Condition-variable/Repetition-status, Item-count/1))

Description: Factor level indicating this face was the samprevious
immediate_repeat | HED: (Definition/l mmediate-repeat-cond,
(Condition-variable/Repetition-status, Item-count/2, Item-interval/1))

rep_status

Description: Factor level indicating face was seen 5 to 19stago
delayed_repeat | HED: (Definition/Delayed-repeat-cond, (Condition-
variabl e/Repetition-status, Item-count/2))

The recommended strategy for annotating the factord their levels using HED (as
illustrated in Table 2) is to first create, for balevel, a convenient HED “event concept”
definition that includes €ondition-variable tag whose value is the factor name. The nameeof th
definition is interpreted programmatically as theariable level for that factor (e.g.,
Definition/Famous-face-cond is a level for condition variablé&ace-type). These elements
appear in boldface in Table 2 to emphasize thde i documenting the experiment design.
Notice that the BIDS event file excerpt in Fig.S&€tion 1) includes face_type column whose
values (such agamous_face) give the factor levels.

The event file excerpt in Fig. 2 also includesega_lag column giving the number of trials
past since the same image was first presented.cbhimn includes numerical values only when
the rep_status has valueimmediate_repeat or delayed_repeat, andn/a otherwise. Note
that these values could be computed from the eabie itself, but are included here (and in the
accompanying W-H dataset submitted to OpenNeurp)ake that computation unnecessary.

Column-wise encoding of event (and experiment)igies/ariables makes manual or
automated extraction of the event design matrimfi®IDS task events files straightforward.
Here, the choice of column encoding for the fagetgnd repetition status factors makes sense
because the factor levels change with each facgdmeesentation. When a condition variable
has the same value for most (or all) events inrdwrding, using the event marker (row)
encoding method to mark condition changes may be ayopropriate.

The W-H experiment used a between-participants oresgkey assignment variable to
control for handedness bias. They assignment factor (with levelseft_sym cond and
right_sym_cond) encodes the assignment of which index finger kegss indicates the
participant’s decision that the presented face igremsymmetric than average. In the
left_sym_cond condition, participants press a key with the ieftex finger to indicate they
perceived more than average facial symmetry, aedspa key with the right index finger to
indicate less than average facial symmetry. Therilgit key assignment is counterbalanced
across participants. Table 3 shows how to endadekey assignment using experiment control
events.
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Table 3. Encoding of the key-assignment condition variabdihgl experiment control events (rows rather than
columns of the task events files).

Encoding in the task events file Condition-variable level HED definitions

Event file column: event_type Description: Left finger key press signifies the presenteca
has above average symmetry (the right press, thestp)

Column value: setup_left_sym HED: (Definitior/L eft-sym-cond, (Condition-variable/Key-
assignment, ((Mouse-button, (Left-side-of, Computer-mouse)),

Annotation: (Def/Left-sym-cond, Onset) (Behavioral-evidence, Symmetrical)), ((Mouse-button, (Right-
side-of, Computer-Mouse), (Behavioral-evidence,
Asymmetrical)))))

Event file column: event_type Description: Right finger key press signifies the presenteé
has above average symmetry (the left press, thesitpp

Column value: setup_right_sym HED: (Definition/Right-sym-cond, (Condition-variable/Key-
assignment, ((Mouse-button, (Right-side-of, Computer-

Annotation: (Def/Right-sym-cond, Onset) mouse)), (Behavioral-evidence, Symmetrical)), ((Mouse-button,
(Left-side-of, Computer-Mouse), (Behavioral-evidence,
Asymmetrical)))))

Notice thatkey assignment does not correspond to a column in the table of Bi
(Sectionl). Because the level of this variableoisstant for the entire recording, this variable is
better encoded by inserting experiment control event at the beginning of the recording to mark
the Onset of this control-condition assignment. Here we rhaa initial experiment control event
with anevent_type value of eithesetup_left_sym or setup_right_sym to encode the initial
recording setup and key assignment. The onsetdintieés experiment control event is that of
the first data point of the recording (see firstrvof the table in Fig. 2, Section 1).

Section 3 discusses in more detail how the dedmst in Tables 2 and 3 can be used in
conjunction with BIDS. . .events.tsv task events files to fully document the experiraént
designwithin the BIDS dataset annotation. HED tools now undsetbpment will then be able
to automatically extract the design matrix and o#tatistics about the experimental design from
HED definitions that include th€ondition-variable tag and from experiment control events
associated with these definitions.

3 HED annotation of a BIDS-formatted dataset

BIDS recommendations for archival data storageshguickly become de facto standard
for sharing raw neuroimaging data. This sectiomalestrates how HED event annotations are
actually mapped into machine-actionable annotatibdatasets organized according to BIDS
specifications. A BIDS dataset typically holds datan an experimental study that includes a
number of brain imaging data files recorded frone @m more participants in one or more
sessions and/or task or other conditions. BIDS iips@ particular dataset directory structure,
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file naming conventions, and permitted image datanéts, making it easier for users and tool
developers to access data without manual or compedierecoding.

In BIDS-formatted datasets, much of the metadatimdated in. json (JavaScript Object
Notation) text files called sidecars. File namimgl dolder architecture conventions associate the
sidecar metadata with the data files. When the saetadata applies to many data files, BIDS
allows metadata files to be placed higher in théaskt directory hierarchy. The metadata
information is then inherited by data files in dah sub-directories (thBIDS Inheritance
Principle), thereby avoiding the need to repeat the samadatd within multiple files in lower
levels of the BIDS folder hierarchy. HED leveradke inheritance principle by placing HED
annotations in a JSON sidecar ideally at the topllan the dataset. HED tools are available to
take concept tables such as those of Table 1 ablé Pato automatically create a BIDS JSON
sidecar for events files.

Table 4 below summarizes different mechanismsnfduding HED annotations in a BIDS
dataset. The current case study includes HED irdbon ONLY in the top-level
...events.json sidecar file (shaded background) contained in titeskt root directory. That
information is keyed to the column names of thaviddal .. .events.tsv files (Fig. 2 and
Table 5 below) located at the lowest level of tregadet, each containing the list of event
markers in the corresponding recording.

Table 4. Mechanisms HED annotations in BIR§son and.tsv metadata files. Many datasets may need only one
.. .events.json file (blue background) placed in the tdafaset) level folder.

BIDS folder level | Information file Function

Provides descriptions of the columns that are aggécm all the
...events.json ...events.tsv files in the dataset. [The ‘HED’ keys in this JSON

dictionary link HED annotations to values in theets files.]
Dataset

Lists the participant{A HED column may be used to ¢

participants.tsv participant-specific information in HED annotation.]

Lists the sessions per particip. [A HED column may be used

Subject sessions.tsv addsession-specific information in HED annotation.]

Lists the scans in the session (optior[A HED column may bt

Session scans.tsy used to addcan-specific information in HED annotation.]

Lists the events in the scan (run). The column rimggranc
associated HED tags are given in the dataset-levelents.json
...events.tsv | file or other applicable...events.json files in the hierarchy. [A
HED column in...events.tsv givesevent-specific information in
HED annotation.]

Modality
(Scan)

As summarized in Table 4, it is also possiblentmrporate HED annotations in other BIDS
.tsv files by including an extra column titlettD. These annotations are particular to the row of
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the file and should only contain HED strings (nh&Pdefinitions). For example, a HED string
appearing in th&Eeb column ofparticipants.tsv pertains to the participant described in that
row. In annotating more complex experiment desigospe HED information could be placed
most efficiently in any or all of the four BIDStsv file types listed in Table 4 (if present) as
well as in additional . .events.json sidecars placed at lower levels in the datasettudby,
possibilities that for simplicity we do not discussther here.

It is also possible to annotate individual evemisparameters that vary across individual
events by recording additional individual-event HEdYs in aHED column in the events files.
Because of the difficulty in reading and editinghatations spread across individual events, this
type of annotation should be avoided unless needediever when, for example, presented
stimuli have randomly varied properties (screerafimn, pitch, size, etc.), these details can be
documented in this manner. Separate value columtineievent file with HED value annotations
in the pertinent JSON sidecar can also be useddode this information.

3.1 BIDS events.tsv files

At the lowest, single scan (data recording or taugl of the dataset folder hierarchy, BIDS
event files are tab-separated values{) formatted text files with file names ending in
...events.tsv. The BIDS naming convention associates the coluneadings in the
...events.tsv event files with annotations contained in thevaid . ..events.json sidecar
files — always including the top (full dataset-Igve. .events. json file. Here we use ... prefixes
in the filenames as placeholders for informatiorbedded in the filename prefixes concerning
data modality, task, session, subject, and run.fiféieline in a BIDS event file is a header line
identifying each column, and each subsequent limeesponds to an event marker (an identified
time point of interest within an identified evembpess) in the data.

Table 5 shows the excerpt of the BIDS event fil€ig. 2, color-coded to indicate the source
of the expanded event annotations as shown in Tafftdlowing, see Section 3.3).

Table 5. An excerpted BIDS...events.tsv file from the dataset displayed schematically ig. R. The table
includes the initial setup events as well as thdsned in Table 1. Color-coded columns have wai¢VHED
annotations defined in the.events.json sidecar file. Table 7 uses the same color-codirgjgsect the expanded
HED annotation of one of these events (the embeldeow in task events table below).

onset | duration |sample event_type face_type rep_status rep_lag | value | stim_file
0.400 n/a 1 setup_left_sym n/a n/a n/a 2 n/a
23.870 n/a 26275 | show_face initial famous_face first_show n/a 7 £032. bmp
24.081 n/a 26488 | left_press n/a n/a n/a 256 n/a
24.750 n/a 27225 | show_circle n/a n/a n/a (2] circle.bmp
26.457 n/a 29095 | show_cross n/a n/a n/a 1 cross.bmp
26.940 n/a 29634 | show_face famous_face immediate_repeat 1 8 f032. bmp
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27.913 n/a 30701 | show_circle n/a n/a n/a o circle.bmp

27.990 n/a 30789 | right_press n/a n/a n/a 4096 n/a

Note that Table 5 differs slightly from the evehssed in Fig. 2 in that the second event has an
event_type calledshow_face_initial rather than thehow_cross of Fig. 2. As is often the
case, the startup event in a block of trials déffieom the internal block trials. The first repeatt
event in all W-H recordings corresponded to thst feshowing of a face image rather than the
showing of a fixation cross, although ERP analgdithe data suggests that this event actually
occurred. Thus, the HED tags faiow_face_initial includes(Def/Fixation-task, Onset) and
does not includéDef/Cross-only, Offset).

Each row in the task events file table gives imfation about a single event, typically
functioning as a marker of the onset of an eveotgss. BIDS requires event files to haveet
andduration columns giving the onset time (in the data) anction of each event in seconds.
Users may add additional columns as needed. Alingot in the task events file should be
documented in one or more accompanying JSON-forigigcar files as described in the next
section.

BIDS event files have two types of columns: categ and valueCategorical columns
allow a small number of distinct defined levelsaategories, represented as text or numeric
values. Other columns av@lue columns. Each row in the . .events.tsv file in Table 5 has
three categorical columnsvent_type (blue),face_type (plum),rep_status (green) each
with a relatively small number of distinct levelsat will be annotated individually. Value
columns in this file includenset, duration, sample, value (all in white), andrep_lag (in
mustard). The finattim_file column (tan) could be treated either as a categloor as a value
column depending on the number of distinct stimufnages. Here we treattim_file as a
value column because of the relatively large nunobelifferent face stimulus images used in the
W-H experiment.

The distinction between categorical and value molsl is important mainly because HED
annotations are encoded differently for the twoetymf columns, as explained below. The
column labeledvalue in the above example corresponds to the triggduegafrom the
experimental control program and is retained féwrimational purposes. The columns displayed
in white in Table 5 will not be annotated with HED.

3.2 BIDS events. json sidecar files

Many experiments can use a common and relativiehple event-design strategy that
requires building only a single. .events.json annotation file at the top level directory of the
dataset to provide complete machine-actionable tewmotation across participants and
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recordings when combined with the values in théviddal recording. . .events.tsv files. In
general, an organization using a single datasel-lev.events.json sidecar is easier to
annotate, understand, and maintain, so that isotpanization we focus on here. The W-H
annotation case study (Section 2) assumes thttealinnotation of dataset events is in a single
...events.json sidecar file fask-FacePerception_events.json) located in the top level
dataset directory. Table 6 shows a portion of sidecar file. See Supplementary Table 1 for the
complete version.

Table 6. Excerpt of the top (dataset) level JSON sidecar(fil .events. json) for the W-H data.
For the complete version see Supplementary Table 1

{
"onset":
{
"Description™: "Onset of the event in seconds relative to the start of the recording.”,
"Units": "s"
}s
"rep_status":
{
"Description”: "Design variable for the first or a delayed showing of the image.",
"Levels™:
"first_show": "Factor level indicating the first display of this face.”,
"immediate_repeat”: "Factor level indicating this face was the same as previous one.",
"delayed_repeat": "Factor level indicating this face was seen 5 to 15 trials ago.”
3,
"HED" :
{
"first_show": "Def/First-show-cond”,
"immediate_repeat”: "Def/Immediate-repeat-cond”,
"delayed_repeat": "Def/Delayed-repeat-cond”
}
¥
"stim_file":
{
"Description”: "Path of the stimulus file in the stimulus directory.”,
"HED": "(Image, Pathname/#)"
}
}

The...events.json sidecar files are structured as dictionaries. @&werpt shown in Table
6 has three top-level keysnset, rep_status, andstim_file) corresponding to column names
in the .. .events.tsv file excerpt shown in Table 5. (Here the annotetidor the columns
sample, event_type, face_type, andrep_lag are omitted for readdity but are included in
Supplementary Table 1.) HED tools associate columetadata with particular columns in the
event file using these column names. BIDS users unsayadditional top-level keys to include
additional metadata in the JSON sidecars (e.g., liaeels and Description under
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rep_status in Table 6). We also use additional top-level kégsseparate out the HED
definitions for readability, although definitionsagbe included in the other annotations.

In Table 6, the metadata dictionaries associaidul mgp_status andstim file haveHED
keys and hence include HED annotations. In contthst metadata dictionary associated with
top-level keyonset does not include BED key, so it is considered to be an unannotatedhuolu
and is ignored by the HED tools. If tHeD key references a dictionary (as dees_status in
Table 6), HED assumes the task events table colisnzategorical, while if thedED key
references a string (liketim_file in Table 6), HED assumes it is a value columneither
case, HED uses the correspondiig key values to annotate the event.

Categorical column annotations in.events.json sidecar files include a separate HED
annotation for each categorical value that appearghe corresponding column of the
...events.tsv file (e.g., the categorical val#drst_show appearing in colummep_status
of Table 5). Value column annotations (such asotie appearing for thetim_file column)
use a single HED string with a hash symbol (#) @glaceholder to annotate the column. When
the complete annotation for an event is assemlitfedHED assembler tool replaces the hash
symbol with the value from the respective row aaldiioin of . . .events.tsv file.

The next section explains how the annotation foegent is assembled by combining event
information in the...events.tsv files with the HED annotations in the..events.json
sidecar dictionaries.

3.3 Assembling and using the complete event annotation

HED assembler tools gather the BIDS..events.json sidecars applicable to an
...events.tsv file and assemble a single HED string representiggannotation for each
event marker (as represented by a line in the Bévént file). The assembled HED string
annotation for the second face display evehby_face) in Table 5 is shown in Table 7. Parts
of the HED string are color-coded to indicate whoctumn annotation that portion corresponds
to. The corresponding columns in the.events.tsv file of Table 5 use the same color
shadings.

Table 7. Assembled HED string for an immediate repeat ofnaage of a famousate (the seventh event in Table
5). The annotation also marks the end of the coa$spresentation and the onset of a blink inhilitperiod. The
color coding of Table 5 is used to show the comwagpice between annotation from the JSON sidecar fiitethe
...events.tsv file column event_type: blue, face_type: plum, rep_status: green,rep_lag: mustard, and
stim_file: tan).

rep_status rep_lag value

onset | duration |sample| event_type face_type stim_file

26.940 n/a 29634 | show_face famous_face LT R B 1 8 BT
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Sensory-event, Experimental-stimulus, (Def/Face-image, Onset), (Def/Blink-inhibition-task,
Onset), (Def/Cross-only, Offset), Def/Famous-face-cond, Def/lmmediate-repeat-cond,
(Itemrinterval/1),(Image, Pathname/f032.bmp)

To annotate thishow_face event (from the . .events.tsv file excerpt of Tables 1 and 5),
the HED assembler looks up the column annotatioefinel in the accompanying
...events.json sidecar. As theonset, duration, sample, and value columns of the
...events.tsv file do not have HED annotations in the.events.json sidecar file in this
example, they are skipped. (Note: these columnkidwave been annotated as value columns).
The show_face value in columnevent_type is translated into its HED definition (Table 1),
then concatenated to the assembled annotatiort fhigle shading). Next, the annotation for
famous_face in theface_type column is found in the sidecar and appended (@bhading).
Then the categoryimmediate_repeat in the rep_status column is looked up, and the
corresponding HED annotation is included (greerdsttg. Finally, the repetition lag value in
the rep_lag column and the filename value in theim file column are substituted for the
respective #'s in the corresponding annotationss{ard and tan shadings). The other column
values are skipped in this process, because they ha HED keys in the..events.json
sidecar dictionary.

During analysis, the HED tools can expand thenitedns so that their values are available
for searching and filtering. Supplementary Tabkh@ws the assembled annotation of Table 7 in
several forms, and demonstrates howDieeexpand tag is used with the substituted definitions
to accomplish this expansion.

Combining the information in the BIDS..events.tsv files with the appropriate
...events.json sidecar annotation file(s) enables powerful autech&ools to be implemented.
Given this information, such HED tools could autticelly extract and optionally visualize the
experiment task list, the underlying experimentakign, and the temporal structure of a
recording. Extensive statistics about the numbeaveht markers with different properties could
also be computed. Data could be separated intot-ta@red epochs with similar HED tags
fitting a simple or complex description, and auttinaly bootstrapped to look for differences
associated with different experimental parametémnplex searches could be conducted across
datasets (including datasets using different tasks$ experimental designs) without need for
manual re-coding.

The case study developed in Section 2 and 3 rifites the annotation process. The next
section extracts “lessons to be learned” from ¢hise study to formulate a set of “best practices”
for event design and annotation.
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4. Best practices in event design and annotation

A myriad of events, overt or covert, planned oplanned, may unfold during the execution
of an experimentHow a researcher chooses to organize, report, and annotate events can
completely change the capacity of a given dataset to support analysis, reuse, and
reproducibility. It may not be possible to record markers for evawpceivable recordable
event, nor may it be feasible to describe precidedyr every detail. Incorporating fine details of
all known events might indeed prove valuable tafetanalyses and mega-analyses. However,
some limit in time and energy available must beeptad. One important strategy is to be sure to
include the actual stimuli and/or virtual enviromteewith the stored/shared data, as included
here in the W-H data. Others wanting to exploit dnalysis value of more detailed annotations
of the data could then be in a position to addhenrdetails to the annotations. For example, the
StudyForrest projectsudyforrest.org) organized a team to more fully annotate eventthen
movie Forrest Gump that had been shown to participants in severaiair@aging studies.

Event design as used here refers to the process of identifyorganizing, reporting, and
sufficiently annotating the nature of events toegrée allowing complete interpretation of the
event-related dynamics recorded during the expetim&he process includes listing the
recurring types of event markers in the data, givirem easily recalled terms, and then defining
each term using HED annotation. Ideally, these enenkers and descriptions should include all
that is relevant to both current, planned and &potentially fruitful analyse€vent design
should be the first step in augmenting a dataset with HED annotation.

Best practice in event design encourages researtidook beyond the immediate use of
their data to broader questions. In particuNdhich aspects are potentially important to future
analysis (performed either by the data authors or other$)ése analyses are likely to include
meta-analyses and mega-analyses (Costafreda, @dejhoe et al., 2019) (Bigdely-Shamlo et
al.,, 2019) across shared datasets that may invdifferent designs, participant tasks,
experimental conditions, and event types.

The event design process has two steps:iflestifying which events to report or mark and
thenmapping the resulting event markers into usable annotatibne most critical part of this
process is recording and marking the events, as events not marked in the data may not be
recoverableldeally, the event design process should be performed before data collection
begins, as the event design process clarifies what isgoeneasured and whether those
measurements can be used to achieve experimeraisl ¢o any case, most of the information
required by a good event design process will beired in publications reporting the work, so
performing a preliminary event design can helpdsuae that important details are not confused
or overlooked later. In this section, we discuss élient design process and suggest guidelines
for it using the W-H dataset as a case study. Exteen HED annotation is performed after data
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collection, beginning the annotation process witbn¢ design is useful for deciding how to best
annotate the data.

4.1 Event design for the W-H experiment

The W-H event design developed in Sections 2 anid@e is not the one distributed with
the original shared OpenNeuro datads®i00117, but was developed based on the recommended
event design practices with the generous assistnte data authors Wakeman and Henson to
make additional event type and timing informatiaaitable in the data. The MEEG data of the
redesigned dataset are available as OpenNeuroetldt863645. The event design of Table 5
marks the onsets and offsets of all the experinhestianulus sensory presentations and
participant action motor responses using the atioota and encoding of thevent_type
column of Table 1. Further, the 3 x 3 experimed&gign is represented (using information in
theface_type andrep_status columns and the encoding described in Table 2.)

Table 5 defines aetup_left_sym experiment controimeta-event whose time is that of the
first data sample. This meta_event can also be tesstbre other annotations applicable to the
entire recording, such as the visual presentatiorees size and participant distance (as
available) (Table 3). Since the (left = ‘'symmefyikey assignment is in effect for this entire
recording, it is more efficient and clearer for [®oto encode it as an initial meta-event rather
than giving it its own column in the..events.tsv files requiring the same value to be
repeated for every motor response event. If we wanse the single JSON events sidecar at the
top level in the BIDS dataset file hierarchy, eveaue in the...events.tsv files must have
the same meaning across the entire BIDS dataseitép_right_sym meta-event must also be
introduced there to apply in the datasets usingrtget = ‘symmetric’) key assignment.

The event table also includes a column labeteghle that gives the data sample number of
the event marker. This column is recommended irBilRS standard and is good practice since
the precision of the onset values is left compjetsgden in BIDS and accurate event timing is
extremely important for MEEG analysis. Thelue column is here not necessary, because its
information is already encoded in tiece_type, rep_status, andrep_lag columns, but we
have retained it to maintain the connection wite triginal shared dataset, since thdue
column captures the actual event code triggersyoeiby the experiment control software.

For comparison, Table 8 shows a sample of thetdilerior the MEEG portion of the W-H
data, as originally shared. The..events.tsv files only give the onsets of the face
presentations and contain no markers for otherosgn@esentation or participant responses,
limiting the usability of the data for analysisrtiuer analysis, and meta/mega-analysis.

Table 8. MEEG event file for run 1 of session 1 of subjett 8s originally shared.

onset duration onset_sample | stim_type trigger stim_file
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24.2073 %] 26628 Unfamiliar 13 meg/u@32.bmp
27.2473 2] 29972 Unfamiliar 14 meg/u032.bmp
30.3545 (4] 33390 Unfamiliar 13 meg/u088.bmp
33.3618 0 36698 Unfamiliar 13 meg/u084.bmp

Table 8 is considerably shorter and narrower thasle 5 (our recommended version), but it
is missing critical information (e.geep_status and all the events marking presentations of the
fixation cross and focusing circle, as well as kieg press events). Difficulties introduced for
downstream analysis by not recording and repouihgossible sensory and participant action
events are discussed in more detail in Sectiomdd3Section 4.4, respectively.

Another difficulty in Table 8 is the use of nortteygonal encoding of the experimental
design in the event-recording hardware systeitgger column, whose 12 distinct values are
shown in Table 9.

Table9. The 12 trigger values from the original W-H (shadeds) and their respective interpretations.

0 5 (] 7 13 14
show_circle show_face show_face show_face show_face show_face
famous_face famous_face famous_face unfamiliar_face unfamiliar_face
first_show immediate_repeat | delayed_repeat first_show immediate_repeat
15 17 18 19 256 4096
show_face show_face show_face show_face left_press right_press
unfamiliar_face scrambled_face scrambled_face scrambled_face
immediate_repeat first_show immediate_repeat | delayed_repeat

While it is possible to tag each trigger value msable 9 to associate it with the factors and
levels it represents, the non-orthogonal or mixacbding used to build the trigger codes makes
downstream analysis much more likely to require mahme-coding, thereby making the dataset
difficult to include in further analysis. In thec@mmended design (Table 5) the independent
factorsface_type and therep_status are represented by independent columns in the vent
file, making it easy for automated processing tdeckethe 3 x 3 design. Encoding of
experimental conditions is discussed in more detafection 4.5.

4.2 Pitfalls in reporting events by-trial rather than by-event

An overall guideline for reporting events stronfdyors expressing each relevant event with
its own (onset) event marker and correspondingifirtbe event file. Where relevant, offset time
information for events representing processes apjbreciable duration should also be reported.
In some cases, event markers for intermediate poihinterest in an event process may also be
important for analysis, for example onsets of imtiral syllables in spoken words or critical
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points of hand/arm movements in reach trajectoi#sD also supports use of such markers,
though we have not here given an example of ttsar u

Guideline 1: Event files should be organized by event. Event files should report one event
marker per line. Event files should contain markers (lines) for all onsets and offsets of
relevant sensory stimuli, motor actions, participant tasks and task conditions, condition
changes during the recording, time organization, plus setup meta-event information
organized during event design. When computation of response times or delays, or results of
other computations on the basic event data are stored in a column added to an event table, the
event table should still include rows representing the onsets and offsets of the actual framing
events used to compute these response times or delays.

While this recommendeby-event organization may seem logical, currently many star
BIDS datasets instead use bg-trial organization or some hybrid organizatioBy-trial
organization treats eadhial as a single event that is given one row in thenevée, and
expresses all other relevant trial event markethah row as offsets from the trial latency in the
data. Suchby-trial organization has many disadvantages for eventectland more general
analysis approaches, most prominently a lack ofitglavith respect to the timing of other
MEEG data-influencing events. As an illustratiamsider the sample of an event file originally
shared for the fMRI portion of the W-H experimehbgn in Table 10.

Table 10. The W-H experiment fMRI event file for the firstrrof session 1 for subject 01, as originally shared

onset |duration |cross_duration* |stim_type | trigger | button_pushed |response_time |stim_file

0 0.908 0.534 FAMOUS 5 4 2.158 func/fe13.bmp
3.273 |e.962 0.586 FAMOUS 6 4 1.233 func/fe13.bmp
6.647 |0.825 0.546 UNFAMILIAR 13 4 1.183 func/ue14. bmp

*Note this column, mistakenly labeledrcle_duration in the original distribution, has been corrected.

When motor response events are reported onhesggonse_time delays, it is not always
clear whether the time is relative to the trial laorcevent or to some other event. Events that
occur before the anchor event are not always espdesvith a negative delay (e.g., here
cross_duration is positive, although the cross display occinore the anchor face
presentation onset event). While it is possibledtrulate the onsets and offsets of the visual
stimuli from the various durations and responseesinrelative to the anchor event, a data user
would have to do a very careful analysis of theuteentation and published papers to correctly
identify the sensory and motor action event onaat$ offsets. Performing this anew for each
shared dataset in any future mega-analysis adna@sed datasets would be infeasible -- or at best
heroic.

By clearly identifyingall experimental sensory events in a column namesht_type or
something similar, the design of Table 5 makesgssitig much easier. To reiteratientifying
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all event onsets and offsets is increasingly important for many analyses, in particular those
that use standard or new methods to model the complex, interacting effects of events on
cognition and MEEG dynamics.

A second issue witby-trial organization of an event table is its lack of estbitity. For
consistency, each row loy-trial reporting should contain information about therg\aequence
for the trial. Often however, conditions change atfter events need to be recorded outside the
strict by-trial structure, thereby complicating the annotationcess. When later adding event
markers (lines) to the event file to identify adulial events in the data (such as blinks, alpha
spindles, interictal spikes, background noise dbraaks), researchers must decide whether to
add additional columns and express the new timéerins of trial offsets or to add additional
rows and treat the new markers as separate ndéretremnts. The difficulty with the latter
approach is that the marked event times are likelgross trial boundaries, thus requiring
dataset-specific manual coding and analysis to mehwhe information about those events.
Operations such as regressing out the effects eflajying events or determining effects of
ongoing event context cannot be performed withisit ébtaining a distinct, well-ordered record
of the dataset event onsets and offsets.

4.3 Documenting sensory presentations

Guideline 2: All known sensory presentations that are intended to or may affect neural
responses should be marked and annotated. Sensory presentations (including their onsets
and offsets), as well as transitions between trial, performance blocks, stimulus or task
condition changes, and other known or easily computed significant moments) should be given
event markers. In addition to the formally designated experiment “ stimuli,” dataset sensory
presentations may include delivery of instructions, feedback, auxiliary stimuli including
fixation points, cues, other filler images, changes in background, plus any unplanned events
noted as having occurred during the recording. The role of each sensory presentation within
the task and experiment, as well as a description of the sensory presentation and modality
itself should be documented.

Event annotation should aim to document all that the participant experiences. At a
minimum, thoughtfully detailed reporting of participant sensory experience allows analysts to
regress out the influences of other sensory presentations on dynamics associated with
presentations of the primary stimuli; nonlinear modes of analysis may benefit still more from
thisinformation, quite possibly in ways yet undocumented.

As first shared, the shared W-H MEEG dataset notdyl face image presentation onsets,
while the fMRI dataset also included cross duratioi key press response times as well as
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indicating which key was pressed (left or rightapBrs published by the authors on the fMRI
dataset also included a somewhat more completeipiésic of the event sequence depicted by
the timeline of Fig. 2.

We found some ambiguity in the published descniptod the W-H MEEG experiments.
When did the first trial begin? Did recording begit the start of the first trial? If not, was a
white circle displayed at the beginning of the rdaay? To avoid such ambiguities, it is best
practice towrite experiment control scripts that automatically output event markers for
every sensory presentation event as well as the data itself.

4.4 Documenting participant responses

Guideline 3: Participant motor responses (and any other recorded participant actions)
should be reported. Instructed participant responses or actions should be marked as
individual events (or event sequences) rather than reported only as reaction times and/or by
noting the category of the participant response (e.g., for the W-H experiment, only noting
responses as having indicated a ‘symmetric’ or ‘asymmetric’ judgment). Motor actions
themselves, their planning, and accompanying and ensuing assessment processes are all
supported by brain dynamics that are very likely to be reflected (in part) in neuroimaging data
features.

As with sensory presentations, motor responses should be first annotated from the per spective
of what the participant does, not what it means in terms of the experiment design and task. At
a minimum, the annotation should document who acts and what action they take. The
experiment control program’'s handling of correct, incorrect, and omitted response actions (if
computed by it) should also be articulated if these affect the selection of later stimuli.

Other types of participant actions, instructed or incidental, should also be documented using
appropriate vocabulary from the HED base schema. If these actions were not instructed, they
are not likely to be part of the initial experiment design, so they need to be entered as data
features post hoc.

In the W-H experiment, participants were instrdcte press one of two keys with their
respective left or right index fingers to indicateeir assessment of the ‘symmetry’ of the
presented faces. This symmetry evaluation task wmaslated to the experimenters’ own true
objective in running the experiment. Perhaps fag thason, the participant responses were not
fully documented in the W-H data as originally sfthrand there was no indication in the dataset
documentation of what would occur when or if thetipgpant withheld a key press entirely.
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Thinking more broadly about potential further ukeshe data (e.g., when building the event
design) may hopefully inspire data authors annugatieir data to make it fit for a broader range
of uses and sharing, thereby considering it wortlesio add all available detail about subject
performance to the shared dataset to enhance uedtolataset usability. Here, for example, the
W-H face symmetry evaluation task might itself hesame future interest, as might be how the
pose or gender of a presented face affects branmardics and motor responses. Such readily
recorded variables might also be treated as depéendeiables to strengthen the statistical
reliability of effects of interest in any analysithe data.

4.5 Documenting experimental conditions, controls, and designs

Guideline 4. Experimental conditions, both fixed and changing, should be identified,
whether they are part of the experimental design or are put in place to control
experimental bias. All experimental conditions should be documented, not just the main
design variables. Full documentation allows researchers to systematically test for statistical
differences in data features under various conditions. The explicitly stated experimental design
provides the obvious factors to be annotated.

Any aspect of the experiment that was controlled for bias can provide a condition for
annotation. Elements that are counterbalanced or randomized in a specified range should
always be given serious consideration for explicit annotation as experimental conditions.

The span of each condition should also be identified. Was the condition varied by trial, by
block, by run, by session, or by participant? If so, how and when — precisely?

In addition to the experimental conditions encodedables 2 and 3, the W-H dataset has
other potential condition variables such as the fatage sex (with levelemale andmale), to
encode the perceived sex of the presented facese T a large literature on the relevance of
sex/gender in face recognition (Mishra et al., 2082d the dataset description mentions that
50% of the stimulus faces were female and 50% nTdie. sex of the study participants was
recorded; it would also be possible to identifygarel, and annotate the sex of the faces in the
shared stimulus images. One could then for exaraple whether sex of the imaged face
influenced judgment response time or any MEEG tktture.

4.6 Task specification

Guideline 5: All explicit as well as implicit participant tasks should be identified. A
participant task is an organized participant activity performed during (or sometimes before or
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after) the experiment that may influence participant brain dynamics. Explicit tasks usually
(though not always) determine and lead to actions that the participant performs (or inhibits)
intentionally during the experiment — and should always be documented. Implicit task
challenges, whether or not directly reflected in participant actions, should also be
documented — particularly if they are part of the experimental design. Explicit pre- or post-
session tasks external to the recording session (often an aspect of experiments on learning or
memory, for example) may also be considered for annotation, as in such experiment designs
they may be intended to produce residual or priming effects in the session data.

Explicit tasks. The W-H experiment has three instructed or expliasks: face symmetry
evaluation, gaze fixation, and blink-inhibition. &Hace symmetry evaluation task was the
primary explicit task that the experimental papasits were told to focus on. However, in the
original data evaluation plan, this task was chasaely to direct participant attention to each
face and was irrelevant to the actual scientifialgof the experiment. Because this explicit task
was the central activity the participant was instied to perform, it should be documented as an
explicit task (even if, as here, it did not entébithe original data evaluation plan).

As is common with many neuroimaging experimerts, W-H experiment instructions also
included two other explicit tasks: blink inhibiti@nd gaze fixation. Participants were asked not
to blink when a face was being shown and were talsbto fixate their gaze on the cross when
visible.

Intentional fixation not only reduces the extetnatural eye movements but also may
impose an additional mental load on participantstructed participant actions that may affect
the recorded brain dynamics including, here, biiikbition (Shultz et al., 2011) (Berman et al.,
2012) and fixation (Stacchi et al., 2019), shouldags be considered explicit tasks for
annotation. At a minimum, future analyses of theHWlataset might test how successful
participants were in inhibiting blinks during theesified period. Failures to inhibit might also be
linked to variation in the recorded brain dynamics.

The separation of the two eye activity-relatedksanto distinct tasks is necessary for the W-
H dataset because the blink inhibition task apmidy while the face image is being displayed,
while the gaze fixation tasis active during both the pre-stimulus interval ahd face image
presentation. Thus, these instructed intentiorfe¢ahg action) must be documented as separate
tasks. While blink inhibition and gaze fixation étipe annotated as experimental conditions in
Table 2, activities performed intentionally by peigants should be annotated as tasks, while
elements that correspond to the setting and vargih@xperimental parameters should be
annotated as experimental conditions or contrgiasting interpretation of experiment control
events and mega-analyses across datasets recomiddifferent conditions.
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The W-H fMRI sessions also included data from haweoral face-memory test conducted
after the imaging session was completed. Sincedangcipants did not have foreknowledge of
the behavioral test, an experimental note to tffecteshould be included in the annotation of
those data to inform further analysis. In the posiging face-memory test, W-H asked
participants to view face images and to record idrethey remembered seeing the face in the
experiment sessions. These responses were noti@acla the original shared W-H dataset. To
include them, BIDS conventions expect that theysbwed as a third, behavior-only, W-H
experiment session. This behavioral data is indudehe new W-H-MEEG dataset available on
OpenNeuro.

Implicit tasks. The inclusion of repetition status as a design aldei indicates that the
experimenters were aware that detection of facelhogor repetition) was very likely associated
with brain dynamic effects in these data. The répat status factor helps users assess the
influence of this design factor in the data. Theedion of face novelty might thus be considered
to be an implicit task, that is, an activity thaetparticipants were not directly instructed to
perform, but rather could be expected to perforithée intentionally or near-automatically)
during the course of the experiment, or at verystlethat could affect the recorded brain
dynamics in some systematic manner. The repetisiiantus design variable could also be
associated with another implicit task, face recad, repeated-face recognition and new-face
novelty detection are associated with distinct oractivity patterns (Debener et al., 2005)
(Murashko & Shmukler, 2019) (Courchesne et al. 5)97

The face_type design variable, indicating whether the image fisaofamous face, an
unfamiliar face, or a scrambled face, is also amias candidate here for implicit task
designation. The mixed presentation of these thmegker different sets of images can be
expected to have posed one or more implicit taskamhels on most or all of the participants.
Here, possible implicit tasks includienface recognition, known face recognition, unknown face
appraisal, andknown face identification. Here the scrambled faceofiface) images were aA)
minority of the presented stimuli and differed nmedly from the other face stimuli in visual
presentation. Neuroimaging responses to noveljdmiexpected-category stimuli have distinct
and long-known features.

Clearly, potentially a large number of impliciskas could be annotated for analysis of these
data. The choice of how to identify and annotatplicit tasks depends on what the annotator
thinks may be of value to explore or test in théad&ery often, implicit tasks are associated
with experimental control variables for experiméntasign or bias control. Even when an
implicit task has no direct indication of whethdretuser actually performed the task, the
annotation can be useful for directing downstreasarsl of the data towards aspects of the
experiment that are or may be associated with tsfiecthe data or when comparing differences
in effects across experiments.
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By annotating such implicit tasks, shared dataset®me amenable to future cross-dataset
meta-analysis (of computed data features) and raeghsis (of the raw data). We anticipate
that common best practice norms will develop gréyues researchers see the value added to
their data by performing the annotation in a stgmpatible with other shared datasets involving
different experiment and task designs.

4.7 Documenting temporal organization and architecture

Guideline 6: The temporal architecture of each recording should be annotated. The
internal temporal architecture of each recording should be documented, including timing of
performance blocks and rest periods between task blocks. If blocks of trials were used to vary
or counterbalance some aspect of the experiment, event markers for the beginnings and ends
of these blocks should also be included. More generally, information that remained fixed
throughout the recording should be gathered and annotated using a meta-event marker
inserted at the time of the first data sample.

Many neuroimaging datasets are organized intokbloaf continuous or repeated task
performance interspersed with rest periods. The WHEEG recording sessions were organized
into 6 runs of 7.5 minutes duration containing kesw 140 and 150 face stimulus presentations
(and thus, trial event sequences). Within eachthemW-H MEEG data do not have an explicit
block structure beyond the trial level, though otbgperiments may have temporal structure
within runs imposed to counter-balance various erpental factors.

A review of the W-H MEEG metadata showed that leetw 3 and 6 minutes elapsed
between MEEG session runs. Analysts assume that electrode caps or other saesadt we
repositioned between runsthe same session. If this wasnot the case, the information should be
clearly marked in the data, typically by separatingto separatéata sessions in which channel
locations do not (or are assumed to not) vary. Headements with respect to the MEG dewar
and its embedded sensors are a key concern in Ni&s, and movement files acquired at 1-
second intervals are available for the W-H MEEGasdat.

Although the W-H experiment does not have a paldity complex temporal architecture,
the authors do use the concept of an experimentd] s0 a definition(Definition/Trial,
(Experimental-trial)) could be included in the annotation to indicake dhset and offset of these
trials, when this would seem useful for plannedlys®s. The distributed BIDS task event data
includes aTrial column to make the grouping of the events in eaieth more clear. Note
however our cautions (in Section 4.2) about anim@agévents only in relation to trial event
groupings.
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4.8 The event design process

Event design is usually an iterative process. Belosvsuggested steps to maximize the chances
that the design leads to complete and valuabletatioo:

1. Sketch a rough time-line (as in Fig. 2). Having a good picture in mind ofshthe experiment
unfolds is a helpful starting point.

2. List the basic event concepts of the experiment and give them concise, easily interpretable
names. Relevant concepts include sensory presentati@mscipant tasks and motor and/or verpal
responses, experiment design, and bias contrariact

3. Write a concise but complete text description of each event concept. A good starting point is t
create a table of component names and descriptions.

List the needed event marker types (as in Fig. 2), including Onsets and Offsets plug @ther.

Assign a primary HED Event category tag to each markefas in Fig. 3).

Deter mine which additional columnsif any should be in the BIDS. .events.tsv file.

Verify that the event concepts (stimuli, responses, factors, levels, tasks) can be associated either
with ...events.tsv event table markers (rows) or with event table wwla having HED
definitions in the. . .events.json files.

8. Check and iterate as needed.

7

No gk

In performing event design, annotators shouldaityt not try too hard to complete detailed
HED tags, but should make sure that the relatiah@®vent markers to the experiment structure
is correctly expressed. Detailed event annotateonle easily added (or edited as needed) later
in the process by editing the .events. json files.

5. Discussion and roadmap

Good event design and annotation are essentiamnsuring the usability and longevity of
both shared and stored neuroimaging data. Resesraoked to think beyond the immediate
problem to be analyzed and think about how to skt in a manner that allows other
researchers to rely on the data and benefit teegarch by its use. Many publishers encourage
researchers to publish their data in a publicatigtinct from the primary published work.
Separate publication increases the visibility oé ttwvork and provides authors with the
opportunity to produce data with high quality do@ntation.

Current standards and conventions for sharingam@aging data including BIDS focus on
file structure and inclusion of basic metadata bate few requirements with respect to
annotation of experiment events. In fact, we kndw® system other than HED that supports
annotation of the detailed natureavents in human neuroimaging time series data. Many ef th
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BIDS-validated MEEG datasets that we have evaluate@®penNeuro have sparse or missing
event annotations (Delorme et al., 2020). For sBIDS datasets, adding a single
...events.json sidecar file, as illustrated here, or improvingexisting one may be all that is
needed to turn an otherwise impoverished and uteisalaset into a richly informative one.

Annotators should begin by simply naming and dbsay sensory presentations, participant
response actions, explicit tasks, and task comditi&ven without including very detailed HED
tags in the definitions of these concepts, thegsence in the annotation can allow future
automated tools to produce detailed informativeasktt summaries and structural information.
For example, the presence @dndition-variable tags allows tools to extract information about
that condition variable even if no other tags axevjpled. Additional details can be added to the
...events.json file at any time without modifying the rest of tHataset.

Ideally, a thoughtful approach to event desigme®ed here should be initiated before the
experiment begins. The reported event streams ghmlunwound so that each event phase is
reported Ky-event) in its own row in an...events.tsv file rather than having some event
phases being reported indirectly as offsets oramesp times relative to other reported events
(Section 4.2). The latteby-trial) approach can result in hopelessly convoluted tesgrams,
particularly when additional data-feature or exy@@mhotation events are addpokt hoc. Such
reporting makes analyses as simple as regressintyeeffects of overlapping temporal events
nearly impossible without extensive manual re-cgdipecific to each dataset.

HED Library Schema. HED now supports library schema, specialized HEDabulary trees
used when needed for an annotation in conjunctith the HED base schema for annotation
terms needed by specific research user commuranes applications. Currently, a SCORE
library schema for standard labeling of neuropHhygsjieal clinical EEG recordings (Beniczky et
al.,, 2017) is under development, and work is bdagmron a MOVIE library schema for
annotating experiments involving 4-D (animated)nsius presentation. A linguistics library
schema is under consideration by another group.avieready to assist any interested user
groups in developing library schemas to make abklaspecialized subfield annotation
vocabularies available in HED, for example thosedeel to describe experiments involving
biomechanics, virtual reality, music, or other sgsé areas.

We also expect to make more progress on diffieribaining annotation issues including
documenting spatial relationships, body movemeainés, and task designs in HED. We also
plan to work with experiment control program deyas to investigate approaches for adding
HED tags to experimental events and recorded [gaatit actions during data acquisition. We
look forward to documenting and demonstrating thkie of the HED context framework, only
briefly discussed here (Section 2.4), for perfogntiontext-aware analysis of neural dynamics.
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HED tools for validation and analysis support, soafready implemented and others now
under development, are being written in Python. BDHJavaScript validation tool has been
incorporated into the official BIDS validator arglbeing continually improved. Online tools are
available ahedtools.ucsd.edu. The CTagger annotation togj ihub.convhed-standard/CTagger)
provides a simple-to-use interface that suppodartiing through doing” HED annotation. HED
support tools for MATLAB have also been incorpodateto EEGLAB including tools to select
and process data epochs based on searches thratagketdtHED annotations. All HED code and
issue forums are available on the HED organizaBahlub website @ithub.convhed-standard).
The HED specification and list of tools and resesrcis available at hed-
specification.readthedocs.io/en/latest/index.html. Further documentation is available on the HED
website \www.hedtags.org).

Finally, we should not ignore the suitability fldED annotation to be applied equally well
and in the same manner to events in other timeesatata including fMRI. The sensory
presentations and participant actions, as welhatata changes in experimental parameters and
conditions in the many thousands of reported fMRleziments are as equally well suited to
HED annotation as are the (typically quite similayperiment events in many MEEG
experiments.

We believe that the time has now arrived for walead recognition and acceptance of the
need for a common framework for performing evemtaation of neuroimaging time series data
that facilitates replication as well as advancedlyasis, either within or across experiments and
datasets. Third-generation HED and its supportinglst are now in open release,
(github.com/hed-standard). We welcome reader camsnsuggestions, and participation.
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Supplementary Table 1. Complete JSON event file for Wakeman-Henson datakert-form).
The file has been re-spaced for readability. Allttee definitions have been gathered into
additional metadata dictionaries at the end offiteke We have included the text descriptions as
BIDS Levels for categorical columns, but these daalso be included in the HED annotations
using theDescription tag.

{
"onset": {
"Description™: "Position of event marker in seconds relative to the start.”,
"Units": "s"
¥

"duration”: {
"Description”: "Duration of the event in seconds.",

"Units": "s"
¥
"event_type": {
"LongName": "Event category",
"Description™: "The main category of the event.”,
"Levels": {
"show_face™: "Display a face to mark end of pre-stimulus and start of blink-inhibition.",
"show_face_initial”: "Display a face at the beginning of the recording.”,
"show_circle": "Display a white circle to mark end of the stimulus and blink inhibition.",
"show_cross"”: "Display only a white cross to mark start of trial and fixation.",
"left_press": "Experiment participant presses a key with left index finger.",
"right_press": "Experiment participant presses a key with right index finger.",
"setup_left_sym": "Setup for experiment with pressing key with left index finger
means a face with above average symmetry.",
"setup_right_sym": "Setup for experiment with pressing key with right index finger
means a face with above average symmetry.",
"double_press": "Experiment participant presses both keys ."
}J
"HED": {
"show_face": "Sensory-event, Experimental-stimulus, (Def/Face-image, Onset),
(Def/Blink-inhibition-task,Onset), (Def/Cross-only, Offset)",
"show_face_initial": "Sensory-event, Experimental-stimulus, (Def/Face-image, Onset),
(Def/Blink-inhibition-task, Onset), (Def/Fixation-task, Onset)",
"show_circle": "Sensory-event, (Intended-effect, Cue), (Def/Circle-only, Onset),
(Def/Face-image, Offset), (Def/Blink-inhibition-task, Offset), (Def/Fixation-task, Offset)",
"show_cross”: "Sensory-event, (Intended-effect, Cue), (Def/Cross-only, Onset),
(Def/Fixation-task, Onset), (Def/Circle-only, Offset)",
"left_press”: "Agent-action, Participant-response, Def/Press-left-finger”,
"right_press"”: "Agent-action, Participant-response, Def/Press-right-finger",
"setup_left_sym": "Experiment-structure, (Def/Left-sym-cond, Onset),
(Def/Initialize-recording, Onset)”,
"setup_right_sym": "Experiment-structure, (Def/Right-sym-cond, Onset),
(Def/Initialize-recording, Onset)”,
"double press": "Agent-action, Indeterminate-action, (Press, Keyboard-key)"
}
}J

"face_type": {
"Description™: "Factor indicating type of face image being displayed.”,

"Levels": {
"famous_face"”: "A face that should be recognized by the participants.”,
"unfamiliar_face": "A face that should not be recognized by the participants.”,

"scrambled_face": "A scrambled face image generated by taking face 2D FFT."
})

43


https://doi.org/10.1101/2021.05.06.442841
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2021.05.06.442841,; this version posted November 18, 2021. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

"HED": {
"famous_face": "Def/Famous-face-cond",
"unfamiliar_face"”: "Def/Unfamiliar-face-cond”,
"scrambled_face": "Def/Scrambled-face-cond"
}
¥
"rep_status”: {
"Description™: "Factor indicating whether this image has been already seen.”,
"Levels": {
"first_show": "Factor level indicating the first display of this face.",
"immediate_repeat”: "Factor level indicating this face was the same as previous one.”,
"delayed_repeat”: "Factor level indicating face was seen 5 to 15 trials ago."”
})
"HED": {
"first_show": "Def/First-show-cond",
"immediate_repeat”: "Def/Immediate-repeat-cond”,
"delayed_repeat”: "Def/Delayed-repeat-cond”
}
}J
"trial”: {
"Description”: "Indicates which trial this event belongs to.",
"HED": "Experimental-trial/#"
}J
"rep_lag”: {
"Description": "How face images before this one was the image was previously presented.”,
"HED": "(Face, Item-interval/#)"
¥
"stim_file": {
"Description”: "Path of the stimulus file in the stimuli directory.”,
"HED": "(Image, Pathname/#)"
}J

"hed_def_sensory”: {
"Description”: "Metadata dictionary for gathering sensory definitions”,
"HED": {
"cross_only def": "(Definition/Cross-only, (Visual-presentation, (Foreground-view,
(White, Cross), (Center-of, Computer-screen)), (Background-view, Black),
Description/A white fixation cross on a black background in the center of the screen.))",
"face_image_def": "(Definition/Face-image, (Visual-presentation,
(Foreground-view, ((Image, Face, Hair), Color/Grayscale), ((White, Cross),
(Center-of, Computer-screen))), (Background-view, Black),
Description/A happy or neutral face in frontal or three-quarters frontal pose with long
hair cropped presented as an achromatic foreground image on a black background with
a white fixation cross superposed.))”,
"circle only def": "(Definition/Circle-only, (Visual-presentation, (Foreground-view,
((White, Circle), (Center-of, Computer-screen))), (Background-view, Black),
Description/A white circle on a black background in the center of the screen.))"

}

}J

"hed_def_actions": {
"Description™: "Metadata dictionary for gathering participant action definitions”,
"HED": {

"press_left finger_def": "(Definition/Press-left-finger,
((Index-finger, (Left-side-of, Experiment-participant)), (Press, Keyboard-key),
Description/The participant presses a key with the left index finger to indicate
a face symmetry judgment.))",
"press_right finger_def": "(Definition/Press-right-finger,
((Index-finger, (Right-side-of, Experiment-participant)), (Press, Keyboard-key),
Description/The participant presses a key with the right index finger to indicate
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a face symmetry evaluation.))"
}
¥
"hed_def_conds”: {
"Description": "Metadata dictionary for gathering experimental condition definitions"”,
"HED": {
"famous_face_cond_def": "(Definition/Famous-face-cond, (Condition-variable/Face-type,
(Image, (Face, Famous)), Description/A face that should be recognized by the participants))”,
"unfamiliar_face cond_def": "(Definition/Unfamiliar-face-cond,
(Condition-variable/Face-type, (Image, (Face, Unfamiliar)),
Description/A face that should not be recognized by the participants.))”,
"scrambled face cond_def": "(Definition/Scrambled-face-cond,
(Condition-variable/Face-type, (Image, (Face, Disordered)),
Description/A scrambled face image generated by taking face 2D FFT.))",
"first_show_cond_def": "(Definition/First-show-cond,
((Condition-variable/Repetition-type, (Item-count/1, Face), Item-interval/o),
Description/Factor level indicating the first display of this face.))",
"immediate_repeat_cond_def": "(Definition/Immediate-repeat-cond,
((Condition-variable/Repetition-type, (Item-count/2, Face), Item-interval/l),
Description/Factor level indicating this face was the same as previous one.))",
"delayed repeat_cond_def": "(Definition/Delayed-repeat-cond,
(Condition-variable/Repetition-type, (Item-count/2, Face),
(Item-interval, (Greater-than-or-equal-to, Item-interval/5)),
Description/Factor level indicating face was seen 5 to 15 trials ago.))",
"left_sym_cond_def": "(Definition/Left-sym-cond, (Condition-variable/Key-assignment,
((Index-finger, (Left-side-of, Experiment-participant)), (Behavioral-evidence, Symmetrical)),
((Index-finger, (Right-side-of, Experiment-participant)), (Behavioral-evidence, Asymmetrical)),
Description/Left index finger key press indicates a face with above average symmetry.))",
"right_sym_cond_def": "(Definition/Right-sym-cond, (Condition-variable/Key-assignment,
((Index-finger, (Right-side-of, Experiment-participant)), (Behavioral-evidence, Symmetrical)),
((Index-finger, (Left-side-of, Experiment-participant)), (Behavioral-evidence, Asymmetrical)),
Description/Right index finger key press indicates a face with above average symmetry.))”
}
}J
"hed_def_tasks": {
"Description”: "Metadata dictionary for gathering task definitions”,
"HED": {
"face_symmetry_evaluation_task def": "(Definition/Face-symmetry-evaluation-task,
(Task, Experiment-participant, (See, Face), (Discriminate, (Face, Symmetrical)),
(Press, Keyboard-key),
Description/Evaluate degree of image symmetry and respond with key press evaluation.))",
"blink_inhibition_task_def": "(Definition/Blink-inhibition-task,
(Task, Experiment-participant, Inhibit-blinks,
Description/Do not blink while the face image is displayed.))",
"fixation_task_def": "(Definition/Fixation-task, (Task, Experiment-participant, (Fixate, Cross),
Description/Fixate on the cross at the screen center.))”

¥
}J
"hed_def_setup": {

"Description™: "Metadata dictionary for gathering setup definitions”,

"HED": {

"setup_def"”: "(Definition/Initialize-recording, (Recording))"
}

}J
"value": {

"Description”: "Numerical event marker",
"Levels": {
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"x0": "Disappearance of face image and display of the inter-stimulus circle simultaneously”,
"x1": "Disappearance of face image and display of the inter-stimulus circle simultaneously”,
"x2": "Initial setup with left finger key press indicating above average symmetry”,

"x3": "Initial setup with right finger key press indicating above average symmetry",

"x5": "Initial presentation of famous face",

"x6": "Immediate repeated presentation of famous face”,

"x7": "Delayed repeated presentation of famous face",

"x13": "Initial presentation of unfamiliar face”,

"x14": "Immediate repeated presentation of unfamiliar face”,

"x15": "Delayed repeated presentation of unfamiliar face",

"x17": "Initial presentation of scrambled face”,

"x18": "Immediate repeated presentation of scrambled face”,

"x19": "Delayed repeated presentation of scrambled face",

"x256": "Left finger key press”,
"x4096": "Right finger key press”,
"x4352": "Left and right finger key presses”
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Supplementary Table 2: The assembled form of the HED annotation for thewsd event in Table 3 (as
shown in Table 5) and in three different forms exed by tools. Form 1 is the form that would notgnal
appear in the . .events.json sidecar and be viewed. The tag strings have lesepaced and partially
bolded for readability.

Form 1. Short-form annotation of the sensory event coordmg to the first showing of famous face
imagef032.bmp. Definitions are unexpanded (as shown in Table 7).

Sensory-event, Experimental-stimulus, (Def/Face-image, Onset), (Def/Blink-inhibition-task, Onset), (Def/Cross-
only, Offset), Def/Famous-face-cond, Def/lmmediate-repeat-cond,
(Itenrinterval/1),(Image, Pathname/f032.bmp)

Form 2. Long-form annotation of the sensory event corredpanto an immediate reshowing
of famous face imagee32.bmp. Definitions are unexpanded. Terms from Form lsh@wvn in
bold.

Event/Sensory-event,
Property/Task-property/Task-event-role/Experimental -stimulus, (Property/Organizati onal -property/Def/Face-
image,

Property/Data-property/Data-mar ker/Tempor al-marker/Onset),
(Property/Organizational-property/Def/Blink-inhibition-task,
Property/Data-property/Data-mar ker/Tempor al-marker/Onset),
(Property/Organizational-property/Def/Cross-only,
Property/Data-property/Data-mar ker/Tempor al-marker/Off set),
Property/Organizational - property/Def/Famous-face-cond,
Property/Organizational - property/Def/| mmediate-r epeat-cond,
(Property/Data-property/Data-val ue/Quantitative-val ue/l tem-interval /1)
(ItemyObj ect/Man-made-obj ect/Media/Visualization/l mage,

Property/I nfor mati onal -pr oper ty/Metadata/Pathname/f032.bmp)
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Form 3: Short-form annotation of the sensory event corredpmy to the immediate reshowing famous
face imagef@32.bmp. Definitions are expanded. The annotation has besmually indented to improve
readability.

Sensory-event,
Experimental-stimulus,
((Def-expand/Face-image,
(Visual-presentation, (Foreground-view, ((Image, Face, Hair), Color/Grayscale),
((White, Cross), (Center-of, Computer-screen))), (Background-view, Black),
Description/A happy or neutral facein frontal or three-quarters frontal pose with long hair cropped
presented as an achromatic foreground image on a black background with a white fixation cross
superposed.)), Onset),
((Def-expand/Blink-inhibition-task,
(Task, Experiment-participant, Inhibit-blinks,
Description/Do not blink while the face image is displayed.)), Onset),
((Def-expand/Cross-only,
(Visual-presentation, (Foreground-view, (White, Cross), (Center-of, Computer-screen)),
(Background-view, Black),
Description/A white fixation cross on a black background in the center of the screen.)), Offset),
(Def-expand/Famous-face-cond, (Condition-variable/Face-type,
(Image, (Face, Famous)), Description/A face that should be recognized by the participants)),
(Def-expand/| mmediate-repeat-cond, (Condition-variable/Repetition-type, (Item-count/2, Face),
Description/Factor level indicating the first display of this face.)),
Itemrinterval/1,
(Image, Pathname/f032.bmp)
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Form 4: Long-form annotation of the sensory event corradpg to the first showing of famous face
imagef032.bmp. Definitions are expanded.

Event/Sensory-event,

Property/Task-property/Task-event-rol €/ Experimental -stimulus,

((Property/Organizational -property/ Def-expand/F ace-image,

(Property/Sensory-property/ Sensory-presentation/Visual - presentation,
(Property/Sensory-property/Sensory-presentati on/Visual - presentati on/For eground-view,
((Item/Object/Man-made-obj ect/Media/Visualization/Image,

I tenVBi ol ogi cal -iterm/ Anatomi cal -item/Body-part/Head/Face,

I tenVBi ol ogi cal -iterm/ Anatomi cal -iterm/Body-part/Head/Hair),
Property/Sensory-property/Sensory-attribute/Visual -attribute/Col or/Grayscal e),
((Property/Sensory-property/ Sensory-attribute/\Visual -attri bute/ Col or/CSS-col or/White-col or /White,
| tem/Obj ect/Geometric-object/2D-shape/Cross),

(Relation/Spatial-relation/Center-of,

I tem/Obj ect/Man-made-object/Device/l O-devi ce/ Output-devi ce/ Displ ay-devi ce/ Computer -screen))),
(Property/Sensory-property/Sensory-presentati on/Visual -presentati on/Background-view,
Property/Sensory-property/Sensory-attribute/Visual -attribute/ Col or/CSS-col or/Gray-col or/Black),
Property/I nformational -property/Description/A happy or neutral facein frontal or three-quarters frontal pose with
long hair cropped presented as an achromatic foreground image on a black background with a white fixation cross
superposed.)),

Property/Data-property/Data-mar ker/Tempor al-marker/Onset),
((Property/Organizational -property/ Def-expand/Blink-inhibition-task,
(Property/Organizational-property/ Task,

Property/ Agent-property/ Agent-task-r ol e/ Exper i ment-participant,
Action/Move/Move-body-part/Move-eyes/| nhibit-blinks,

Property/I nfor mational -property/Description/Do not blink while the face image is displayed.)),
Property/Data-property/Data-mar ker/Tempor al-marker/Onset)

((Property/Organizational -property/Def-expand/Cross-only,

(Property/Sensory-property/ Sensory-presentation/Visual - presentati on,

(Property/ Sensory-property/ Sensory-presentation/Visual - presentati on/For egr ound-view,
(Property/Sensory-property/ Sensory-attribute/Visual -attribute/ Col or/CSS-col or/\WWhite-col or /White,

| te/ Obj ect/Geometri c-object/2D-shape/Cross),

(Rel ation/Spatial-relati on/Center-of,

I tem/Obj ect/Man-made-object/Device/l O-devi ce/ Output-devi ce/ Display-device/ Computer -screen)),
(Property/Sensory-property/Sensory-presentati on/Visual - presentati on/Backgr ound-view,
Property/Sensory-property/Sensory-attribute/Visual -attribute/ Col or/CSS-col or/Gray-col or/Black),
Property/I nformational -property/Description/A white fixation cross on a black background in the center of the
screen.)),

Property/Data-property/Data-mar ker/Tempor al-marker/Off set),

(Property/Organizational -property/Def-expand/Famous-face-cond,
(Property/Organizational-property/Condition-variabl e/F ace-type,

(Item/Obj ect/Man-made-obj ect/Media/Visualizati on/I mage,

(Iterm/Biol ogi cal -itenmyAnatomi cal -itemyBody-part/Head/Face,

Property/Data- property/Data-val ue/Categorical -val ue/ Categori cal -j udgment-val ue/Famous)),
Property/Informational -property/Description/A face that should be recognized by the participants)),
(Property/Organizational -property/Def-expand/| mmedi ate-r epeat-cond,

(Property/Organizational -property/Condition-variabl e/Repetition-type,
(Property/Data-property/Data-val ue/Quantitative-val ue/ltem-count/2,

ItenyBi ol ogical -itemyAnatomi cal -itenVBody-part/Head/Face),

Property/I nformational -property/Description/Factor level indicating the first display of this face.)),
Property/Data-property/Data-val ue/Quantitative-value/Itemrinterval/1,

(ItemYObj ect/Man-made-obj ect/Media/Visualization/lmage,

Property/I nfor mati onal -pr operty/Metadata/Pathname/f032.bmp)
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