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Abstract

We present modern machine learning, focusing on the state-of-the-art classification

methods of decision forests and deep networks, as partition and vote schemes. This

illustrative presentation allows for both a unified basic understanding of how these

methods work from the perspective of classical statistical pattern recognition as well

as useful basic insight into their relationship with each other . . . and potentially with

brain functioning.
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1 Introduction

The classical statistical formulation of the classification problem consists of

(X, Y ), (X1, Y1), · · · , (Xn, Yn)
iid
∼ FXY ,

where Tn = {(Xi, Yi)}i∈{1,··· ,n} is the training data and (X, Y ) represents the to-be-classified

test observationX with true-but-unobserved class label Y . We consider the simplest setting

in which X is a feature vector in <d and Y is a class label in {0, 1}. The goal is to learn

a classification rule gn = g(·; Tn) mapping feature vectors to class labels such that the

probability of misclassification L(gn) = P [g(X; Tn) 6= Y |Tn] is small.

Stone’s Theorem for universally consistent classification (Stone, 1977; Devroye et al.,

1997) demonstrates, loosely speaking, that a successful classifier can be constructed by first

partitioning the input space into cells – the partition depends on n – such that the number

of training data points in each cell goes to infinity but slowly in n, and then estimating

the posterior η(x) = P [Y = 1|X = x] locally by voting based on the training class labels

associated with the training feature vectors in cell C(x) ⊂ <d in which the test observation

falls. That is, letting S(x) = {X1, · · · , Xn}∩C(x) be the subset of Xi’s falling in cell C(x),

and letting N(x) = |S(x)| =
∑

i I{Xi ∈ C(x)} be the cardinality of this set, we consider

the posterior estimate η̂(x) = (1/N(x))
∑

i:Xi∈C(x) I{Yi = 1}. Then, under some technical

conditions on the manner of choosing the sequence of partitions Pn = {Cn,1, · · · , Cn,Kn
},

the plug-in rule g(X; Tn) = I{η̂(X) > 1/2} is universally consistent: L(gn) → L∗ almost

surely for any FXY , where L∗ is the Bayes optimal probability of misclassification.

2 Decision Forests & Deep Networks

In the context of our formulation of the classification problem, we provide a unified de-

scription of the two dominant methods in modern machine learning, the decision forest

(DF) and the deep network (DN), as ensemble partition and vote schemes. This allows for

useful basic insight into their relationship with each other . . . and potentially with brain

functioning.
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2.1 Decision Forests

Decision forests, including random forests and gradient boosting trees, demonstrate state-

of-the-art performance in a variety of machine learning settings. DFs have typically been

implemented as ensembles of axis-aligned decision trees – trees that split along canonical

feature dimensions only – but modern extensions employ axis-oblique splits (Breiman, 2001;

Criminisi and Shotton, 2013; Athey et al., 2019; Tomita et al., 2020).

Given the training data Tn, each tree t in a random forest constructs a partition Pn,t

by successively splitting the input space based on a random subset of the data (per tree)

and then choosing a hyperplane split based on a random subset of the dimensions (per

node) using some criterion for split utility at each node such as maximal reduction in class

confusion for the training data falling to that node. The details provide ample fodder for

myriad implementations, and a simple depiction necessarily suffers from an inability to

visualize input space <d for d > 2, but Figure 1 illustrates the idea.
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Figure 1: A tree in the forest. Given the random subset Tn,t of the training data allocated

to tree t, the root node (red) performs a hyperplane split of <d based on a random subset

of dimensions; the two daughter nodes (green and blue) split their respective partition cells

based on a separate random subset of dimensions allocated to each node; etc. In the end,

this tree results in a partition of <d with the leaf nodes corresponding to partition cells

for which training data class labels yield local posterior estimates. The forest classifies the

test observation feature vector X by voting over trees using the cells Cn,t(X) in which X

falls.

3

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 19, 2020. ; https://doi.org/10.1101/2020.04.29.068460doi: bioRxiv preprint 

https://doi.org/10.1101/2020.04.29.068460
http://creativecommons.org/licenses/by-nc-nd/4.0/


The depth of each tree is a function of n and involves a tradeoff between leaf purity

and regularization to alleviate overfitting. Details aside, each tree results in a partition

Pn,t of <
d and each partition cell – each leaf of each tree – admits a posterior estimate

η̂n,t,j = (1/Nn,t,j)
∑

i:Xi∈Cn,t,j
I{Yi = 1} based on the class labels of the training data feature

vectors that fall into cell Cn,t,j.

The conceit of the forest is that of resampling: by choosing a separate subset Tn,t of

the training data for each tree t, the ensemble forest posterior estimate is superior to that

of any individual tree. Regardless, the overall classifier is seen to be a partition and vote

scheme, and under appropriate conditions on the manner of choosing the partitions Pn,t

we have L(gDF
n ) → L∗.

2.2 Deep Networks

Deep networks are extraordinarily popular and successful in modern machine learning.

(LeCun et al., 2015; Sze et al., 2017; Montúfar et al., 2014; Montúfar, 2017). As depicted

in Figure 2, each internal node v`,k in layer ` of the network gathers inputs x̃`−1,j, j =

1, · · · , n`−1 from the previous layer, weighted by w`−1,j,k, j = 1, · · · , n`−1, and outputs

x̃`,k = f`,k(
∑

j

x̃`−1,jw`−1,j,k) = f`,k(X̃
T
`−1W`−1,k) = f(X̃T

`−1W`−1,k + b`,k).

When using the so called ReLU (rectified linear unit) function max(0, ·) = (·)+ as the

activation function f , each node performs a hyperplane split based on a linear combination

of its inputs, passing a non-zero value forward if the input is on the preferred side of

the hyperplane; data in the cell defined by the collection of polytopes induced by nodes

{v`−1,j}, weighted, falls into node v`,k and is output based on a partition refinement. Letting

X̃` = [x̃`,1, · · · , x̃`,n`
]T be the output of layer ` and W`,j = [w`,1,j, · · · , w`,n`,j]

T be the

weights from layer ` to the jth node in layer ` + 1, node v`+1,j sees X̃T
` W`,j and outputs

x̃`+1,j = (X̃T
` W`,j + b`+1,j)

+. Thus a node in the last internal layer corresponds to a union

of hyperplane-induced partition cells, defined via composition of all the nodes earlier in the

network.
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d = 3

` = 0
<latexit sha1_base64="2NEkIzz0xYJyBYwOpgzF4icuk44=">AAAB03icZY+7TsMwFIZPuBZzS2FkiejCVCWAxFRRwcJYJNJ2CKoc96RYdWzLdkGoqoQQK4/ACgMPwjPwNqSXJfSfPn320Tl/qgW3Lgx/vZXVtfWNzcoW2d7Z3dv3qwdtq0aGYcyUUKabUouCS4wddwK72iDNU4GddHg9fe88orFcyTv3rPE+pwPJM86oK1TPr/aDRnAWJAlJUIiCw55fC+vhLMEyRAuoXf6QxgsAtHr+d9JXbJSjdExQa8fUOM4ETkii+1nOpTKLCxrnJBlZ1JQN6QDHmho75HpSkpmSDiUry1nPskJZbDTUYVnT3ObUPZTl1Bib2QkhRbvof5dlaJ/Wo4Jvo1rzCuapwBEcwwlEcAFNuIEWxMDgCT7gE7682Bt7r97b/OuKt5g5hFK89z87QYWC</latexit><latexit sha1_base64="olmJlyh4r9LLji31319yZAXA2iM=">AAAB03icZY+7TsMwFIZPyq2YWwojS0QXpioBJKaIChbGIpG2Q1DluCfFquNYtgtCVRfEyiMwIcHAg/AIiLchvSyh//Tps4/O+RMluLG+/+tUVlbX1jeqm2Rre2d3z63tt00+0gwjlotcdxNqUHCJkeVWYFdppFkisJMMr6bvnQfUhufy1j4pvMvoQPKUM2oL1XNrfS/0Tr04JjEKUbDfc+t+w5/FW4ZgAfWLbxKq9x/S6rlfcT9nowylZYIaM6baciZwQmLVTzMuc724IDwj8cigomxIBzhWVJshV5OSTHNpUbKynPUsK5TFRk0tljXNTEbtfVlOjTapmRBStAv+d1mG9kkjKPgmqDcvYZ4qHMIRHEMA59CEa2hBBAwe4Q0+4NOJnLHz7LzMv1acxcwBlOK8/gH0FYb2</latexit><latexit sha1_base64="olmJlyh4r9LLji31319yZAXA2iM=">AAAB03icZY+7TsMwFIZPyq2YWwojS0QXpioBJKaIChbGIpG2Q1DluCfFquNYtgtCVRfEyiMwIcHAg/AIiLchvSyh//Tps4/O+RMluLG+/+tUVlbX1jeqm2Rre2d3z63tt00+0gwjlotcdxNqUHCJkeVWYFdppFkisJMMr6bvnQfUhufy1j4pvMvoQPKUM2oL1XNrfS/0Tr04JjEKUbDfc+t+w5/FW4ZgAfWLbxKq9x/S6rlfcT9nowylZYIaM6baciZwQmLVTzMuc724IDwj8cigomxIBzhWVJshV5OSTHNpUbKynPUsK5TFRk0tljXNTEbtfVlOjTapmRBStAv+d1mG9kkjKPgmqDcvYZ4qHMIRHEMA59CEa2hBBAwe4Q0+4NOJnLHz7LzMv1acxcwBlOK8/gH0FYb2</latexit><latexit sha1_base64="olmJlyh4r9LLji31319yZAXA2iM=">AAAB03icZY+7TsMwFIZPyq2YWwojS0QXpioBJKaIChbGIpG2Q1DluCfFquNYtgtCVRfEyiMwIcHAg/AIiLchvSyh//Tps4/O+RMluLG+/+tUVlbX1jeqm2Rre2d3z63tt00+0gwjlotcdxNqUHCJkeVWYFdppFkisJMMr6bvnQfUhufy1j4pvMvoQPKUM2oL1XNrfS/0Tr04JjEKUbDfc+t+w5/FW4ZgAfWLbxKq9x/S6rlfcT9nowylZYIaM6baciZwQmLVTzMuc724IDwj8cigomxIBzhWVJshV5OSTHNpUbKynPUsK5TFRk0tljXNTEbtfVlOjTapmRBStAv+d1mG9kkjKPgmqDcvYZ4qHMIRHEMA59CEa2hBBAwe4Q0+4NOJnLHz7LzMv1acxcwBlOK8/gH0FYb2</latexit><latexit sha1_base64="oYVCzoyoWCc1QjyFTEvEBLAOfHQ=">AAAB03icZY+7TsMwFIaPy62EWwojS0QXpioBpE6VKlgYi0TaDkGV454Uq45t2S4IVV0QK4/ACgNPxNuQliyh//Tps4/O+VMtuHVh+ENqG5tb2zv1XW9v/+DwyG8c962aGYYxU0KZYUotCi4xdtwJHGqDNE8FDtLpzfJ98ITGciXv3YvGh5xOJM84o65QI78xDjrBZZAkXoJCFByO/GbYClcJ1iEqoQlleiP/OxkrNstROiaotXNqHGcCF16ix1nOpTLlBZ0rL5lZ1JRN6QTnmho75XpRkZmSDiWrylXPqkJZbDTUYVXT3ObUPVbl0hib2YXnFe2i/13WoX/Rigq+i5rd67JnHU7hDM4hgjZ04RZ6EAODZ/iAT/giMZmTV/L297VGypkTqIS8/wISRIO1</latexit>

X ∈ R
d

<latexit sha1_base64="QxVo3B0bX8zBu92m08VFgjA2LiM=">AAACIXicdVA7T8MwGPzCs5RXKCOLRYXEVCUssFHBwlgQfUhNKY7jtFadh2wHEUX5KywM8FfYEBvij8CG03ZpCydZOt2d7dO5MWdSWdansbS8srq2Xtoob25t7+yae5WWjBJBaJNEPBIdF0vKWUibiilOO7GgOHA5bbujy8JvP1AhWRTeqjSmvQAPQuYzgpWW+malgxwWIifAaui62U1+5/XNqlWzxkCLxJ6S6vmP798DQKNvfjteRJKAhopwLGXXtmLVy7BQjHCal51E0hiTER7QbNw4R0da8pAfCX1ChcbqTA4HUqaBq5NFMznvFeJ/XvGi/MvsJso/62UsjBNFQzJp4SccqQgV2yCPCUoUTzXBRDBdH5EhFpgoveDsN0LgNC/rqez5YRZJ66Rma35tV+sXMEEJDuAQjsGGU6jDFTSgCQQe4Qle4NV4Nt6Md+NjEl0ypnf2YQbG1y/ed6YG</latexit><latexit sha1_base64="QmO/YmnTOVCyp0sd2/odM0/t0v8=">AAACIXicdVA7T8MwGPxSXqW8QhlZLCokpiphgY0KFsaC6ENqS+U4TmvVech2EFGUv8LCAH+FDbEh/ghsOGmXtnCSpdPd2T6dE3EmlWV9GqWV1bX1jfJmZWt7Z3fP3K+2ZRgLQlsk5KHoOlhSzgLaUkxx2o0Exb7DaceZXOV+54EKycLgTiURHfh4FDCPEay0NDSrXdRnAer7WI0dJ73N7t2hWbPqVgG0TOwZqV38eAWaQ/O774Yk9mmgCMdS9mwrUoMUC8UIp1mlH0saYTLBI5oWjTN0rCUXeaHQJ1CoUOdy2Jcy8R2dzJvJRS8X//PyF+VfZi9W3vkgZUEUKxqQaQsv5kiFKN8GuUxQoniiCSaC6fqIjLHAROkF578RAidZRU9lLw6zTNqndVvzG7vWuIQpynAIR3ACNpxBA66hCS0g8AhP8AKvxrPxZrwbH9NoyZjdOYA5GF+/rcGnPg==</latexit><latexit sha1_base64="QmO/YmnTOVCyp0sd2/odM0/t0v8=">AAACIXicdVA7T8MwGPxSXqW8QhlZLCokpiphgY0KFsaC6ENqS+U4TmvVech2EFGUv8LCAH+FDbEh/ghsOGmXtnCSpdPd2T6dE3EmlWV9GqWV1bX1jfJmZWt7Z3fP3K+2ZRgLQlsk5KHoOlhSzgLaUkxx2o0Exb7DaceZXOV+54EKycLgTiURHfh4FDCPEay0NDSrXdRnAer7WI0dJ73N7t2hWbPqVgG0TOwZqV38eAWaQ/O774Yk9mmgCMdS9mwrUoMUC8UIp1mlH0saYTLBI5oWjTN0rCUXeaHQJ1CoUOdy2Jcy8R2dzJvJRS8X//PyF+VfZi9W3vkgZUEUKxqQaQsv5kiFKN8GuUxQoniiCSaC6fqIjLHAROkF578RAidZRU9lLw6zTNqndVvzG7vWuIQpynAIR3ACNpxBA66hCS0g8AhP8AKvxrPxZrwbH9NoyZjdOYA5GF+/rcGnPg==</latexit><latexit sha1_base64="QmO/YmnTOVCyp0sd2/odM0/t0v8=">AAACIXicdVA7T8MwGPxSXqW8QhlZLCokpiphgY0KFsaC6ENqS+U4TmvVech2EFGUv8LCAH+FDbEh/ghsOGmXtnCSpdPd2T6dE3EmlWV9GqWV1bX1jfJmZWt7Z3fP3K+2ZRgLQlsk5KHoOlhSzgLaUkxx2o0Exb7DaceZXOV+54EKycLgTiURHfh4FDCPEay0NDSrXdRnAer7WI0dJ73N7t2hWbPqVgG0TOwZqV38eAWaQ/O774Yk9mmgCMdS9mwrUoMUC8UIp1mlH0saYTLBI5oWjTN0rCUXeaHQJ1CoUOdy2Jcy8R2dzJvJRS8X//PyF+VfZi9W3vkgZUEUKxqQaQsv5kiFKN8GuUxQoniiCSaC6fqIjLHAROkF578RAidZRU9lLw6zTNqndVvzG7vWuIQpynAIR3ACNpxBA66hCS0g8AhP8AKvxrPxZrwbH9NoyZjdOYA5GF+/rcGnPg==</latexit><latexit sha1_base64="Nu+vk+VkZJzCIO3qHhGehKxdod4=">AAACIXicdVA7T8MwGPxSXqW8QhlZLCokpiphgbGChbEg+pCaUjmO01p1HrIdRBTlr7AwwF9hQ2yIP8KI02ZpCydZOt2d7dO5MWdSWdaXUVlb39jcqm7Xdnb39g/Mw3pXRokgtEMiHom+iyXlLKQdxRSn/VhQHLic9tzpdeH3HqmQLArvVRrTYYDHIfMZwUpLI7PeRw4LkRNgNXHd7C5/8EZmw2paM6BVYpekASXaI/PH8SKSBDRUhGMpB7YVq2GGhWKE07zmJJLGmEzxmGazxjk61ZKH/EjoEyo0UxdyOJAyDVydLJrJZa8Q//OKF+Vf5iBR/uUwY2GcKBqSeQs/4UhFqNgGeUxQoniqCSaC6fqITLDAROkFF78RAqd5TU9lLw+zSrrnTVvzW7vRuipHq8IxnMAZ2HABLbiBNnSAwBM8wyu8GS/Gu/FhfM6jFaO8cwQLML5/AUf5o6I=</latexit>

Y ∈ {0, 1}
<latexit sha1_base64="HTGk9q9GMw/rNY51ojpEjmaTDDg=">AAABzXicZY+7SgNBFIbPxltcb1FLm5A0ghJ2RbASgjZ2RjAXYUKYnZyNQ2ZnxplZQeLa+gi2sfaJfBs3l2bNX3185xwOf6QFty4Ifr3S2vrG5lZ529/Z3ds/qBwedaxKDcM2U0KZXkQtCi6x7bgT2NMGaRIJ7Ebj29m8+4rGciUf3ZvGfkJHksecUZer/lOVcFklk+A8JNmgUg8awTzVVQiXUG/WyNkUAFqDyg8ZKpYmKB0T1NoJNY4zgZlP9DBOuFRm+fv60iepRU3ZmI5woqmxY66zgoyVdChZUc4bFhXK/KOhDouaJjah7rkoZ8bY2Ga+n7cL/3dZhc5FI8z5Iaw3b2CRMpxADU4hhCtowh20oA0MXuALpvDt3Xup9+59LFZL3vLmGArxPv8AkrWEsg==</latexit><latexit sha1_base64="Bto34C0BkqdZi6JqgHsj5BNXDrA=">AAABzXicZY/LSsNAFIbP1FuNt6pLN6XdCEpJRHAlBN24s4K9CFPKZHpShyaTcWYilBq3voDgVtc+Ud/G9LKJ/Vcf3zmHwx+oSBjrulNSWlvf2Nwqbzs7u3v7B5XDo7ZJUs2xxZMo0d2AGYyExJYVNsKu0sjiIMJOMLqdzTuvqI1I5KMdK+zFbChFKDizueo9VamQVTpxzz2a9St1t+HOU10Fbwl1v0bPPqf+uNmv/NJBwtMYpeURM2bCtBU8wsyhahDGQiZ6+fv60qGpQcX4iA1xopg2I6GyggwTaVHyopw3LCqU+UfNLBY1i03M7HNRzow2ockcJ2/n/e+yCu2Lhpfzg1f3b2CRMpxADU7Bgyvw4Q6a0AIOL/AF3/BD7klK3sj7YrVEljfHUAj5+ANgtYY4</latexit><latexit sha1_base64="Bto34C0BkqdZi6JqgHsj5BNXDrA=">AAABzXicZY/LSsNAFIbP1FuNt6pLN6XdCEpJRHAlBN24s4K9CFPKZHpShyaTcWYilBq3voDgVtc+Ud/G9LKJ/Vcf3zmHwx+oSBjrulNSWlvf2Nwqbzs7u3v7B5XDo7ZJUs2xxZMo0d2AGYyExJYVNsKu0sjiIMJOMLqdzTuvqI1I5KMdK+zFbChFKDizueo9VamQVTpxzz2a9St1t+HOU10Fbwl1v0bPPqf+uNmv/NJBwtMYpeURM2bCtBU8wsyhahDGQiZ6+fv60qGpQcX4iA1xopg2I6GyggwTaVHyopw3LCqU+UfNLBY1i03M7HNRzow2ockcJ2/n/e+yCu2Lhpfzg1f3b2CRMpxADU7Bgyvw4Q6a0AIOL/AF3/BD7klK3sj7YrVEljfHUAj5+ANgtYY4</latexit><latexit sha1_base64="Bto34C0BkqdZi6JqgHsj5BNXDrA=">AAABzXicZY/LSsNAFIbP1FuNt6pLN6XdCEpJRHAlBN24s4K9CFPKZHpShyaTcWYilBq3voDgVtc+Ud/G9LKJ/Vcf3zmHwx+oSBjrulNSWlvf2Nwqbzs7u3v7B5XDo7ZJUs2xxZMo0d2AGYyExJYVNsKu0sjiIMJOMLqdzTuvqI1I5KMdK+zFbChFKDizueo9VamQVTpxzz2a9St1t+HOU10Fbwl1v0bPPqf+uNmv/NJBwtMYpeURM2bCtBU8wsyhahDGQiZ6+fv60qGpQcX4iA1xopg2I6GyggwTaVHyopw3LCqU+UfNLBY1i03M7HNRzow2ockcJ2/n/e+yCu2Lhpfzg1f3b2CRMpxADU7Bgyvw4Q6a0AIOL/AF3/BD7klK3sj7YrVEljfHUAj5+ANgtYY4</latexit><latexit sha1_base64="f46k1jYdNg08vvWIX6jZeLdxT04=">AAABzXicZY+7TsMwFIaPy62EW4GRpaILA6oShMSEVMHCRpHoBSlV5bgnxapjG9tBQiGsPAIrzDwRb0NasoT+06/vnKOjL9KCW+f7P6S2srq2vlHf9La2d3b3GvsHfatSw7DHlFBmGFGLgkvsOe4EDrVBmkQCB9Hsej4fPKOxXMl796JxlNCp5DFn1BVo9NAMuWyGmX8ahPm40fLb/iLN5RKUpQVluuPGdzhRLE1QOiaotRk1jjOBuRfqSZxwqUz5+/LcC1OLmrIZnWKmqbEzrvMKjJV0KFkVLgyrCGXx0VCHVUwTm1D3WIVzYmxsc88r7IL/Lsulf9YOin4XtDpXpWcdjuAYTiCAC+jADXShBwye4AM+4YvckpS8kre/1Ropbw6hEvL+C7wVgyk=</latexit>

f2,2
<latexit sha1_base64="dO0VNQ0ghx2ZD4C/dPLzBY0+lbk=">AAABx3icdY+9TsMwFIVv+C3hr8DIUlEGBlTFEaLtgFTBAluR6M9QVDnuTbHi2JHtVqAqA4/ACo/Azsxr8CDsJLQMGTjT0Xfu1dEJEsGN9bwvZ2l5ZXVtvbThbm5t7+yW9/a7Rk00ww5TQul+QA0KLrFjuRXYTzTSOBDYC6KrPO9NURuu5J19SvA+pmPJQ86ozVAvHM78Uz8dlqtezfM8QkglN6R+7mWm2Wz4pFEheZSp2jr+/vgEgPaw/D4YKTaJUVomqDEzqi1nAlN3kIzCmEulF60XZ+5gYjChLKJjnCVUm4gnaQGGSlqUrAh/txURyqxRU4tFTGMTU/tQhDnRJjSp62br/iZU/jddv0Yyf0uqrUuYqwSHcAQnQKAOLbiGNnSAQQQv8Apvzo2jnKnzOD9dchY/B1CQ8/wDEwCENg==</latexit><latexit sha1_base64="j4pDZEr/rPWMH4sMl5rlp8Zm6W8=">AAABx3icdY89TsNAFISfw19w+AlQ0kSEggJFXisiSYEUQQNdkMhPERStN89hZXvX2t1EoMgFR6CFI9BzAU7BQaDGJqFwwVSjb97TaLw45No4zqdVWFldW98obtqlre2d3fLefk/LqWLYZTKUauBRjSEX2DXchDiIFdLIC7HvBZdZ3p+h0lyKW/MY411EJ4L7nFGTor4/mrunbjIqV52a4ziEkEpmSOPMSU2r1XRJs0KyKFW1ffz1/jErfXdG5bfhWLJphMKwkGo9p8pwFmJiD+OxH3Eh1bL1vG4PpxpjygI6wXlMlQ54nOSgL4VBwfLwd1seoUgbFTWYxzTSETX3eZgRpX2d2Ha67m9C5X/Tc2sk9Tek2r6AhYpwCEdwAgQa0IYr6EAXGATwDC/wal1b0ppZD4vTgrX8OYCcrKcf0fuFsA==</latexit><latexit sha1_base64="j4pDZEr/rPWMH4sMl5rlp8Zm6W8=">AAABx3icdY89TsNAFISfw19w+AlQ0kSEggJFXisiSYEUQQNdkMhPERStN89hZXvX2t1EoMgFR6CFI9BzAU7BQaDGJqFwwVSjb97TaLw45No4zqdVWFldW98obtqlre2d3fLefk/LqWLYZTKUauBRjSEX2DXchDiIFdLIC7HvBZdZ3p+h0lyKW/MY411EJ4L7nFGTor4/mrunbjIqV52a4ziEkEpmSOPMSU2r1XRJs0KyKFW1ffz1/jErfXdG5bfhWLJphMKwkGo9p8pwFmJiD+OxH3Eh1bL1vG4PpxpjygI6wXlMlQ54nOSgL4VBwfLwd1seoUgbFTWYxzTSETX3eZgRpX2d2Ha67m9C5X/Tc2sk9Tek2r6AhYpwCEdwAgQa0IYr6EAXGATwDC/wal1b0ppZD4vTgrX8OYCcrKcf0fuFsA==</latexit><latexit sha1_base64="j4pDZEr/rPWMH4sMl5rlp8Zm6W8=">AAABx3icdY89TsNAFISfw19w+AlQ0kSEggJFXisiSYEUQQNdkMhPERStN89hZXvX2t1EoMgFR6CFI9BzAU7BQaDGJqFwwVSjb97TaLw45No4zqdVWFldW98obtqlre2d3fLefk/LqWLYZTKUauBRjSEX2DXchDiIFdLIC7HvBZdZ3p+h0lyKW/MY411EJ4L7nFGTor4/mrunbjIqV52a4ziEkEpmSOPMSU2r1XRJs0KyKFW1ffz1/jErfXdG5bfhWLJphMKwkGo9p8pwFmJiD+OxH3Eh1bL1vG4PpxpjygI6wXlMlQ54nOSgL4VBwfLwd1seoUgbFTWYxzTSETX3eZgRpX2d2Ha67m9C5X/Tc2sk9Tek2r6AhYpwCEdwAgQa0IYr6EAXGATwDC/wal1b0ppZD4vTgrX8OYCcrKcf0fuFsA==</latexit><latexit sha1_base64="3GuX1k3piDOExyhCpIxSJq/tg7E=">AAABx3icdY+9TsMwFIVvyl8JfwVGloouDKiKI0TbAamCBbYi0Z+hqHLcm2IlsS3brUBRBh6BFR6BJ+JtSCAMGTjT0Xfu1dEJVMyN9bwvp7a2vrG5Vd92d3b39g8ah0cjI5ea4ZDJWOpJQA3GXODQchvjRGmkSRDjOIhuiny8Qm24FA/2ReFjQheCh5xRm6NxOEv9cz+bNVpe2/M8QkizMKRz6eWm1+v6pNskRZSrBaUGs8bndC7ZMkFhWUyNSam2nMWYuVM1DxMupC5bry7c6dKgoiyiC0wV1SbiKqvAUAqLglXhz7YqQpE3amqximliEmqfqrAg2oQmc9183d+E5v9m5LdJ7u9Jq39d7qzDCZzCGRDoQB9uYQBDYBDBG7zDh3PnSGflPP+e1pzy5xgqcl6/AbYZgWc=</latexit>

w1,1,2x̃1,1
<latexit sha1_base64="XgF6FNvPRgNJX7i2TwSwlZkJjsk=">AAAB2nicdc+7TsMwFAbgk3Ir4RZgQWKpKANDVSUhamFAqmBhLBK9DEGR4zrFquNEtstFURjYECuPwIZgZOY1eBB2krYMGTjTr8+2fH4/ZlQq0/zWSnPzC4tL5WV9ZXVtfcPY3OrKaCww6eCIRaLvI0kY5aSjqGKkHwuCQp+Rnj86y897N0RIGvFLdR+TqxANOQ0oRiojz9i59RKrZtXs1FWUDUhyl04g9YyqWT8+athOo2LWTbNp2VYe7KZz6FSsTPKptvZ/Pr8AoO0Zb+4gwuOQcIUZkjJBQlHMSKq78SAIKY/EbJETR3fHksQIj9CQJDESckTjtIBBxBXhuIiTukUiPPtRIEWKjEIZInVdxFyEDGSq61m7vwqV/0PXrltZvrCqrVOYThl2YQ8OwIImtOAc2tABDA/wCu/wobnao/akPU+vlrTZm20ojPbyC9NIi00=</latexit><latexit sha1_base64="sM7rJhWpz2+rlm4ff8YCJOu4vbQ=">AAAB2nicdc+7TsMwFAbgk3IrKZcACxJLRRkYqioOUQsDUgULY5HoZQiKHNcpVp2LbLeAqjCwIVYegQ3ByAvwFDwIzCS0DBk406/Ptnx+L+ZMKtP81Apz8wuLS8VlvbSyurZubGx2ZDQShLZJxCPR87CknIW0rZjitBcLigOP0643PM3Ou2MqJIvCC3Ub08sAD0LmM4JVSq6xfe1OUBVVrcRRjPfp5Cb5hcQ1Kmbt6LBu2fWyWTPNBrJQFqyGfWCXUSrZVJp7X+8f49J3yzVenH5ERgENFeFYygkWihFOE92J+37AwkjMFjm2dWckaYzJEA/oJMZCDlmc5NCPQkVDksffunmiYfqjwIrmGQcywOoqj5kI6ctE19N2fxXK/4eOVUNpPkeV5glMpwg7sAv7gKABTTiDFrSBwB08wyu8aY52rz1oj9OrBW32Zgtyoz39AJJSjMc=</latexit><latexit sha1_base64="sM7rJhWpz2+rlm4ff8YCJOu4vbQ=">AAAB2nicdc+7TsMwFAbgk3IrKZcACxJLRRkYqioOUQsDUgULY5HoZQiKHNcpVp2LbLeAqjCwIVYegQ3ByAvwFDwIzCS0DBk406/Ptnx+L+ZMKtP81Apz8wuLS8VlvbSyurZubGx2ZDQShLZJxCPR87CknIW0rZjitBcLigOP0643PM3Ou2MqJIvCC3Ub08sAD0LmM4JVSq6xfe1OUBVVrcRRjPfp5Cb5hcQ1Kmbt6LBu2fWyWTPNBrJQFqyGfWCXUSrZVJp7X+8f49J3yzVenH5ERgENFeFYygkWihFOE92J+37AwkjMFjm2dWckaYzJEA/oJMZCDlmc5NCPQkVDksffunmiYfqjwIrmGQcywOoqj5kI6ctE19N2fxXK/4eOVUNpPkeV5glMpwg7sAv7gKABTTiDFrSBwB08wyu8aY52rz1oj9OrBW32Zgtyoz39AJJSjMc=</latexit><latexit sha1_base64="sM7rJhWpz2+rlm4ff8YCJOu4vbQ=">AAAB2nicdc+7TsMwFAbgk3IrKZcACxJLRRkYqioOUQsDUgULY5HoZQiKHNcpVp2LbLeAqjCwIVYegQ3ByAvwFDwIzCS0DBk406/Ptnx+L+ZMKtP81Apz8wuLS8VlvbSyurZubGx2ZDQShLZJxCPR87CknIW0rZjitBcLigOP0643PM3Ou2MqJIvCC3Ub08sAD0LmM4JVSq6xfe1OUBVVrcRRjPfp5Cb5hcQ1Kmbt6LBu2fWyWTPNBrJQFqyGfWCXUSrZVJp7X+8f49J3yzVenH5ERgENFeFYygkWihFOE92J+37AwkjMFjm2dWckaYzJEA/oJMZCDlmc5NCPQkVDksffunmiYfqjwIrmGQcywOoqj5kI6ctE19N2fxXK/4eOVUNpPkeV5glMpwg7sAv7gKABTTiDFrSBwB08wyu8aY52rz1oj9OrBW32Zgtyoz39AJJSjMc=</latexit><latexit sha1_base64="f+nAzBm4H7sTG4b3V5yvfGLYZEE=">AAAB2nicdY+7TsMwFIZPuJZwC7AgsVR0YaiqOEQtDEgVLIxFopchKHJcp1h1nMh2uSgKAxti5RHYELwPb0NSwpCBf/r12UfnfEHCmdK2/W0sLC4tr6zW1sz1jc2tbWtnd6DimSS0T2Iey1GAFeVM0L5mmtNRIimOAk6HwfSieB/eUalYLK71Y0JvIjwRLGQE6xz51v69n6ImajqZpxkf0/Qhm4PMtxp26/Sk7bjtut2y7Q5yUFGcjnvs1lFOijSgTM+3PrxxTGYRFZpwrFSKpWaE08z0knEYMRHL8pAz1/RmiiaYTPGEpgmWasqSrALDWGgqSBXOdauIinyjxJpWMY5UhPVtFRZEqlBlppnb/SnU/y8Dp4XyfoUa3fPSswYHcAhHgKADXbiEHvSBwBO8wyd8GZ7xbLwYr79fF4xyZg8qMd5+AHZwiH4=</latexit>

w1,2,2x̃1,2
<latexit sha1_base64="4xQeS7iUQ0y5DF10UTocGqHTKv4=">AAAB2nicdc+7TsMwFAbgk3Ir4RZgQWKpKANDVSUhamFAqmBhLBK9DEGR4zrFquNEtstFURjYECuPwIZgZOY1eBB2krYMGTjTr8+2fH4/ZlQq0/zWSnPzC4tL5WV9ZXVtfcPY3OrKaCww6eCIRaLvI0kY5aSjqGKkHwuCQp+Rnj86y897N0RIGvFLdR+TqxANOQ0oRiojz9i59RKrZtfs1FWUDUhyl04g9YyqWT8+athOo2LWTbNp2VYe7KZz6FSsTPKptvZ/Pr8AoO0Zb+4gwuOQcIUZkjJBQlHMSKq78SAIKY/EbJETR3fHksQIj9CQJDESckTjtIBBxBXhuIiTukUiPPtRIEWKjEIZInVdxFyEDGSq61m7vwqV/0PXrltZvrCqrVOYThl2YQ8OwIImtOAc2tABDA/wCu/wobnao/akPU+vlrTZm20ojPbyC9YVi08=</latexit><latexit sha1_base64="1fJw1O0WUKdQ4fyEoc4GY5h49kM=">AAAB2nicdc+7TsMwFAbgk3IrKZcACxJLRRkYqioJUQsDUgULY5HoZQiKHNcpVh0nst0CqsLAhlh5BDYEIy/AU/AgMJPQMmTgTL8+2/L5/ZhRqUzzUyvMzS8sLhWX9dLK6tq6sbHZkdFIYNLGEYtEz0eSMMpJW1HFSC8WBIU+I11/eJqdd8dESBrxC3Ubk8sQDTgNKEYqJc/YvvYmVtWu2omrKOuTyU3yC4lnVMza0WHddupls2aaDcu2smA3nAOnbKWSTaW59/X+MS59tzzjxe1HeBQSrjBDUk6QUBQzkuhu3A9CyiMxW+TY0d2RJDHCQzQgkxgJOaRxksMg4opwnMffunkiPP1RIEXyjEIZInWVx0yEDGSi62m7vwrl/0PHrllpPrcqzROYThF2YBf2wYIGNOEMWtAGDHfwDK/wprnavfagPU6vFrTZmy3Ijfb0A5UfjMk=</latexit><latexit sha1_base64="1fJw1O0WUKdQ4fyEoc4GY5h49kM=">AAAB2nicdc+7TsMwFAbgk3IrKZcACxJLRRkYqioJUQsDUgULY5HoZQiKHNcpVh0nst0CqsLAhlh5BDYEIy/AU/AgMJPQMmTgTL8+2/L5/ZhRqUzzUyvMzS8sLhWX9dLK6tq6sbHZkdFIYNLGEYtEz0eSMMpJW1HFSC8WBIU+I11/eJqdd8dESBrxC3Ubk8sQDTgNKEYqJc/YvvYmVtWu2omrKOuTyU3yC4lnVMza0WHddupls2aaDcu2smA3nAOnbKWSTaW59/X+MS59tzzjxe1HeBQSrjBDUk6QUBQzkuhu3A9CyiMxW+TY0d2RJDHCQzQgkxgJOaRxksMg4opwnMffunkiPP1RIEXyjEIZInWVx0yEDGSi62m7vwrl/0PHrllpPrcqzROYThF2YBf2wYIGNOEMWtAGDHfwDK/wprnavfagPU6vFrTZmy3Ijfb0A5UfjMk=</latexit><latexit sha1_base64="1fJw1O0WUKdQ4fyEoc4GY5h49kM=">AAAB2nicdc+7TsMwFAbgk3IrKZcACxJLRRkYqioJUQsDUgULY5HoZQiKHNcpVh0nst0CqsLAhlh5BDYEIy/AU/AgMJPQMmTgTL8+2/L5/ZhRqUzzUyvMzS8sLhWX9dLK6tq6sbHZkdFIYNLGEYtEz0eSMMpJW1HFSC8WBIU+I11/eJqdd8dESBrxC3Ubk8sQDTgNKEYqJc/YvvYmVtWu2omrKOuTyU3yC4lnVMza0WHddupls2aaDcu2smA3nAOnbKWSTaW59/X+MS59tzzjxe1HeBQSrjBDUk6QUBQzkuhu3A9CyiMxW+TY0d2RJDHCQzQgkxgJOaRxksMg4opwnMffunkiPP1RIEXyjEIZInWVx0yEDGSi62m7vwrl/0PHrllpPrcqzROYThF2YBf2wYIGNOEMWtAGDHfwDK/wprnavfagPU6vFrTZmy3Ijfb0A5UfjMk=</latexit><latexit sha1_base64="QsS+5qKOkM6rqiVweZM81tSgZGQ=">AAAB2nicdY+5TsNAEIbHnMFcBhokmog0FFFkGyuBAimChjJI5CiMrPVmHFZZH9rdcMgyBR2i5RHoELwPb4MdTOGCv/r17Y5mPj/hTCrT/NYWFpeWV1Zra/r6xubWtrGzO5DxTFDs05jHYuQTiZxF2FdMcRwlAknocxz604vifXiHQrI4ulaPCd6EZBKxgFGicuQZ+/deajXtpp25ivExpg/ZHGSe0TBbpydt22nXzZZpdizbKordcY6dupWTIg0o0/OMD3cc01mIkaKcSJkSoRjlmOluMg5CFsWiPOTM0d2ZxITQKZlgmhAhpyzJKjCII4URrcK5bhVhlG8URGEVk1CGRN1WYUGEDGSm67ndn0L9/zKwW1ber6xG97z0rMEBHMIRWNCBLlxCD/pA4Qne4RO+NFd71l6019+vC1o5sweVaG8/eT2IgA==</latexit>

x̃2,2
<latexit sha1_base64="Wul59mzth/YtMAsFKZHCQVqR+yk=">AAAB0XicdY+7TsMwFIZPyq2ESwOMLBVlYECV09KWDkgVLIxF0MsQFDmuU6w6TmQ7iCqKhFh5BFaY2Jl5DR6EnZSWIQP/9Ok75+jo9yLOlEboyygsLa+srhXXzY3Nre2StbPbV2EsCe2RkIdy6GFFORO0p5nmdBhJigOP04E3uZjNB/dUKhaKGz2N6G2Ax4L5jGCdKdcqOZrxEU0eUjepHddS16qgKmo22nVURtUGslvtdgYINU/rtbKdwSyVzuH3xycAdF3r3RmFJA6o0IRjpRIsNSOcpqYTjfyAiVAu/p+dmE6saITJBI9pEmGpJixKc9IPhaaC5OVvy7yiIvsosaZ5jQMVYH2XlzMjla9S08za/VUo/w/9WtXO+MqudM5hniLswwEcgQ0t6MAldKEHBGJ4gVd4M66NqfFoPM1XC8biZg9yMZ5/AKTWiEI=</latexit><latexit sha1_base64="Qr58TbtUcv5Dl+4Y/6997B3fTp0=">AAAB0XicdY+7TsNAEEXXPIMDxEBJExEKChStHZKQAimChjII8iiMrPVmHFZZP7S7jogsS4iWT6CFip4f4Cv4EKhxSChccKujMzMaXTfiTCqMP7Wl5ZXVtfXChl7c3NouGTu7PRnGgkKXhjwUA5dI4CyArmKKwyASQHyXQ98dX8zm/QkIycLgRk0juPXJKGAeo0RlyjFKtmJ8CMl96iTWsZU6RgVXcaPequEyrtax2Wy1MsC4cVqzymYGs1Tah1/vH5Pid8cx3uxhSGMfAkU5kTIhQjHKIdXtaOj5LAjF4v/ZiW7HEiJCx2QESUSEHLMozUkvDBQENC9/W+YVBNlHQRTkNfGlT9RdXs6MkJ5MdT1r91eh/D/0rKqZ8ZVZaZ+jeQpoHx2gI2SiJmqjS9RBXURRjJ7RC3rVrrWp9qA9zleXtMXNHspFe/oBY+CJvA==</latexit><latexit sha1_base64="Qr58TbtUcv5Dl+4Y/6997B3fTp0=">AAAB0XicdY+7TsNAEEXXPIMDxEBJExEKChStHZKQAimChjII8iiMrPVmHFZZP7S7jogsS4iWT6CFip4f4Cv4EKhxSChccKujMzMaXTfiTCqMP7Wl5ZXVtfXChl7c3NouGTu7PRnGgkKXhjwUA5dI4CyArmKKwyASQHyXQ98dX8zm/QkIycLgRk0juPXJKGAeo0RlyjFKtmJ8CMl96iTWsZU6RgVXcaPequEyrtax2Wy1MsC4cVqzymYGs1Tah1/vH5Pid8cx3uxhSGMfAkU5kTIhQjHKIdXtaOj5LAjF4v/ZiW7HEiJCx2QESUSEHLMozUkvDBQENC9/W+YVBNlHQRTkNfGlT9RdXs6MkJ5MdT1r91eh/D/0rKqZ8ZVZaZ+jeQpoHx2gI2SiJmqjS9RBXURRjJ7RC3rVrrWp9qA9zleXtMXNHspFe/oBY+CJvA==</latexit><latexit sha1_base64="Qr58TbtUcv5Dl+4Y/6997B3fTp0=">AAAB0XicdY+7TsNAEEXXPIMDxEBJExEKChStHZKQAimChjII8iiMrPVmHFZZP7S7jogsS4iWT6CFip4f4Cv4EKhxSChccKujMzMaXTfiTCqMP7Wl5ZXVtfXChl7c3NouGTu7PRnGgkKXhjwUA5dI4CyArmKKwyASQHyXQ98dX8zm/QkIycLgRk0juPXJKGAeo0RlyjFKtmJ8CMl96iTWsZU6RgVXcaPequEyrtax2Wy1MsC4cVqzymYGs1Tah1/vH5Pid8cx3uxhSGMfAkU5kTIhQjHKIdXtaOj5LAjF4v/ZiW7HEiJCx2QESUSEHLMozUkvDBQENC9/W+YVBNlHQRTkNfGlT9RdXs6MkJ5MdT1r91eh/D/0rKqZ8ZVZaZ+jeQpoHx2gI2SiJmqjS9RBXURRjJ7RC3rVrrWp9qA9zleXtMXNHspFe/oBY+CJvA==</latexit><latexit sha1_base64="WofGyXYfu8xvl7YiyHSzLYIZgNI=">AAAB0XicdY+7TsNAEEXH4RXMIwZKmog0FChaB5KQAimChjII8iiMrPVmHFZZP7S7RkSWJUTLJ9BCxRfxNzhgChfc6urMjEbHiwVXmpAvo7Kyura+Ud00t7Z3dmvW3v5IRYlkOGSRiOTEowoFD3GouRY4iSXSwBM49uZXy/n4EaXiUXinFzHeB3QWcp8zqnPkWjVHczHF9Clz09ZJK3OtBmmSTrt3Suqk2SZ2t9fLCyGd89NW3c7LMg0oMnCtT2casSTAUDNBlUqp1JwJzEwnnvoBDyNZ/L84M51EYUzZnM4wjalUcx5nJehHocaQleGPZRlhmH+UVGMZ00AFVD+U4ZJI5avMNHO7P4X6/2XUatp5v7Eb/cvCswqHcATHYEMX+nANAxgCgwTe4B0+jFtjYTwbL7+rFaO4OYBSjNdvR/6Fcw==</latexit>

v2,2

k = 2
<latexit sha1_base64="/PQK8ZksWzl9Mg59KjYuO8Ndslw=">AAAB0nicdY87T8MwFIVvyquEV4CRJaIMDKiKI0TboVIFC2OR+hqCIsd1ipXEjmy3ElQZECs/gRUWdmb+Bj+EnYSWIQNnOvrOvbr3BGnMlHacL6Oysrq2vlHdNLe2d3b3rP2DgRJTSWifiFjIUYAVjRmnfc10TEeppDgJYjoMoqsiH86oVEzwnr5P6W2CJ5yFjGCdI9+yZv7cPXMz2/PMyG7brm/VnLrjOAghuzCoceHkptVquqhpoyLKVeucfH98AkDXt969sSDThHJNYqzUHEvNSEwz00vHYcK4kMsH2uemN1U0xSTCEzpPsVQRS7MSDAXXlJMy/K1ZRpTnFyXWtIxxohKs78qwIFKFKjPNvN1fBft/M3DrKPc3qNa5hIWqcATHcAoIGtCBa+hCHwjM4AVe4c3oGQ/Go/G0GK0Yy51DKMl4/gG6NYbN</latexit><latexit sha1_base64="z2n6BWffDHg52aBpLIfbTaLLvQM=">AAAB0nicdY+7TsNAEEXH4RUcHgZKGotQUKDIayGSFJEiaCiDlFdhZK0367CyvbZ2N5YgcoFo+QRaaOj5Ab6CD4Eam4TCBbe6OndGM9dLQiaVZX1qlZXVtfWN6qZe29re2TX29ocynglCByQOYzH2sKQh43SgmArpOBEUR15IR15wWeSjlArJYt5Xdwm9ifCUM58RrHLkGkbqzu1TOzMdRw/Mjmm7Rt1qWJaFEDILg5rnVm7a7ZaNWiYqolz17vHX+0da++65xpszicksolyREEs5x0IxEtJMd5KJHzEei+UDnTPdmUmaYBLgKZ0nWMiAJVkJ+jFXlJMy/K1ZRpTnFwVWtIxxJCOsbsuwIEL6MtP1vN1fBfN/M7QbKPfXqN69gIWqcAhHcAIImtCFK+jBAAik8Awv8Kr1tXvtQXtcjFa05c4BlKQ9/QB5P4hH</latexit><latexit sha1_base64="z2n6BWffDHg52aBpLIfbTaLLvQM=">AAAB0nicdY+7TsNAEEXH4RUcHgZKGotQUKDIayGSFJEiaCiDlFdhZK0367CyvbZ2N5YgcoFo+QRaaOj5Ab6CD4Eam4TCBbe6OndGM9dLQiaVZX1qlZXVtfWN6qZe29re2TX29ocynglCByQOYzH2sKQh43SgmArpOBEUR15IR15wWeSjlArJYt5Xdwm9ifCUM58RrHLkGkbqzu1TOzMdRw/Mjmm7Rt1qWJaFEDILg5rnVm7a7ZaNWiYqolz17vHX+0da++65xpszicksolyREEs5x0IxEtJMd5KJHzEei+UDnTPdmUmaYBLgKZ0nWMiAJVkJ+jFXlJMy/K1ZRpTnFwVWtIxxJCOsbsuwIEL6MtP1vN1fBfN/M7QbKPfXqN69gIWqcAhHcAIImtCFK+jBAAik8Awv8Kr1tXvtQXtcjFa05c4BlKQ9/QB5P4hH</latexit><latexit sha1_base64="z2n6BWffDHg52aBpLIfbTaLLvQM=">AAAB0nicdY+7TsNAEEXH4RUcHgZKGotQUKDIayGSFJEiaCiDlFdhZK0367CyvbZ2N5YgcoFo+QRaaOj5Ab6CD4Eam4TCBbe6OndGM9dLQiaVZX1qlZXVtfWN6qZe29re2TX29ocynglCByQOYzH2sKQh43SgmArpOBEUR15IR15wWeSjlArJYt5Xdwm9ifCUM58RrHLkGkbqzu1TOzMdRw/Mjmm7Rt1qWJaFEDILg5rnVm7a7ZaNWiYqolz17vHX+0da++65xpszicksolyREEs5x0IxEtJMd5KJHzEei+UDnTPdmUmaYBLgKZ0nWMiAJVkJ+jFXlJMy/K1ZRpTnFwVWtIxxJCOsbsuwIEL6MtP1vN1fBfN/M7QbKPfXqN69gIWqcAhHcAIImtCFK+jBAAik8Awv8Kr1tXvtQXtcjFa05c4BlKQ9/QB5P4hH</latexit><latexit sha1_base64="SyvZENrHHZhqFlipgbrcQEPbQB4=">AAAB0nicdY+7TsNAEEXHPIN5GShpLNJQoMhrIZIUkSJoKIOUV2FkrTfjsLK9tnY3kSBygWj5BFpo+CL+BhtM4YJbXZ07o5kbZDFX2nG+jLX1jc2t7caOubu3f3BoHR2PVbqQDEcsjVM5DajCmAscaa5jnGYSaRLEOAmimzKfLFEqnoqhfszwPqFzwUPOqC6Qb1lLf+VeuLnteWZk92zXt5pOy3EcQohdGtK+cgrT7XZc0rFJGRVqQqWBb316s5QtEhSaxVSpFZWasxhz08tmYcJFKqsHepemt1CYURbROa4yKlXEs7wGw1RoFKwOf2rWEYrioqQa65gmKqH6oQ5LIlWoctMs2v1VsP83Y7dFCn9Hmv3rqmcDTuEMzoFAG/pwCwMYAYMlvME7fBhD48l4Nl5+R9eMaucEajJevwFdXYP+</latexit>

` = 2
<latexit sha1_base64="t7stQXVDdFa4/kB34Slxxogsq0M=">AAAByHicdY89TsNAFISfw18wfwFKGos0VJE3QiQpIiJoEFWQyE9hFK03z2GV9Xq1uwFFkSXEEWjhBhyEM3AbbBIKF0w1+uY9jSZUghvr+99OaW19Y3OrvO3u7O7tH1QOj/ommWmGPZaIRA9DalBwiT3LrcCh0kjjUOAgnF7n+eAJteGJvLdzhQ8xnUgecUZthoYBCuG1vfqoUvVrvu8TQrzckMaFn5lWq1knTY/kUabq5ZfbfgGA7qjyGYwTNotRWiaoMQuqLWcCUzdQ4yjmMtGr2va5G8wMKsqmdIILRbWZcpUWYJRIi5IV4e+4IkKZNWpqsYhpbGJqH4swJ9pEJnXdbN3fBO9/06/XSObvSLVzBUuV4QRO4QwINKADN9CFHjAQ8Abv8OHcOsp5dubL05Kz+jmGgpzXH/9rgzk=</latexit><latexit sha1_base64="WxSBfh75D/z3YNs072jxNvWopWk=">AAAByHicdY+9TgJBFIXv4h+uP6CWNhtprMgOMQIFkWhjrDCRn2INmR3u4oTZ2cnMoCGExkew1c7SB/ERjG/jrmCxhac6+c69OTmhEtxY3/92CmvrG5tbxW13Z3dvv1Q+OOyZZKoZdlkiEj0IqUHBJXYttwIHSiONQ4H9cHKV5f1H1IYn8s7OFN7HdCx5xBm1KRoEKITX8mrDcsWv+r5PCPEyQ+rnfmqazUaNNDySRakqF59uS71/uZ1h+SMYJWwao7RMUGPmVFvOBC7cQI2imMtEr2pbZ24wNagom9AxzhXVZsLVIgejRFqULA9/x+URyrRRU4t5TGMTU/uQhxnRJjIL103X/U3w/je9WpWk/pZU2pewVBGO4QROgUAd2nANHegCAwEv8Apvzo2jnCdntjwtOKufI8jJef4BuE6ErQ==</latexit><latexit sha1_base64="WxSBfh75D/z3YNs072jxNvWopWk=">AAAByHicdY+9TgJBFIXv4h+uP6CWNhtprMgOMQIFkWhjrDCRn2INmR3u4oTZ2cnMoCGExkew1c7SB/ERjG/jrmCxhac6+c69OTmhEtxY3/92CmvrG5tbxW13Z3dvv1Q+OOyZZKoZdlkiEj0IqUHBJXYttwIHSiONQ4H9cHKV5f1H1IYn8s7OFN7HdCx5xBm1KRoEKITX8mrDcsWv+r5PCPEyQ+rnfmqazUaNNDySRakqF59uS71/uZ1h+SMYJWwao7RMUGPmVFvOBC7cQI2imMtEr2pbZ24wNagom9AxzhXVZsLVIgejRFqULA9/x+URyrRRU4t5TGMTU/uQhxnRJjIL103X/U3w/je9WpWk/pZU2pewVBGO4QROgUAd2nANHegCAwEv8Apvzo2jnCdntjwtOKufI8jJef4BuE6ErQ==</latexit><latexit sha1_base64="WxSBfh75D/z3YNs072jxNvWopWk=">AAAByHicdY+9TgJBFIXv4h+uP6CWNhtprMgOMQIFkWhjrDCRn2INmR3u4oTZ2cnMoCGExkew1c7SB/ERjG/jrmCxhac6+c69OTmhEtxY3/92CmvrG5tbxW13Z3dvv1Q+OOyZZKoZdlkiEj0IqUHBJXYttwIHSiONQ4H9cHKV5f1H1IYn8s7OFN7HdCx5xBm1KRoEKITX8mrDcsWv+r5PCPEyQ+rnfmqazUaNNDySRakqF59uS71/uZ1h+SMYJWwao7RMUGPmVFvOBC7cQI2imMtEr2pbZ24wNagom9AxzhXVZsLVIgejRFqULA9/x+URyrRRU4t5TGMTU/uQhxnRJjIL103X/U3w/je9WpWk/pZU2pewVBGO4QROgUAd2nANHegCAwEv8Apvzo2jnCdntjwtOKufI8jJef4BuE6ErQ==</latexit><latexit sha1_base64="YjH70d3zZ0DwXb0LbedgOQ6rzqk=">AAAByHicdY+9TsMwFIVvyl8JfwVGloguTFVcIdoOlSpYEFOR6M8QVDnuTbHq2JbtgqqqC4/ACm/AE/E2JBCGDJzp6Dv36ujEWnDrwvDLq2xsbm3vVHf9vf2Dw6Pa8cnQqoVhOGBKKDOOqUXBJQ4cdwLH2iBNY4GjeH6T56NnNJYr+eCWGh9TOpM84Yy6DI0jFCLoBs1JrR42wjAkhAS5Ia2rMDOdTrtJ2gHJo0x1KNSf1D6jqWKLFKVjglq7osZxJnDtR3qapFwqU9R2L/1oYVFTNqczXGlq7JzrdQkmSjqUrAx/xpURyqzRUIdlTFObUvdUhjkxNrFr38/W/U0I/jfDZoNk/p7Ue9fFziqcwTlcAIEW9OAW+jAABgLe4B0+vDtPey/e8ve04hU/p1CS9/oN1m6BbA==</latexit>

Figure 2: A (shallow) deep network. Given the training data Tn, the Xi ∈ <d are passed

through the network. At layer ` and node v`,k (the blue node is v2,2) the inputs w`−1,j,kx̃`−1,j

(red) are transformed via hyperplane activation function f`,k and output as x̃`,k (green).

Thus node v2,2 receives non-zero input w1,j,2x̃1,j = w1,j,2(X
TW0,j + b1,j)

+ from node v1,j

if and only if the linear combination of the multivariate X, XTW0,j, is on the preferred

side of hyperplane defined by f1,j (and weight w1,j,2 is non-zero). The output of node

v2,2 is x̃2,2 =

(

[

(XTW0,1+b1,1)+

(XTW0,2+b1,2)+

]T

W1,2 + b2,2

)+

; that is, v2,2 provides a further hyperplane

refinement of <d.

For conceptual unification with DFs, consider passing all the training data through

the network; the collection of Xi’s falling into each of the nodes in the penultimate layer,

together with their class labels, induces local posterior estimates for each of these cells.

As with a single tree in a DF wherein the test observation feature vector X, suitably

transformed, falls into one and only one leaf partition cell, Montúfar et al. (2014) argues

that DNs with ReLu activation functions fold space such that a subset of <d maps to

exactly one fold. Thus for a DN the input X falls into a final network partition cell in

the last internal layer. Unlike in DFs, for a DN the input X activating a node in the

penultimate layer does not uniquely specify which partition cell X falls into; rather, it

merely indicates that X falls into the set of partition cells corresponding to that node. For

this reason, whereas in a DF each X activates only a single leaf node, in a DN each X

can activate many (even all) cells in the penultimate layer, though with different activation
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energies. Thus while for a DF the ensemble is realized by voting over a forest of trees, for

a DN we have membership in a single final network partition cell. On the other hand, each

cell in a DF is constructed via a simple local splitting process, while for a DN a complex

parameter estimation solution is employed to tailor the individual final network partition

cells to the training data. In other words, both DFs and DNs can be seen to use the

same representation space, though they achieve their particular representation via different

estimation (“learning”) algorithms.

The parameters for this partition and vote scheme are estimated (“learned”) so as to

make the network input/output fit the training data Tn, with much current effort involving

aspects of regularization to alleviate overfitting and capacity as a function of the number

of layers and nodes per layer.

3 An Illustrative Comparative Example

Practical application of both DFs and DNs involve a multitude of design and computational

considerations; Figure 3 presents a simple illustration of comparative performance. The

experimental setup is as follows (see Park (2020) for full reproduction capability). We

choose two CIFAR-10 classes (Krizhevsky, 2012, 2015). There are 6000 images per class,

which are split into training (5000 per class) and testing (1000 per class). For DF we use

the R package “ranger” (Wright and Ziegler, 2017); for DN we use the R package “keras”

(Chollet et al., 2015). The figure shows classification performance L(g) against the number

of training samples n.

DFs, with the number of trees and their depths going to infinity as n → ∞, are

inherently nonparametric. DNs, with a fixed architecture, are parametric, albeit with a

large enough number of parameters, and a mysterious enough implicit regularization effect,

to blur this distinction in many settings. The simple comparative example presented in

Figure 3 demonstrates the expected DN bias-variance tradeoff: a simpler DN outperforms

a more complex DN when n is small, with this relationship switched for n large enough.

DF (properly designed and relaxed in n) will eventually outperform any fixed-architecture

DN as n increases; in this example the maximum n considered is too small for this limiting
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CIFAR−10: class 5 (dog) vs class 7 (horse)
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Figure 3: Performance comparison of a DF to two DNs: DF in red; DN in green and blue,

with blue the simpler architecture and green the more complex. The x-axis is training set

sample size n; the y-axis is classification error L(g).

effect to obtain. For n very small, DF superiority is due to the fact that the variance of the

DN that is required to get good performance for larger n renders its risk worse at low n.

4 A relationship with brain functioning

Learning in both DNs and DFs can be thought of as ensemble partition and vote functions

implemented by a network of nodes. Intriguingly, learning in biological brains can be viewed

similarly. In brains, a ‘node’ can correspond to a unit across many scales, ranging from

synaptic channels (which can be selectively activated or deactivated due to the synapses’

local history), to cellular compartments, individual cells, or cellular ensembles (Vogelstein

et al., 2019). At each scale, brains learn by partitioning feature space. The feature space

that is partitioned is the set of all possible sensory inputs; a ‘part’ corresponds to a subset

of ‘nodes’ that tend to respond to any given input. An example is the selective response

properties that define cortical columns–columns in the sensory cortex (Mountcastle, 1997).
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Figure 4: Whole-brain activity maps reveal processing stages underlying the optomotor

response.

Brains also vote, where voting is a pattern of responses based on neural activation that

indicate which stimulus evoked a response (Machens et al., 2005).

Figure 4 illustrates neural selectivity to features of sensory input in a larval zebrafish,

and indicates a learned partition and vote framework for brain functioning (Naumann et al.,

2016). Specifically, this image shows all motion-sensitive nodes (n = 76, 604) in a brain.

Each node is a dot, color coded for preferred motion direction. The image indicates that

each node’s activity indeed corresponds to a partition of feature space, which is actively

refined through sensory experience and learning. A relationship with DFs and DNs, at

least at a basic level, is clear. The utility of this relationship, for either machine learning

or neuroscience, is the subject of endless conjecture and refutation.

5 Conclusion

“Many important classification rules partition <d into disjoint cells A1, A2, . . . and classify

in each cell according to the majority vote among the labels of the Xi’s falling in the same

cell” (Devroye et al. (1997), p. 94). The purpose of this short note is to describe state-of-the-
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art machine learning methods simplified in classical statistical pattern recognition terms.

The depiction of deep networks and decision forests as partition and vote schemes allows

for both a unified basic understanding of how these methods work from the perspective of

classical classification as well as useful basic insight into their relationship with each other

. . . and potentially with brain functioning. Elaborate generalization of the partition and

vote framework is the subject of intense research – theoretical, methodological, and for

myriad applications – but the fundamental idea is here presented in its most basic form.

The representational equivalence presented herein may enable ‘porting’ theoretical and

conceptual advances between decision tree/forest approaches and deep network approaches.

For example, nonparametric neural networks were recently introduced (Philipp and Car-

bonell, 2017) as a way to dynamically grow networks with larger sample sizes. While

interesting, this approach lacks any formal statistical guarantees, such as those enjoyed by

DFs. While the theory for DNs include universal consistency under certain conditions for

network size growing, there are no algorithms (to our knowledge) that actually implement

such an approach in a certifiably consistent fashion. Perhaps universal consistency proofs

are available for these kinds of networks, if one more carefully investigates the relationships

between DFs and DNs. Similarly, the double descent phenomenon has recently gained

much attention in the DN world (Belkin et al., 2019). This effect is well-known and un-

derstood in the DF world: a single tree will interpolate and therefore overfit, yielding zero

training error. But when simply adding more random trees, training error of course cannot

decrease, but generalization error will continue to decrease. Finally, an open question about

DFs is how to achieve parametric convergence rates. Empirically, DNs seem to converge

faster. Perhaps this is due to the existence of a certain kind of ’lateral connections’, which

are not present in trees, but are present in directed acyclic networks (such as feedfoward

deep networks). Perhaps the edges linking nodes in a DF that generalize it from being a

pure tree provide the additional structure needed to regularize more effectively for finite

samples, thereby improving convergence rates.

What does all of this mean with respect to biological, rather than artificial, learning? A

large community of AI experts currently believe that DNs are a good model of brains. This

consists of two ingredients: the learning algorithm and the representation space. While it
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remains hotly contested whether back propagation is a reasonable model of learning in the

brain, as illustrated above there is little doubt in the community regarding whether brains

partition feature space. In that sense, perhaps modeling the brain as a partition and vote

machine, rather than as a deep learning machine, could alleviate some of the limitations

of the current model. One specific claim this model would make, which does not require

any statement on the details of the learning algorithm, is that the brain operates more like

a kernel learning machine (which makes decisions using only ‘local’ information in feature

space) than a polynomial regression machine (which makes decisions more ‘globally’). An-

other nice property of the model of the brain as a partition and vote learning machine is

that it naturally makes predictions about both behavior and brain activity. Specifically,

if one could design an experiment to identify the boundaries of the partitions for a given

ensemble of neurons, one would predict that perturbing the stimulus such that a different

ensemble of neurons is activated would lead to behavioral changes, whereas perturbing the

stimulus by the same amount such that it stays within the partition would not lead to

behavioral changes. This is in contrast to other large scale models of the brain, such as the

free energy principle, which under certain assumptions makes predictions about behavior,

but without a clear tie to the neural implementation.
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