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ABSTRACT

Viruses such as SARS-CoV-2 infect the human body by forming
interactions between virus proteins and human proteins. However,
experimental methods to find protein interactions are inadequate:
large scale experiments are noisy, and small scale experiments are
slow and expensive. Inspired by the recent successes of deep neural
networks, we hypothesize that deep learning methods are well-
positioned to aid and augment biological experiments, hoping to
help identify more accurate virus-host protein interaction maps.
Moreover, computational methods can quickly adapt to predict how

virus mutations change protein interactions with the host proteins.
We propose DeepVHPPI, a novel deep learning framework com-

bining a self-attention-based transformer architecture and a transfer
learning training strategy to predict interactions between human
proteins and virus proteins that have novel sequence patterns. We
show that our approach outperforms the state-of-the-art methods
significantly in predicting Virus-Human protein interactions for
SARS-CoV-2, HIN1, and Ebola. In addition, we demonstrate how
our framework can be used to predict and interpret the interactions
of mutated SARS-CoV-2 Spike protein sequences.

Availability: We make all of our data and code available on GitHub
https://github.com/QData/DeepVHPPL
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1 INTRODUCTION

A protein-protein interaction (PPI) denotes a critical process where
two proteins come in contact with each other to carry out specific
biological functions. Virus proteins, such as those from the 2019
novel coronavirus, also known as SARS-CoV-2, interact with hu-
man proteins to infect the human body, and ultimately overtake
physiological functions (e.g., alveolar gas exchange). Accordingly,
protein-protein interactions are often the subject of intense research
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Figure 1: Virus-Host Protein-Protein Interactions (PPI). Overview
of our task, where there is a set of previously known protein-protein
interactions. Our goal is to predict all possible Virus—Human inter-
actions for a novel virus protein, such as SARS-CoV-2.

by virologists and pharmaceutical scientists. Knowing and under-
standing which host proteins a virus with a novel sequence pattern
may interact with is crucial. Such discoveries will expedite our un-
derstanding of virus mechanisms and may aid in the development
of vaccines, diagnostics, therapeutics, and antibodies.

We aim to infer possible interactions between all host proteins
and a novel virus protein or a novel variant. This setup is beneficial
for three reasons. First, our model can predict an initial set of inter-
actions if experiments have not yet been done. Second, our model
can expand the initial set of experimental interactions, resulting in
a more complete interactome. Finally, such computational models

enable us to test hypotheses such as the effect of mutations.
While protein-protein interaction information is expensive to

obtain, protein sequence information is cheap and fast. In this pa-
per, we propose a deep neural network (DNN) based framework,
DeepVHPP], to predict protein interactions between virus proteins
and host proteins using sequence information alone. DeepVHPPI
includes two key designs: (1) Motivated by the evidence that co-
occurring short polypeptide sequences between interacting protein
partners appear to be conserved across different organisms [47],
we introduce a novel DNN architecture to learn short sequence
patterns, or “protein motifs” via self-attention based deep represen-
tation learning. (2) since virus-host PPI data is limited, we propose
a transfer learning approach to pretrain the network on general
protein syntax and structure prediction tasks. The objective of this
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Figure 2: DeepVHPPI Architecture. A one-hot encoded sequence x
gets input to the convolutional layers to find protein “motifs”. The
convolution outputs are then concatenated along the depth dimen-
sion and input to a feedforward layer. Finally, several Transformer
encoder layers [63] model the dependencies between the learned
convolutional motifs, producing a final representation z. The repre-
sentation can then be used for any arbitrary classifier layer to pre-
dict protein properties.

transfer learning approach is to improve generalization on the task
of predicting protein-protein interactions involving novel virus
proteins with unseen sequences.

In summary, we make the following contributions:

e We introduce the DeepVHPPI, a novel deep neural frame-
work for protein sequence based Virus—Host PPI prediction
for novel virus proteins or virus proteins with novel variants.

e DeepVHPPI combines a self-attention based transformer ar-
chitecture and transfer learning for PPI prediction in the
context of novel virus sequences (where no previous inter-
actions are known).

o We evaluate DeepVHPPI with validated interactions on Virus—
Host PPIs across three virus types: SARS-CoV-2, HIN1 and
Ebola datasets. We show that DeepVHPPI outperforms the
previous state-of-the-art methods, as well as provide an anal-
ysis of SARS-CoV-2 Spike protein mutations.

2 BACKGROUND AND TASK FORMULATION

Proteins are biomolecules that are comprised of a linear chain
of amino acids. This allows them to be described by a sequence
of tokens (each token is one amino acid (AA)). The dictionary
of possible tokens contains 20 standard AAs, two non-standard
AAs: selenocysteine and pyrrolysine, two ambiguous AAs, and a
special character for unknown (i.e. missing) AAs. In other words,
we can represent proteins as strings built from a dictionary V of
size |V| = 25. We represent a protein x as a sequence of characters
X1, X2, ..., xL. Each character x; is one possible amino acid from
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V. Proteins rarely act in isolation but instead interact with other
proteins to perform many biological processes. This is referred to
as a protein-protein interaction (PPI).

Task Formulation. Viruses infect a host through Virus-Host PPIs.
Therefore, predicting which host proteins a virus protein will bind
to is a key step in understanding viral pathogenesis! and design-
ing viral therapies. Identifying virus-host PPI interactions can be
formulated as a binary classification problem: “given virus protein
sequence x4 and host protein sequence x*, does the pair interact or
not?”. Fig. 1 gives a visual representation of the types of PPIs that
we consider with our model. that occur within the human body.
There are three types of proteins in this diagram: Host (human) pro-
teins, previously known virus proteins, and a novel virus protein.
As shown with solid lines, there are a set of known interactions be-
tween a pairs of host proteins as well as between known virus and
host proteins. We consider known host-host interactions, known
virus-host interactions, and unknown virus-host interactions. Fig.
1 visualizes the case of predicting unknown interactions between
human proteins and SARS-CoV-2 proteins, given what is known
about interactions with proteins from HIV and Zika. Our target
task is to predict all possible unknown sets of interactions between
the novel virus and host proteins, as shown with a dashed line. This
formulation motivates the use of transfer learning because we want
to transfer the learned interactions from known viruses to a novel
virus. Specifically, we’re concerned here with proteins from novel
viruses, which is different than a novel protein from a known virus
in our training set
Biological Experiments to Detect PPIs. It remains difficult to
accurately uncover the full set of protein-protein interactions from
biological experiments. Traditionally, PPIs have been studied indi-
vidually through the use of genetic, biochemical, and biophysical
techniques such as measuring natural affinity of binding partners
in-vivo or in-vitro [46]. While accurate, these small-scale exper-
iments are not suitable for full proteome analyses [70]. This is
because, for example, there are roughly |Py| ~ 20,000 different
human proteins, and |P,| ~ 26 different virus proteins (in SARS-
CoV-2, not considering mutated variants), so the potential search
space of V-H interactions is |Py| X |P,| = 0.5M. This number can
grow significantly larger when you consider virus protein variants.
High-throughput technologies, such as yeast two-hybrid screens
(Y2H) [19] and Affinity-purification-mass spectrometry (AP-MS)
[21, 27], are chiefly responsible for the relatively large amount of
PPI evidence. Notably, the first experimental study for SARS-CoV-2
interactions used AP-MS [21]. However, these datasets are often
incomplete, noisy, and hard to reproduce [64]. The resulting low
sensitivity of high-throughput experiments is unfavorable when
trying to fully understand how the virus interacts with humans.
Past Machine Learning based PPI Prediction Studies. Most
previous computational methods to predict PPIs have focused on
within-species interactions [7, 20, 22, 23, 36, 47, 61, 67, 69]. These
methods do not easily generalize to cross-species interactions (e.g.,
V-H) [68]. Few methods have attempted to predict cross-species
protein interactions between humans and a novel virus [68, 71].
Furthermore, previous methods operating at the sequence level do
not use structural information from previously known proteins to

!Mechanisms by which virus infection leads to disease in the target host
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Figure 3: Transfer Learning Framework for DeepVHPPL. First, we pretrain the network on the Masked Language Model (MLM) task from a
large repository of unlabeled protein sequences. Second, we further pretrain the network on a set of Structure Prediction (SP) tasks including
secondary structure (SS), contact (CT), and remote homology (RH). Finally, we fine-tune the network on the protein-protein interaction (PPI)
prediction task. The base DeepVHPPI shown as the large dark grey block is shared across all tasks, and each task uses its own classifier, shown

as small light grey blocks.

aid learning [18]. By training virus-host interactions from a variety
of viruses and leveraging prior structural information, our proposed
model, DeepVHPPI, allows us to predict the host interactions of an
unseen virus protein.

When designing machine learning models to predict V-H PPIs,
two challenges stand out: (1) Existing sequence analysis tools focus
on global alignment patterns while PPIs mostly depend on local
binding motif patterns. (2) It is especially difficult for virus proteins
that are unknown or are new variants, since there is limited or no
experimental interaction data for those sequences. This requires
the machine learning model to transfer knowledge from one do-
main (previously known sequences) to a new domain (novel virus
sequences). We argue that this is a realistic task when an unknown
virus is newly discovered. In other words, we want to rapidly pre-
dict all the host interactions of a newly sequenced virus protein. In
this work, we propose a deep learning based pipeline to combine
neural representation learning and transfer learning for solving the
listed obstacles. Recent literature shows some successful transfer-
ability of large scale deep learning models on protein sequences to
multiple downstream tasks [52, 57]. To the authors’ best knowledge,
we are the first to adapt the self-attention based transfer learning
to the virus-host PPI prediction task.

3 PROPOSED DNN FRAMEWORK FOR VIRUS
HOST PPI PREDICTION: DEEPVHPPI

We denote each amino acid in a protein sequence as xcrs, X1, X2, .-
where x; € RIV! denotes a one-hot vector and XcLs is a special
classification token. Given virus protein x% € R"™IV| and human
protein x? € RV the goal of DeepVHPPI is to predict the in-
teraction likelihood ¢ of the pair of proteins. In this section, we
explain the DeepVHPPI architecture, as shown in Fig. 2, which
maps a protein sequence x € RV o representation z € R™¥d,
In section 3.1, we introduce the Transformer module which maps
a protein sequence x to a hidden representation, z. In section 3.2,
we introduce the classification module which takes as input both
the virus protein hidden representation, z%, and the host protein

- Xn,

hidden representation, zb , and outputs the likelihood that the two
proteins interact.

3.1 Transformer Layers to Learn
Representations of Protein Sequences

Transformers [63] have obtained state-of-the-art results in many
domains such as natural language [17], images [51], and protein
sequences [57]. A Transformer encoder layer is a parameterized
function mapping input token sequence x € R4 toz € R™4_Ata
high level, a Transformer encoder layer “transforms” the representa-
tions of input tokens (e.g., amino acids) by modeling dependencies
between them in the form of attention. The importance, or weight,
of token x; with respect to x; is learned through attention. Each
Transformer encoder layer performs the following computation on
input x:

(0% (e K0 ()
vk

H n
ulf = szh Z ai,jV(h) (Xj) ,
h=1 Jj=1
u; = LayerNorm (x; +u;),

)

z; = LayerNorm (ui + z:) s

al.(?) = softmax; (1)

+u
2} = W] GELU (W] w;
(5)
where Q(h) (x,'):WZ’qxi,K(h) (x,'):WZ’kxi,V(h) (Xi):Wg’Uxi,and

Wi Whi, Why € Rk W, e R*™ W, e Rde,WC’h e Rkxd,
H, k, m, and d are hyperparameters where H is the total number of
Transformer “heads”, and k, m, and d are weight dimensions. GELU
is a nonlinear layer [26], and LayerNorm is Layer Normalization
[4]. The final z representation after L layers is the output of the
Transformer encoder, which can then be used by a classification
layer.

Convolutional Layers to Extract Local Motif Patterns. Pro-
tein sequences have short, local patterns known as sequence motifs,
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Dataset Category | Output Shape ||Total| |Train| [Valid| |Test]|
Swiss-Prot MLM Lx|V| 562,280 562,280 N/A N/A
Secondary Structure | SP Lx3 11,361 8,678 2,170 513
Contact SP LxL 25,563 25,299 224 40
Homology SP 1195 x 1 13,766 12,312 736 718
SARS-CoV-2 PPI 1x1 815,279 199,346 49,836 610,950
HIN1 [71] PPI 1x1 222901 21,910 N/A 381
Ebola [71] PPI 1x1 22,982 22,682 N/A 300

Table 1: Datasets: For each category of training: Language Model (LM),
Intermediate (SP) and PPI, we provide the dataset output type and train-
ing/validation/test set sizes. L represents the sequence length, and |V|

represents the vocabulary size.

that have been a major bioinformatics tool for years [54]. If we view
amino acids as the protein analog of natural language characters,
motifs are analogous to words. In particular, virus proteins that suc-
cessfully mimic host proteins and interact with other host proteins
often display similar motifs to the target of mimicry [16]. To take
advantage of these patterns, we introduce an architecture variant
that stacks convolutional layers and transformer layers. The key
contribution of this variation is to automatically learn sequence
motifs via convolutional layers (motif module), and compose local
patterns together via deeper transformer layers. Our motif module
utilizes different length convolutional filters to find motifs directly

from sequence end-to-end.
Specifically, we apply six temporal convolutional filters of sizes

{(1x128), (3%256), (5x384), (7x512), (9x512), (11x512)} to the one-
hot encoded protein sequence x € RELXIVI where the first number
of each filter is the width and the second number is the depth. Each
filter is zero-padded to preserve the original sequence length. We
depth-concatenate the output of the convolutional, producing x €
RELX2304 % is fed to a Feedforward layer to produce a L X d matrix

x' = WlT GELU (WZTJ’C) Finally, to encode positional information

we add sinusoidal position tokens [63] to the x” matrix. This output
x’ is used as input to a Transformer encoder.
Using several convolutional filters of varying size allows the

model to learn a diverse set of motifs. Specifically, in our imple-
mentation, the set of filters allows the model to learn 2304 unique
motifs of varying lengths. DeepVHPPI is illustrated in Fig. 2 (left).

3.2 Classification Layer to Predict V-H Protein
Interactions

The Convolutional and Transformer layers map virus protein se-

quence x? to z% and host sequence x? to zP. The final layer of

DeepVHPPI is to predict the interaction likelihood of x* and xb.

We first obtain a single vector representation of each protein using

the the classification token outputs from the Transformer, Z?:LS and

ZZLS' In other words, each protein is fed into the shared Transformer
model, and outputs an independent vector. Using these representa-
tions, we can predict 7, the likelihood that the two proteins interact
with one another:

b
v = concat(zd; ¢, 20y ) (6)
9 =wz(GELU (W1v +b)), 7
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Method SS Contact Homology
One-hot [52] 069 0.29 0.09
Alignment [52] 0.80 0.64 0.09
ResNet [52] 070 0.20 0.10
LSTM [52] 071  0.19 0.12
Transformer [52] 0.70  0.32 0.09
DeepVHPPI 0.70  0.51 0.12
DeepVHPPI + MLM 0.71  0.58 0.22
DeepVHPPI (multi-task) 0.64 0.53 0.13
DeepVHPPI + MLM (multi-task) | 0.71  0.70 0.38

Table 2: Structure prediction (SP) pretraining task results. For SS
and Homology, accuracy is reported. For Contact, precision at L/5
for for medium and long-range contacts is reported.

where W1 € R24%4 and wy € R4 are projection matrices, and
v € R24%1 j5 4 concatenation of the two protein representations.
GELU is a nonlinear activation layer [26]. The virus sequence is
always the first d weights in the concatenated representation, so
the classifier is not invariant to the protein ordering. § is then fed
through a sigmoid function to obtain the interaction probability.

3.3 Proposed Training: Transfer Learning for
Virus—Human PPI Prediction

Our proposed DeepVHPPI network allows us to predict the interac-
tion likelihood of two proteins given only sequence information
of each protein. With this framework, we are faced with several
difficulties in order to predict Virus-Host interactions. First, there is
limited Virus-Host PPI data available to train on. In particular, there
are few or no interactions known for novel virus protein sequences.
Second, protein structure information is important for accurate
PPI prediction [13] Using sequence features alone may not be suf-
ficient for predicting certain interactions, but obtaining structure
for novel proteins is a slow process. Both of these obstacles require
a model that can generalize from knowledge learned in related
protein prediction tasks. To this end, we introduce a “transfer learn-
ing” three-step training procedure. This involves pretraining the
Convolutional and Transformer layers (Section 3.1) of DeepVHPPI,
before fine-tuning the entire network (Section 3.1 and 3.2) on the
PPI task.

The first step is to pretrain the DeepVHPPI using Masked Lan-
guage Model (MLM) pretraining in order to learn generic repre-
sentations from unlabeled protein sequences; the second step is
to further pretrain the network using Structure Prediction (SP) to
learn 3D structural representations; and the third step is to fine-
tune the network on the Virus—Host PPI data for previously known
viruses. Pretraining the network allows it to learn representations
that transfer well to the PPI task for novel (i.e., unseen) virus se-
quence. An overview of our proposed training procedure is shown
in Figure 3, and we explain each training step below. Each task
uses a task-specific classifier, shown as MLM, SS, CT, RH, and PPI
in Figure 3. In other words, the DeepVHPPI is shared between all
tasks, but the classifier layers are not.

3.3.1 MLM: Masked Language Model Pretraining. Recent litera-
ture on learning self-supervised representations of natural lan-
guage have shown that pretraining using self-supervised and su-
pervised methods encourages the model to learn semantics about
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the input domain that can help prediction accuracy on new tasks
[8, 12, 17, 37, 44]. In order to learn basic protein semantics and syn-
tax, leveraging large databases of protein sequences is paramount.
Masked language model (MLM) training is a self-supervised tech-
nique to allow a model to build rich representations of sequences.
Specifically, given a sequence x, the MLM objective optimizes the
following loss function:

Lyvim = Ex-xEym Z —logp (Xi | X/M) (8)
ieM

where M is a set of indices to mask, replacing the true character
with a dummy mask character. The total loss is a sum of each
masked character’s negative log likelihood of the true amino acid
x; its context set of characters x/M. Specifically, for each training
sample, we mask out a random 15% of the token positions for
prediction. If the i-th token is chosen, it is replaced with (1) the
MASK token 80% of the time (2) a random token 10% of the time
(3) the unchanged i-th token 10% of the time. We use the output of
the Transformer encoder, z to predict the likelihood of each amino
acid a each missing token x; using the following linear mapping:

f’j =Wz; + b, (9)

with learned matrix W € R|V|Xd, bias b, and DeepVHPPI output
z; € R, 7; is then fed through a softmax function to obtain class

probabilities, p (xi | x/ M)-

3.3.2  SP: Structure Prediction Pretraining. Masked language model
pretraining uses large amounts of unlabeled data to learn protein
sequence semantics. However, a key aspect of whether two proteins
interact or not is the structure of each protein. Obtaining struc-
tural information is slow and expensive, so we generally do not
have structure information for all proteins from a novel virus. We
leverage existing structural information to further pretrain Deep-
VHPPI and learn structure from sequence by predicting known
structures. We consider three structure-based classification tasks:
(1) Secondary Structure (SS) prediction (2) Contact prediction, and,
(3) Homology prediction. Each task is explained below.

Secondary Structure Prediction. Protein secondary structure is
the three dimensional form of local segments of proteins. Each
character in the sequence can be labeled by its secondary structure,
which is one of |C| classes where C = {Helix, Strand, Other}. This
results in a sequence tagging task where each input amino acid
character x; is mapped to a label y; € C. We predict the likelihood
of each class for x; using the following linear mapping:

yi=Wz; +b, (10)

with learned matrix W € R‘C‘Xd, bias b, and DeepVHPPI output
z; € R jj is then fed through a softmax function to obtain class
probabilities.

Contact Prediction. Protein contact maps are a simplified depic-
tion of the global 3D structure protein, where binary contact points
indicated interactions in the 3D space. Contact prediction aims to
predict the contact of each set of amino acid pairs in the sequence.
Pair (x; , x;) of input amino acids from sequence x is mapped to
alabel y;; € {0, 1} indicating whether or not the amino acids are
physically close (< 8A apart) to each other. To produce the con-
tact likelihood of pair (x;, xj), we use the following formula which

ACM-BCB, 2021, Virtual

preserves non-directionality of contacts:
g = ((Ziwl . Zsz) + (ZiWZ . Zle))/Z, (ll)

where {W1, Wy} € R¥¥?_jj is then fed through a sigmoid function
to obtain the contact probability.

Remote Homology Detection. Remote homologues are pairs of
proteins that share the same functional class, but have drastically
different sequences. The goal of remote homology detection is pre-
dict the structural and functional class of a protein. Since proteins
evolve, many proteins are structurally (and thus, functionally) sim-
ilar, although their sequences are slightly different. Accurately pre-
dicting the homology of a protein would allow the model to group
similar structural proteins together. We consider predicting the re-
mote homology of a protein in terms of structural “fold” classes (e.g.
Beta Barrel). This is a protein classification task where each input
sequence x is mapped to a label y € C, where |C| = 1195 different
possible protein folds. We use the designated CLS token from the
DeepVHPPI to predict one of the |C| labels for a given sequence.
We use a single linear layer mapping z; to a |C|-dimensional vector:

¥ =Wz +b, (12)

where W € RICIX j5 5 projection matrix and z; € R4 js the
CLS token output vector from the Transformer. 7 is fed through a
softmax function to obtain class probabilities.

Multi-task Training. For secondary structure and contact predic-
tion, we use a binary cross-entropy loss, and for remote homoloy,
we use cross entropy. We train all three structure prediction tasks
simultaneously by sampling a new task uniformly in each gradient
descent batch.

3.3.3 Finetuning on V-H PPI Task. After MLM and SP pretraining,
the final task is to finetune the model using the classifier in Section
3.2 on the known (i.e. experimentally validated) PPI data for previ-
ously known virus proteins. Once this model is trained, we can use
it on pairs of Virus—Human interaction sequences where the virus
was not used during training. The pretraining method on generic
tasks learn structures of proteins which generalize well to unseen
proteins.

4 CONNECTING TO RELATED WORK

Protein-Protein Interaction Prediction. Many previous PPI works
focus on developing intra-species interactions [10, 24, 30, 43, 56, 61,
65]. In other words, they would have one model for only Human—
Human interactions and another model for only Yeast-Yeast in-
teractions. Cross-species interaction prediction instead relates to
where each protein in the interaction comes from a different species.
Many works predict cross-species PPIs where the testing set con-
tains proteins that are in the training set [6, 15, 40, 49, 62]. These
methods do not reflect the real-world setting for a novel virus since
we don’t have training proteins available for the virus. Additionally,
PPI prediction methods generally perform much better for test pairs
that share components with a training set than for those that do not
[42]. Few works have focused on the more difficult task of cross-
species interaction prediction where one of the protein species is
completely unseen during training, which is what our work tackles.
DeNovo [18] used an SVM for cross species interaction prediction.
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Method AUROC | AUPR | F1(%) | P@100
Embedding +RF [68] 0748 | 0.071 | 0.116 | 0.126
DeepVHPPI 0.740 | 0.065 | 0.104 | 0.129
DeepVHPPI+MLM 0.751 0.070 0.110 0.147
DeepVHPPI+MLM+SP | 0.753 | 0.076 | 0.114 | 0.151

Table 3: Human and SARS-CoV-2 Interaction Predictions. Each
metric is reported as the mean across all virus proteins. Best re-
sults are reported in bold.

Method AUROC | AUPR | F1

SVM [71] 0.858 - 79.2
Embedding + RF [68] | 0.871 - 79.8
DeepVHPPI+UPT+SPT | 0.886 0.806 | 80.6

Table 5: Virus—Human PPI Tasks from Barman et al. [6].
Best results are in bold. “-” indicates the metric was not re-
ported.

Yang et al. [68] introduce a deep learning embedding method com-
bined with a random forest. Zhou et al. [71] improved DeNovo’s
SVM for novel Virus—Human interaction.

Protein Sequence Classification. Machine learning methods have
achieved considerable results predicting properties of proteins that
have yet to be experimentally validated by experimental studies.
[35, 48] introduce multitask deep learning models for sequence la-
beling tasks such as SS prediction. [38, 52, 57] focus on methods of
language model pretraining for generalizable representations of se-
quences. In particular, [52, 57] and [9] showed that self-supervised
pretraining can produce protein representations that generalize
across protein domains.

Transformers. Transformers [63] obtained state-of-the-art results
on several NLP tasks [17]. One problem with the vanilla Trans-
former model on token level inputs is that locality is not preserved.
[5] used varying convolutional filters on characters at the word
level and took the mean of the output to get a single vector repre-
sentation for each word. Since proteins have no inherent “words”
we use the convolutional output for each character as its local word.
Instead of using character level inputs, word or byte-pair encodings
can be used in order to preserve the local structure of words in text
[59].

Transfer Learning Our work relates to several others in natural
language processing where pretraining is used to transfer knowl-
edge from both unlabeled and related labeled datasets [3, 34, 45].
Transfer learning is closely tied with few-shot learning [33, 53],
which typically aims to use representations from prior tasks to
generalize. Transformers are particularly well-fitted for transfer
learning as their parallelizable architecture allows for fast pretrain-
ing on large datasets [17, 50]. It has been shown that this large-scale
pretraining generalizes well enough for accurate few-shot learning

[11].
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HIN1 Ebola
Method AUROC AUPR FI(%) || AUROC AUPR Fi(%)
SVM [71] 0.886 - 76.2 0.867 - 76.0
DeepVHPPI 0.903 0.898 84.4 0.912 0.953 86.0
DeepVHPPI+MLM 0.908 0.903 85.5 0.953 0.961 90.4
DeepVHPPI+MLM+SP 0.945 0.948 86.5 0.968 0.974 89.6

Table 4: Virus—-Human PPI Tasks from Zhou et al. [71]. Best
results are in bold. “-” indicates the metric was not reported.

Method AUROC | AUPR | F1

DeNovo [18] - - 81.9
SVM [71] 0.897 - 84.2
DeepVHPPI+UPT+SPT 0.989 0.991 | 95.9

Table 6: SLiM PPI Tasks from Eid et al. [18]. Best results are
in bold. “-” indicates the metric was not reported.

5 EXPERIMENTAL SETUP AND RESULTS
5.1 Model Details and Evaluation Metrics

DeepVHPPI Variations and Details We evaluate three variants
of our model: (1) DeepVHPPI: this is the base model which uses
no pretraining, only training on the target PPI task. (2) DeepVH-
PPI+MLM: this variant uses the language model pretraining and
finetuning on the PPI task. (3) DeepVHPPI+MLM+SP: this uses
both language model pretraining and supervised structure/family
prediction pretraining before finetuning on the PPI task. We test
both single task and multi-task models on the 3 SP tasks. We use the
multi-task trained model for all PPI tasks. We train all models using

a 12-layer transformer of size d=712 with H=8 attention heads.
For all training and testing, we clip protein sequences to 1024

length. For language model pretraining, we use a batch size of
1024, a linear warmup, and max learning rate of 1e-3. For all other
tasks, we use a batch size of 16 with max learning rate of 1e-5. The
language model is trained for 60 epochs, and all others are trained
for 100. All models are trained with an Adam optimizer [31] and
10% dropout. Our models are implemented in PyTorch and we run
each model on 4 NVIDIA Titan X GPUs. Masked language model
pretraining (MLM) takes approximately 3 days, structure prediction
(SP) pretraining takes 1 day, and the PPI task takes 3 days. Testing
on ~0.5M PPI pairs takes about 1 hour.

Metrics. For the supervised pretraining tasks, we use the metrics
reported by previous work [52]. For the PPI task, we are largely
focused on ranking interaction predictions based on probability,
so we report two non-thresholding metrics: area under the ROC
curve (AUROC), and area under the precision-recall curve (AUPR).
We additionally report F1 scores where we consider thresholds
[0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9]. As done in previous works, the
results are selected on the best performing test epoch for each met-
ric. For the SARS-CoV-2 dataset, we evaluate each metric for each
virus protein individually since we are interested in the accuracy
of predicting human interactions for specific virus proteins. The
reported results are the mean value across all 25 virus proteins. For
this dataset, we also report precision at 100 (P@100).
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5.2 Pretraining Tasks (MLM and SP)

Datasets. For the masked language model (MLM) task, we train
DeepVHPPI on all Swiss-Prot protein sequences [14]. Swiss-Prot
is a collection of 562,253 manually reviewed, non-redundant pro-
tein sequences from 9,594 organisms. It includes most human and
known virus proteins, allowing our model to learn the distribution
of both types. We then further pretrain the model with structure
pretraining (SP) tasks. For secondary structure prediction, the origi-
nal data is from [32] and we report accuracy. For contact prediction,
data is from [1]. We report precision of the L/5 most likely contacts
(where L is the sequence length) for medium and long-range con-
tacts. For remote homology prediction, the data is from [29], and
we report accuracy. In all 3 tasks, we use the train/validation/test
splits from [52].

Baselines. We compare our model against three deep learning
methods: a vanilla Transformer, an LSTM [28], and ResNet [25], all
run by [52]. Our DeepVHPPI uses the same Transformer model size
(number of trainable parameters) as the vanilla transformer, and
similar model size to the LSTM and ResNet. We do not compare to
the pretrained models from [52] since we use a different pretraining
dataset. We also compare our method against two baseline methods
from [52]. “One-hot” uses one-hot feature inputs that are fed to
simple classifiers such as an MLP or 2-layer ConvNet. “Alignment”
uses sequence alignment features (BLAST or HHBIits), which are
matrices that encode evolutionary information about the protein
[55, 58].

Results. Here we investigate the benefits of the DeepVHPPI on
the structure prediction tasks. Table 2 shows results on the three
SP datasets. Our proposed DeepVHPPI performs as well or bet-
ter than baseline methods, aside from alignment methods on SS
prediction. Self supervised language modeling adds improvement
over the base DeepVHPPI. Multi-task training with language model
pretraining outperforms all other non-alignment methods. We do
not evaluate the performance of the MLM task itself since better
MLM performance does not always translate to better downstream
task performance [57].

5.3 SARS-CoV-2-Human PPI Task

Dataset. While there may be no known Virus—Human interactions
for a novel virus, there are many experimentally validated inter-
actions for previous viruses. Our proposed approach is to train an
interaction model on known V-H interactions (as indicated by solid
lines in Fig 1), and then test on all possible V-H interactions for
the novel virus proteins (as indicated by dotted lines in Fig 1). We
explain our full training and testing setup below. A summary of

the datasets used is provided in Table 1.
Training Data: We use the V-H dataset from Yang et al. [66],

which is based on data from the Host-Pathogen interaction Data-
base (HPIDB; version 3.0) [2]. Note this does only contains Host-
Pathogen interactions, and not contain Human-Human interactions.
This dataset processed interactions from large-scale mass spectrom-
etry experiments, resulting in 22,653 experimentally verified host-
virus PPIs as a positive sample set. The authors chose negative
pairs based on the ‘Dissimilarity-Based Negative Sampling’ [18].
The selected ratio of positive to negative samples is 1:10. Following

ACM-BCB, 2021, Virtual

Yang et al., we use the same training set (80%) and an indepen-
dent validation set (20%) for model training and hyperparameter

selection, respectively.
Testing Data: For the novel virus testing dataset, we use the

13,947 known SARS-CoV-2-Human interactions from the BioGRID
database (Coronavirus version 4.1.190) [41]. All BioGRID interac-
tions are experimentally validated, many from [21]. Considering all
20,365 SwissProt human proteins, we label all other pairs from the
total space of 20,365*26 to be non-interacting (a total of 529,490).
It is important to note that the labeled “negative” samples contain
many pairs of proteins that interact but are not known to do so.
This can result in an overestimation of the false positive rate [20].

Baselines: We compare our method to the pretrained Embed-
ding+RF method from Yang et al. [68], which uses Doc2Vec to
embed protein sequences and then a random forest to classify pairs.
To the best of our knowledge, no other methods provide code or a
browser service to run novel protein interactions.

Results Table 3 shows our results for SARS-CoV-2. Across most
metrics, our method DeepVHPPI outperforms the baseline method.
MLM and SP pretraining help generalize to our target PPI task,
where the non-pretrained models aren’t as accurate. We note that
the testing dataset is highly imbalanced. In other words, most inter-
actions (99.7%) are negative, or non-interacting. Thus, the AUROC
metric is not indicative of good results. We turn our attention to the
AUPR metrics, where our method performs the best. This confirms
our hypothesis that pretraining on large protein datasets learn evo-
lutionary structures of proteins which generalize well to unseen
proteins. This is a promising result not only for SARS-CoV-2, but
for potential future novel viruses.

5.4 Other Virus-Host PPI Tasks (HIN1 and
Ebola)

Datasets. In our SARS-CoV-2 dataset, we explain a testing scenario
where we have no knowledge of the true V-H interactions, result-
ing in a large possible interaction space (all possible |Py| X |Py|
interactions). Zhou et al. [71] created V-H datasets where they
hand selected the negative interactions based on the known pos-
itives, making sure that they had an even positive/negative split.
While this setup is unrealistic for a true novel virus (because we
don’t know which ones are positive), we compare to their results
to show the strength of our method. Zhou et a. provide two H-V

datasets, HIN1 and Ebola.
In the HIN1 dataset, the training set contains 10,955 true PPIs

between human and any virus except HIN1 virus, plus an equal
amount (10,955) negative interaction samples. The testing set con-
tains 381 true PPIs between human and HIN1 virus, and 381 neg-
ative interactions. Similarly, in the Ebola dataset, the training set
contains 11,341 true PPIs between human and any virus except
Ebola virus, plus an equal amount (11,341) negative interaction
samples. The testing set contains 150 true PPIs between human and
Ebola virus, and 150 negative interactions.

Baseline. We compare to the SVM baseline from Zhou et al. [71],
which showed that their method was the state-of-the-art.
Results. Table 4, shows the results from the Zhou et al. datasets.
For both the HIN1 and Ebola datasets, we can see that our method
outperforms the previous state-of-the-art. While we believe this
dataset is not indicative of a real novel virus setting since the test
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Figure 4: Sensitivity analysis on Human-SARS-CoV-2 V-H-PPI Pre-
dictions. The X-axis shows simulated training settings, where we as-
sume there exist some (varying) portion of SARS-CoV-2 proteins in
the training data. We can see that pretraining methods (LM and SPT)
give substantial increases over cases without the pretraining meth-
ods. This indicates that transfer learning can help on novel virus
protein interaction prediction.

set negatives are hand-selected, we can use it to compare differ-
ent methods. Since there is an even positive/negative testing split,
AUROC is a good metric to compare methods, and we can see that
across both novel viruses, our method outperforms the SVM. We
see notable performance increase using LMT and SP pretraining.

5.5 Additional PPI Experiments

We also report the results for our model on two extra baseline
datasets. The first is the Virus-Host datasets from Barman et al.
[6]. Although the testing dataset is not for a completely unseen test
virus, we see our method outperforms the baselines. In Table 5, we
see that our method outperforms previous methods including an

SVM and random forest.
The second is the SLiMs dataset from Eid et al. [18]. This dataset

was constructed specifically to evaluate how well the model learns
Short Linear Motifs (SLiMs) that are transferable across train/test
splits. In Table 6, we see that our model is significantly better than
the baselines. We hypothesize that this improvement is in part due
to the convolutional motif finder layers of DeepVHPPI.

5.6 Sensitivity Analysis using Known H-V
Interactions

There exist two important situations we need to predict V-H PPI for
virus protein with new sequences. (I) The first case is when a new
virus is discovered, the protein interactions are unknown. (I) The
second case is when the virus is known, and some interactions have
been validated, but many are missing. Our above experiments have
mostly focused on the first case. Here we experiment and analyze
when some of the virus proteins are known. This setup can be used
to expand the initial set of experimental interactions, resulting in a

more complete interactome.
On the SARS-CoV-2-Human PPI task, we simulate a new setup

to evaluate our framework across these two settings. We generate
five simulated settings where we vary the percentage of total SARS-
CoV-2-Human interactions to be used as training data. We then
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Figure 5: Mutation map on SARS-CoV-2 Spike when interacting
with Human ACE2. Here we show how the predicted interaction
score changes when inducing the mutation in the Y-axis for the orig-
inal amino acid in the X-axis. This example is from the receptor-
binding domain in the SARS-CoV-2 Spike protein, and the output
shows the predicted difference in interaction score from the origi-
nal reference amino acid. For example, changing the second refer-
ence “K” results in an interaction decrease.

test on the remaining SARS-CoV-2-Human interactions. The train-
ing percentages we use are 0%,20%,40%,60%,80%. We also consider
training on all known Human-Human (H-H) interactions from
the BioGrid database. Note that we are not using any other virus
proteins in these simulations. Fig. 4 shows the results across each of
the five settings for four DeepVHPPI model variations and a deep

learning baseline from Rao et al. [52], which uses MLM pretraining.
First, across all training settings, we can see that DeepVHPPI

models outperform the baseline [52]. Across all settings, adding
the transfer learning pretraining tasks helps significantly. Most
importantly, we can see that in the case I (0%) and case II (20%)
settings, MLM and SP pretraining help generalize to the target
task, where the non-pretrained models fail to be able to classify
well. Additionally, adding H-H interactions helps generalize for
predicting novel virus sequence interactions.

5.7 Mutation Validation Analysis on
SARS-CoV-2 Spike

Understanding how a classifier changes its predictions based on
small perturbations in the sequence is an important tool for inter-
preting deep learning models [39]. A commonly used strategy is to
replace elements of a sequence with mutations, and look at how the
classifier degrades. This method is cheap to evaluate but comes at a
significant drawback. Samples where a subset of the features are re-
placed come from a different distribution. Therefore, this approach
clearly violates one of the key assumptions in machine learning:
the training and evaluation data come from the same distribution.
Without re-training, it is unclear whether the degradation in predic-
tion performance comes from the distribution shift or because the
features that were removed are truly informative. For this reason
we decide to verify how much information can be removed before

accuracy of a retrained model breaks down completely.
We used the deep mutational scan data from Starr et al. [60] to an-

alyze the effectiveness of DeepVHPPI the accurately model binding
affinity of virus mutations. This dataset contains 105,526 mutated
SARS-CoV-2 Spike receptor binding domain sequences, with the
corresponding Human ACE2 dissociation constant. The Spearman
correlation between DeepVHPPI binding prediction and the in-vitro
dissociation constant was 0.110 (pvalue=5.3e-235). DeepVHPPI was
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trained without any knowledge of the Spike protein, only previous
virus and host interactions from HPIDB.

Furthermore, our method allows for an easy way to rapidly test
new mutations. Rather than experimentally checking all possible
mutations to see which ones reduce interaction binding, we can
computationally introduce mutations and observe how the pre-
dicted output changes. We show an example of this for a receptor-
binding domain subsequence of the SARS-CoV-2 Spike protein
when binding to the human ACE2 protein in Fig. 5. We can observe
specific locations, such as the first “K” amino acid in the virus se-
quence where mutating the amino acid will reduce the interaction
prediction. There are also other locations where mutations can in-
crease interaction binding, which may explain how certain viruses
are able to mutate and infect humans more easily.

6 CONCLUSION

Computational methods predicting protein-protein interactions
(PPIs) can play an important role in understanding a novel virus
that threatens widespread public health. Most previous methods
are developed for intra-species interactions, and do not generalize
to novel viruses. In this paper, we introduce DeepVHPPI, a novel
deep learning architecture that uses a transfer learning approach
for PPI prediction between a novel virus and a host. We show that
our method can help accurately predict Virus—Host interactions
early on in the virus discovery and experimentation pipeline. This
can help biologists better understand how the virus attacks the
human body, allowing researchers to potentially develop effective
drugs more quickly. By providing a computational model for inter-
action prediction, we hope this will accelerate experimental efforts
to define a reliable network of Virus—Host protein interactions.
While this work is focused on SARS-CoV-2, HIN1, and Ebola, our
framework is applicable for any virus. In the case of a future novel
virus, our framework will be able to rapidly predict protein-protein
interaction predictions.
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