bioRxiv preprint doi: https://doi.org/10.1101/2021.05.04.442412; this version posted May 4, 2021. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is
made available under aCC-BY-NC-ND 4.0 International license.

The Automated Systematic Search Deduplicator (ASySD): a rapid,
open-source, interoperable tool to remove duplicate citations in
biomedical systematic reviews.

Authors

Kaitlyn Hair (Kaitlyn.Hair@ed.ac.uk)

Zsanett Bahor (zsani_28@hotmail.com)
Malcolm Macleod (Malcolm.macleod@ed.ac.uk)
Jing Liao (Jing.Liao@ed.ac.uk)

Emily S. Sena (Emily.Sena@ed.ac.uk)

Institution: Centre for Clinical Brain Sciences, University of Edinburgh, United Kingdom

Abstract

Background: Researchers who perform systematic searches across multiple databases often identify
duplicate publications. ldentifying such duplicates (“deduplication”) can be extremely time-
consuming, but failure to remove these citations can, in the worst instance, lead to the wrongful
inclusion of duplicate data. Many existing tools are not sensitive enough, lack interoperability with
other tools, are not freely accessible, or are difficult to use without programming knowledge. Here,
we report the performance of our Automated Systematic Search Deduplicator (ASySD), a novel tool
to perform automated deduplication of systematic searches for biomedical reviews.

Methods: We evaluated ASySD’s performance on 5 unseen biomedical systematic search datasets of
various sizes (1,845 — 79,880 citations), which had been deduplicated by human reviewers. We
compared the performance of ASySD with Endnote’s automated deduplication option and with the
Systematic Review Accelerator Deduplication Module (SRA-DM).

Results: ASySD identified more duplicates than either SRA-DM or Endnote, with a sensitivity in
different datasets of 0.95 to 0.99. The false-positive rate was comparable to human performance,
with a specificity of 0.94-0.99. The tool took less than 1 hour to deduplicate all datasets.
Conclusions: For duplicate removal in biomedical systematic reviews, ASySD is a highly sensitive,
reliable, and time-saving tool. It is open source and freely available online as both an R package and
a user-friendly web application.
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Background

What are duplicate publications?

Researchers performing a systematic review typically search across multiple biomedical databases to
collect as many relevant citations as possible (1). This process can introduce a substantial number of
duplicate citations (2). For example, overlap between EMBASE and PubMed is estimated to be as
much as 79% (3). To further complicate matters, although publication of the same article in more
than one journal is widely considered to be unethical (at least under most circumstances), we have
identified many examples of this. In fact, six different patterns of duplicate publication have been
identified (4) ranging from a direct “copy” of an article to so-called “salami” publications which slice
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up the data from one dataset into many resulting publications in an inappropriate manner (5). Such
practices threaten scientific integrity and inflate redundancy in the literature (6). Different
approaches may be required to tackle the distinct forms of “duplicate publication”.

Effective duplicate removal is an essential, if underappreciated, part of the data collection process of
systematic reviews (7). If duplicate citations are not removed effectively, reviewers can waste time
screening the same citations for inclusion, and run the risk of accidentally including the same paper
more than once in their meta-analyses, leading to inaccurate conclusions (8). False positives
(incorrect removal of citations which are not duplicates) can be just as problematic (9, 10) and
reduce the accuracy and reproducibility of systematic reviews.

Here we consider the challenge of bibliographic duplicate detection — where the same publication in
the same journal is retrieved from several biomedical databases. Current and common approaches
to deduplication for systematic reviews are summarised in Table 1.

Table 1: Current deduplication tools and approaches for systematic reviews

Tool Description Resource required Accessibility Performance
Endnote Reference Medium (requires Medium (requires a Low — Medium (user-
(11) manager some manual effort to  paid subscription) dependent)
improve sensitivity) (9, 12, 13)
SRA-DM Web/dekstop  Low High High
(13) application
Revtools R package Medium (users often Medium (some R Unknown
(14) need to set knowledge required)

parameters for
deduplication within
the function)

Metta (15) Cross database Low Medium (not openly  High (16)
search engine accessible)

Zotero Reference Medium (manual High Unknown

(17) manager merging required)

Mendeley Reference Medium (manual High High (9)

(18) manager merging required)

Hand- Manual High Low High (7)

searching

Identifying duplicates citations in preclinical systematic reviews

Systematic review findings often inform clinical practice. In recent years, largely in response to
discrepancies between findings in laboratory research and clincial trial results, researchers have
began to apply systematic review methodologies to summarise preclinical evidence from animal and
cell models of disease (19, 20). When considering different tools to identify duplicates from
preclinical systematic search datasets, we must take into account what type of citation data the tool
was designed to deduplicate. For example, the databases supported by Metta are highly specific to
clincial research and do not support search engines routinely used for preclinical reviews such as
Web of Science. Furthermore, the type and extent of duplicate publications may differ in the
preclinical literature — an author may publish a higher number of similar papers in a short space of
time, or there may be less bibliometric information available for studies published in lesser known
(and less frequently indexed) journals. Our group frequently retrieves tens of thousands of
potentially relevant citations for a preclinical systematic review. Tools should therefore be evaluated
on comparatively large datasets to determine the magnitude of gains and losses on that scale (e.g.
how many duplicate citations a tool is likely to remove correctly). Previous evaluations of duplicate
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removal tools have used relatively small (<5,000 citations) systematic search datasets primarily
representing clinical research citations (2, 9, 13).

Current methods of duplicate removal

Researchers often use citation managers to remove duplicates, as these are easy to use and
straightforward to integrate into typical systematic search methods. Among them, Endnote is one of
the most established (21) . Endnote’s “find duplicates” feature automatically detects citations
matching on Author, Year and Title by default. Users can also adjust the match criteria within
Endnote’s settings (i.e. match on Title and Journal) to identify additional duplicate records. The
requirement for a 100% match to identify duplicates, however, results in many records being
missed. Small differences in the way the Titles, Authors, and Journals are represented are extremely
common. Deduplication might be simplified through the use of unique identifiers for journal articles
such as PubMed IDs (PMIDs) or digital object identifiers (DOIls). However, Endnote does not provide
an option within their deduplication settings to match citations based on DOIs, PMIDs, Accession
Numbers, or URLs. Matching is further complicated by indexing differences in the formatting of page
ranges, with some biomedical databases adopting a longer form (1234-1235) and some a shorter
form (1234-5); although an import filter has been developed to address this issue in Endnote (22).

Endnote’s auto-deduplication feature is an attractive option due to its simplicity, yet there is a
wealth of evidence to suggest it is an imperfect solution; as it fails to identify more duplicates (higher
number of false negatives) and removes more citations incorrectly (higher number of false positives)
than other citation managers (9). Moreover, our prior experience of using Endnote is that many
duplicates remain in large datasets even after extensive deduplication using a combination of
automated and user-configured methods.

Many citation managers, including Endnote, are proprietary software which restricts their
accessibility, prevents intereroperability, and limits transparency about how their underlying
duplicate detection process works. Increasingly, freely available open-source citation managers such
as Zotero and Mendeley have gained popularity. Both have integrated deduplication tools which
match citations automatically, then require users to manually select citations to merge within each
matching group.

Several other tools for duplicate removal have emerged in recent years, either as stand-alone tools
or as part of alternative workflows (which may bypass the need for traditional citation managers).
The “Systematic Review Assistant” (SRA) is a suite of free, open-source systematic review tools
developed by researchers at Bond University. Their “deduplication module” (SRA-DM) has a user-
friendly interface in which users can upload a search file in various formats and perform automated
duplicate removal in a few clicks. SRA-DM has been shown to identify substantially more duplicates
than Endnote (13, 16). Another option is the metasearch engine Metta, which automatically
removes duplicate citations appearing across 5 medical databases including PubMed, EMBASE,
CINAHL, PsycINFO and Cochrane Central Register. One can also de-duplicate using Revtools, an R
package. Of course, manual deduplication is strongly advised to complement these automated
approaches (2), but this is time consuming and can lead to errors (9).

Deduplication tools to support “Living” or automated reviews

Increasingly, meta-researchers are aspiring to provide automated or “living” systematic reviews (23),
producing real-time summaries of a domain including the most recent research findings. To enable
such summaries, we need automation tools at each stage that are reliable and require minimal
manual intervention. Where review teams are large, as is the case in crowdsourced reviews, the risk
of duplicate studies being retained is likely higher. Sensitivity of a deduplication tool (ability to
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detect duplicates) is therefore of paramount importance, since several reviewers could extract
information from a given paper, unaware that others were also doing so. Furthermore, if machine
learning approaches are used to select included studies, duplicate publications present in the
training data may reduce the performance of classifiers.

Deduplication tools should be interoperable and easily integrated into automated workflows. Tools
with a programmatic component are likely superior in this respect because once they have been
configured, they may be implemented in a data pipeline without manual intervention. Depending on
the project goals, it may be useful to have some control over the tool’s duplicate removal logic. For
instance, if two records are identified to be duplicates of each other, which record should be
retained? It may be useful to configure the tool to retain the existing version of a citation when a
new, matching citation is identified in an updated search, so that existing annotations and data
extractions can be retained. This approach could also be used in more conventional systematic
review updates, often occurring after many years (24) and often involving significant overlap
between systematic search dates to prevent missing relevant studies. Alternatively, researchers may
wish to preferentially retain the newer citation, which may be more complete and may contain more
accurate meta-data.

We developed the ASySD to identify and remove bibliographic duplicates from preclinical systematic
review searches. The tool allows users to label which reviews should be preferentially maintained
(e.g. older citations); and can be accessed either through a web application or integrated
programmatically with automated workflows via an R package. We critically evaluated ASySD in
comparison with two user-friendly, low effort automated tools - Endnote’s automated duplicate
removal and Bond University’s SRA-DM.

Methods

Prior to performance evaluation we registered a protocol describing our methods on the Open
Science Framework (25).

Definition of “Duplicate citations”

We define bibliographic duplicates as the presence of two or more citations representing the same
publication within an aggregated systematic review search result, even where those citations differ
subtly in recorded details such as author(s), title, journal pagination, issue number or volume. If the
same study is published in two separate journals, we do not consider this a duplicate citation for
these purposes. Similarly, sets of conference abstracts, preprints and journal articles which describe
the same research are not be classed as duplicate citations.

Tool development and functionality

We developed ASySD in the R programming language. To improve the chance of detecting duplicate
citations, data undergoes several cleaning and formatting steps. This includes renaming missing or
anonymous Authors as “Unknown”, harmonising differences in DOI format, removing punctuation,
and making all citation information upper case.

Using the RecordLinkage R package (26), we applied blocking criteria (fields which must be a 100%
match) to identify possible duplicate pairs. These criteria were largely based on guidance to
systematically identify all possible duplicates using Endnote’s manual 100% match filters (22).
Blocking criteria (see Table 2) were applied in four separate rounds because of the extensive
memory requirements needed to perform these operations on large datasets in R; however,
matches identified within any of the rounds were considered a possible duplicate pair.
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Table 2: Blocking criteria specified for ASySD to identify potential duplicate citations

Order Blocking criteria (100% match on specified fields)
Round 1 (Title AND Pages) OR

(Title AND Author) OR

(Title AND Abstract) OR

DOI
Round 2 (Author AND Year AND Pages) OR

(Journal AND Volume AND Pages) OR
(ISBN AND Volume AND Pages)
(Title AND ISBN)

Round 3 (Year AND Pages AND Volume) OR
(Year AND Issue AND Volume) OR
(Year AND Pages AND Issue)

Round 4 (Author AND Year) OR
(Title AND Year) OR
(Title AND Volume) OR
(Title AND Journal)

Most pairs identified with blocking criteria are not true duplicates, and further comparisons are
needed to ascertain duplicate status. To compare the overall similarity of a matching pair, we also
calculate string comparisons across all relevant fields (Title, Year, Journal, ISBN, Abstract, DOI, Issue,
Pages, and Volume) using the RecordLinkage package. Using a heuristic approach, we developed and
applied additional match filters based on string comparison match strength (a numerical value
between 0 and 1) to optimise performance and prevent the deletion of citations which were not
duplicates. During development, we used three existing CAMARADES systematic review search
results with labelled duplicates (Neuropathic Pain (27), Antioxidants (28), and Epilepsy (29)) to
iteratively validate and adjust the match filters to improve the performance of the tool.

Once ASySD identifies all matching citations, one citation is removed from each pair. First, citations
which do not contain abstracts are preferentially removed. Where a newer version of a citation
exists (e.g. e-publication date versus publication date), we will preferentially retain the most up-to-
date version. If neither of these rules apply (e.g. both citations contain abstract text, and have the
same year of publication), then the second listed citation in each pair is removed. Where there are
more than two duplicates, the code logic ensures that only one is kept from within each duplicate
set. There is an option for users to set a preference for citations to be retained in the dataset using a
“Label” field. If specified, duplicates are ordered so that these citations are always the first citation in
each pair, and are therefore retained.

Citation pairs which fall short of the additional match filters but still have high string comparison
scores are retained for manual deduplication —where users can manually review these matches and
select which (if any) citation of the two they would like to remove from the search.

The underlying code for ASySD is open-source and available on Github, where it is also available to
download as an R package (30) . To ensure accessibility, we have also created a user-friendly web
application build using R Shiny (31). Users can upload a file with search returns (e.g. Endnote .xml,
.csv, or .txt file), click a button to run the deduplication procedure, complete any additional manual
deduplication within the application (if required), and download the results as a .csv file or a tab
delimited .txt file (formatted for importing into Endnote). For transparency, there is the option to
download a file with the all potentially matching pairs side-by-side (from initial blocking criteria) and
to download all matching pairs after the additional filters were applied. The code underlying the
Shiny web application is also available on Github (32).
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Gold-standard systematic search datasets

We assessed the performance of automated deduplication tools on five test datasets of varying sizes
from systematic review searches (Table 3). For each dataset, duplicate citations had been removed
in Endnote using a combination of automated deduplication functions, changing field parameters to
identify all citations which match on certain field e.g. “Title”, and manual checking. Citations which
had been removed by the human reviewer were reinstated and labelled as duplicates. We obtained
three systematic search datasets from external sources, described below. We also used two datasets
curated as part of ongoing in-house projects, a systematic review of systematic reviews of animal
models of human disease (SRSR), and a systematic review of animal models of depression.
Importantly, none of these datasets had been used in the development of the tool. To assess the
time taken to perform “gold-standard” deduplication, we measured the time taken to deduplicate
the SRSR dataset. To identify duplicates, we imported the systematic search into Endnote and
followed recommended guidance (22) to systematically identify all duplicate citations in the dataset
using a range of different matching field parameters e.g. matching on “Author” and “Year”.

Table 3: Gold standard systematic search datasets

Dataset description Databases Citations Duplicates Citations
searched obtained removed remaining

Diabetes dataset: Antidiabetics in
animal models of atherosclerosis Pubmed,

(SYRCLE, Radboud University) (33) EMBASE 1,845 896 949
Neurqlmaglng dataset: Epigenetic SCOPUS,
neuroimaging (MRC Centre for EMBASE
Reproductive Health, University of ! 3,438 1,280 2,158
. . . Medline,
Edinburgh) (34) (Preclinical (in vivo) Web of Science
and clinical data included in review) !
Cardiac dataset: Efficacy of cardiac
ischemic preconditioning in animal Pubmed,
models (SYRCLE, Radboud EMBASE 8,948 3,153 2795
University) (35)
Do s el e
. . EMBASE, 79,880 9,418 70,462
(CAMARADES, University of Web of Science
Edinburgh) (36) !
Systematic review of systematic
reviews (SRSR) dataset: Systematic PubMed,
review of preclinical systematic EMBASE, 53,001 16778 36223
reviews dataset (CAMARADES, Web of Science,

University of Edinburgh) (37)

Methods for performance evaluation in testing datasets

To obtain the most up-to-date citation information and ensure all systematic searches for validation
have a similar depth of information, we used the “find reference updates” feature in Endnote X9 to
retrieve additional information (e.g. DOls, page numbers, issue numbers, journal volumes).

We compared the performance of the ASySD tool (automated, with no manual input, deduplication
mode only), Endnote X9 automatic deduplication, and SRA-DM (13) on the five gold-standard search
datasets. To assess auto-deduplication performance using Endnote X9, we auto-deduplicated

VN4

citations based on “author”, “year” and “title” matching criteria and using the “ignore spacing and
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punctuation” feature. In SRA-DM, we uploaded XML files of our datasets to the offline version of the
tool (as the server has limited capacity for high volume datasets) and chose the automated
deduplication option to remove all suspected duplicates. In the ASySD tool, we uploaded citations as
an XML file to the web application and ran automated deduplication. Because of memory limitations
on the shinyapps.io server, for search results containing over 50,000 citations, we ran the R Shiny
application locally in R

To preferentially retain records which had been labelled as duplicates by the human reviewer (so
that we would know that these had been identified as duplicates), we used the “labelled duplicates”
feature of ASySD to preferentially remove citations which the human had also removed.
Importantly, this process does not affect the accuracy of the tool — only the choice of which citation
from each pair is removed. This made the deduplication process of ASySD as similar as possible to
support that of the human reviewer, and provide a fair test of the performance of the tool.

Once duplicates were removed using each of the other tools, a “Duplicate ID” was generated for
matching sets of duplicates identified by ASySD. This was possible because ASySD allows users to
download the Record IDs of matching citation pairs. For each Duplicate ID there should therefore be
one single citation labelled as “KEEP” and the remainder (one or more duplicate citations) labelled as
“REMOVE”. We carried out extensive manual checking in MS Excel to interrogate duplicate citations
identified by some approaches but missed by others, to ensure that they were indeed duplicates.
We manually searched to identify additional studies and corrected the Duplicate ID as appropriate.
All data (including the original de-duplicated search datasets, results from each deduplication tool,
final manually checked datasets with duplicate IDs, and the R code used to assess performance) are
available to view on the Open Science Framework (DOI: 10.17605/0SF.I0/C9EVS). Once each search
file had been corrected, we analysed this final dataset in R to calculate performance.

We report the performance of each tool by calculating:

e Number of true positives (citations which are duplicates which are correctly removed from
the dataset);

e Number of false positives (citations which are not duplicates which are wrongly removed
from the dataset);

e Number of true negatives (citations which are not duplicates which correctly remain in the
dataset);

e Number of false negatives (citations which are duplicates which remain in the dataset but

which should have been removed).
true positive

true positive+false positive

® Precision =

true positive

e Sensitivity (Recall) =
vl ) true positive+false negative

precision- recall
L Flscore= 2" —
precision+recall

We also recorded any duplicates found by any of these approaches which had not been identified by
humans in our “gold standard” datasets. We also recorded the time taken by each tool to
deduplicate each dataset.
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Results

True duplicates identified by any method

Across all datasets, additional duplicates were identified by automated tools which had been missed
by the human reviewer(s). Furthermore, a small number of citations had been removed incorrectly
by the human reviewer(s). We carefully considered all discrepancies between human reviewers and
the automated tools to derive a new “gold standard” annotation against which to compare all
approaches.

Diabetes dataset

The Diabetes dataset (N=1,845) had 1,261 duplicate citations (68.3% of total; Table 4), of which 896
had been identified by human reviewers in the course of the systematic review, and a further 368
identified by at least one of the automated approaches and later confirmed by human scrutiny.
While the sensitivity of the human approach was low, the specificity was high; only three citations
were removed which were not duplicates (Table 5). Endnote, the SRA-DM, and ASySD were highly
sensitive (sensitivity = 0.966, 0.910, and 0.998 respectively), but SRA-DM had a higher rate of false
positives (n=70 citations incorrectly removed). The ASySD tool outperformed all other automated
methods in terms of sensitivity (0.998), specificity (1.0), precision (1.0), and F1 score (0.999). Each
automated deduplication method took less than 5 minutes to identify and remove duplicates in the
diabetes dataset.

Table 4: Record classification in the Diabetes dataset by each deduplication method

Deduplication method Duplicate citations removed Citations remaining
TRUE duplicates 1,261 584

(all methods + hand searching)

Human 896 949
Endnote (automatic) 1,218 627
SRA-DM 1,217 628

ASySD 1,259 586

Table 5: Performance of deduplication tools in the Diabetes dataset

True+ True- False- False+ Sensitivity Specificity Precision F1 Time

Human 893 581 368 3 0.708 0.995 0.997 0.828 Unknown
Endnote 1,218 584 43 0 0.966 1.0 1.0 0.983 <5 minutes
SRA-DM 1,147 514 114 70 0.910 0.880 0.942 0.926 <5 minutes
ASySD 1,259 584 2 0 0.998 1.0 1.0 0.999 <5 minutes

Neuroimaging Dataset

The Neuroimaging dataset (N = 3,434) had 1293 duplicate citations (37.2% of total; Table 6). In this
dataset, the human reviewer was highly sensitive and identified the vast majority of duplicate
citations (sensitivity = 0.985; Table 7). However, a few citations had been removed in error (n=6),
and a small number of duplicate citations were missed (n=19). Automated deduplication by Endnote
and the SRA-DM was lacking in sensitivity and each missed hundreds of duplicates (n=310 and 243
respectively). The SRA-DM incorrectly removed a substantial number of citations (n=42). The false
positives rate of the ASySD (n=4) and Endnote (n=3) were comparable to human performance.
Overall, the ASySD tool outperformed all other automated methods in terms of sensitivity (0.998),
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specificity (0.998), precision (0.997), and F1 score (0.993). Each method took under 5 minutes to
identify and remove duplicates.

Table 6: Record classification in the Neuroimaging dataset by each deduplication method

Deduplication method Duplicate citations removed Citations remaining
TRUE duplicates 1,293 2,145

(all methods + hand searching)

Human 1,280 2,158
Endnote (automatic) 986 2,452
SRA-DM 1,092 2,346
ASySD 1,282 2,156

Table 7: Performance of deduplication tools in the Neuroimaging dataset

True+ True- False- False+ Sensitivity Specificity Precision F1 Time

Human 1,274 2,139 19 6 0.985 0.997 0.996 0.990 Unknown
Endnote 983 2,142 310 3 0.760 0.999 0.997 0.863 <5 minutes
SRA-DM 1,050 2,103 243 42 0.812 0.980 0.962 0.880 <5 minutes
AsysD 1,278 2,141 15 4 - 0.988 - 0.998 - 0.997 0993 <5 minutes

Cardiac Dataset

This cardiac dataset (N = 8,948) contained 3,510 duplicate citations (39.2% of total; Table 8). The
human reviewer sensitivity was high, and they captured most duplicates (sensitivity = 0.893; Table
9). Seventeen records had been removed in error. Endnote missed a substantial portion of
duplicates (sensitivity = 0.749). The SRA-DM identified many false positives (n=275) and missed
many duplicates (n=2,361). The ASySD tool outperformed other automated methods in terms of
sensitivity (0.998) and F1 score (0.998) and was matched by Endnote in specificity (0.999) and
precision (0.999). Deduplication took less than 5 minutes using Endnote or ASySD and just under 30
minutes using the SRA-DM.

Table 8: Record classification in the Cardiac dataset by each deduplication method

Deduplication method Duplicate citations removed Citations remaining
TRUE duplicates 3,510 5,438

(all methods + hand searching)

Human 3,153 5,795
Endnote (automatic) 2,737 6,211
SRA-DM 1,424 7,524
ASySD 3,507 5,441

Table 9: Performance of deduplication tools in the Cardiac dataset

True+ True- False- False+ Sensitivity Specificity Precision F1 Time
Human 3,136 5,421 374 17 0.893 0.997 0.995 0.941 Unknown
Endnote 2,734 5435 776 3 0.779 0.999 0.999 0.875 <5 minutes
SRA-DM 1,149 5,163 2361 275 0.327 0.949 0.807 0.466 <30 minutes

ASySD 3,503 5,434 7 4 0.998 0.999 0.999 0.998 <5 minutes
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Depression Dataset

The depression dataset (N=79,880) contained 10,059 duplicate citations (12.6% of total; Table 10).
The human reviewer sensitivity was very high, and they correctly identified most duplicates. Endnote
missed many duplicate citations (sensitivity = 0.75; Table 11) but was highly specific, removing only
five duplicate citations incorrectly. The SRA-DM was highly sensitive (sensitivity = 0.98) but removed
a substantial number of false positive duplicates (n=1,348). Overall, ASySD had a higher sensitivity
(0.957), specificity (0.999), precision (0.993) and F1 score (0.974) than other automated tools.
Deduplication using Endnote or ASySD took less than an hour, while the SRA-DM took approximately
48 hours to complete the process.

Table 10: Record classification in the Depression dataset by each deduplication method

Deduplication method Duplicate citations removed Citations remaining
TRUE duplicates 10,059 69,821

(all methods + hand searching)

Human 94,18 70,462
Endnote (automatic) 75,36 72,344
SRA-DM 10,796 69,084
ASySD 96,96 70,184

Table 11 Performance of deduplication tools in the Depression dataset

True+ True- False- False+ Sensitivity Specificity Precision F1 Time
Human 9,390 6,9793 669 28 0.933 0.999 0.997 0.964 Unknown
Endnote 7,531 6,9816 2,528 5 0.749 0.999 0.999 0.856 <30 minutes
SRA-DM 9,448 6,8473 611 1,348 0.939 0.980 0.875 0.906 ~48 hours
ASySD 9,624 6,9749 435 72 0.957 0.999 0.993 0.974 <1 hour

Systematic review of systematic reviews dataset

The SRSR dataset (N=53,001) had 16,838 duplicate citations (31.7% of total; Table 12). The human
reviewer sensitivity was high (sensitivity = 0.990; Table 13), capturing nearly all duplicates and
outperforming other methods. Endnote lacked sensitivity (0.760) and removed the fewest citations
overall. The SRA-DM identified many false positives (n=1868) and lacked sensitivity (0.709). The
ASySD tool outperformed other automated methods in terms of sensitivity (0.982), precision (0.999)
and F1 score (0.991) and was matched by Endnote on specificity (0.999), with a low false positive
rate. Manual deduplication had taken one team member (ZB) approximately 9 hours to complete
using Endnote. Automated deduplication via ASySD and Endnote took less than 1 hour, and the SRA-
DM took just under 24 hours.

Table 12: Record classification in the SRSR dataset by each deduplication method

Deduplication method Duplicate citations removed Citations remaining
TRUE duplicates 16,838 36,163

(all methods + hand searching)

Human 16,778 36,223
Endnote (automatic) 12,830 40,171
SRA-DM 13,814 39,187

ASySD 16,564 36,437
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Table 13: Performance of deduplication tools in the SRSR dataset

True+ True- False- False+ Sensitivity Specificity Precision F1 Time
Human 16,668 36,053 170 110 0.990 0.997 0.993 0.992 ~9 hours
Endnote 12,794 36,127 4,044 36 0.760 0.999 0.997 0.862 <1 hour
SRA-DM 11,946 34,295 4,892 1,868  0.709 0.948 0.865 0.779 <24 hours
ASySD 16,543 36,142 295 21 0.982 0.999 0.999 0.991 <1 hour

Overall performance

Across all datasets, Endnote’s automated deduplication function and ASySD had consistently low
false-positive rates and high specificity. ASySD correctly identified more duplicate citations than
Endnote (and often more than the human reviewer). SRA-DM removed more duplicates than
Endnote in some cases, but the false-positive rate of SRA-DM was high. Compared with the gold
standard omnibus test (candidate duplicates identified by any approach and confirmed following
human scrutiny), AsySD falsely labelled 101 citations as duplicates, and human reviewers had falsely
labelled 164 citations as duplicates. This gives specificity, across all 5 datasets, of 0.9991 for ASySD
and 0.9986 for human reviewers; and sensitivity of 0.9775 for ASySD and 0.9522 for human
reviewers.

Figure 1: Overall performance of deduplication methods
Diabetes Neuroimaging Cardiac Depression SRSR
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Discussion

Human error

We evaluated the performance of different deduplication approaches using datasets from past and
existing systematic review projects that were not specifically established to test a deduplication tool.
The rationale by which a reviewer removed any given citation is therefore not clear and there are a
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number of possible reasons: accidental deletion, removal due to knowledge that article was not
relevant, or corrupted files. The process is also likely to be influenced by differences in how
reviewers determine what a duplicate is. Often, false positives seemed to be the result of very
similar publications (e.g. same title, author, and year) of which one may be a conference abstract
and the other a publication. Information on what would be classed as a “duplicate” was only present
in one of the corresponding gold-standard search protocols/publications. For the depression review
(38), publications identified in the systematic search which reported the same primary data were
considered duplicates, which diverges from our definition.

Dataset Variability

We aimed to test each tool on heterogenous search datasets (i.e. size and number of duplicates) to
determine which tool may work best for different types of systematic reviews. Endnote’s lack of
sensitivity was not immediately apparent on the smallest dataset (Diabetes) but was clearly shown
in larger datasets. With the exception of the Diabetes dataset, the sensitivity and specificity of
Endnote was fairly consistent across all datasets. The sensitivity and specificity of ASySD was also
consistent, indicating that size of dataset and duplicate proportion do not seem to affect
performance. SRA-DM varied in performance, with no clear explanatory pattern emerging.

False Positives

While ASySD and Endnote maintained low false positive rates, SRA-DM had a much larger false-
positive rate. The SRA-DM was developed on clinical systematic review search datasets, which may
differ in key matching criteria or other characteristics. Furthermore, it was previously assessed on 4
relatively small (by preclinical standards) datasets of fewer than 2,000 citations, which may have
masked the issue. However, we did not observe trends to suggest that performance was better in
smaller datasets compared to larger datasets. We noticed that citations were often removed where
they were recorded as having the same DOI. This can occur when a publisher assigns a single DOI to
a collection of for instance conference abstracts. In such instances, inspection of the title showed
that the works were clearly independent, and not duplicates. The datasets where this was the
biggest problem were also the datasets with the highest proportion of duplicates (Cardiac and
Diabetes datasets).

Time taken to remove duplicates

Endnote and ASySD were the fastest methods of deduplication, with all datasets taking under an
hour to complete. SRA-DM was extremely slow for larger datasets. However, the interface was user-
friendly and if a reviewer is not short of time, the program can run easily in the background without
demanding too much processing power.

Limitations OF ASySD

ASySD was developed exclusively using preclinical systematic review datasets. One dataset tested
here (Neuroimaging dataset) had both clinical and preclinical studies, however performance has not
been evaluated thoroughly on systematic searches within other review areas.

Due to the matching algorithm, the accuracy of ASySD is highly dependent on the quantity and
quality of citation information. All systematic search datasets were from recent reviews, and
although each did contain older citations, the amount of missing information was relatively low. It is
unclear how any of the tools would perform on older searches or citations without page numbers,
DOls, ISBNs, and other useful bibliographic information. In these cases, it is likely that the code may
need to be adapted or that the user would have to rely more heavily on manual deduplication.
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Furthermore, ASySD users are likely to have different criteria for determining what counts as a
“duplicate”. In future versions of ASySD, we plan to build in additional user-defined options to
specify whether the algorithm should consider conference abstracts, preprints and journal articles
with very similar bibliographic information to be duplicates or not. In time, with machine-readable
full-text PDFs, it may also be possible to detect the same data published across multiple publications
and flag these as duplicates.

While specificity was comparable to human performance, ASySD did remove some citations
incorrectly. For smaller reviews in particular, this risk may not be acceptable, and future versions of
ASySD will include the option to manually inspect candidate duplicates.

A key limitation of using ASySD for larger datasets (>50,000 citations) is that the processing
requirements outstrip those available in our shinyapps.io subscription. We recommend that users
run the application locally in R Studio for this purpose, but understand that this may cause problems
for those who are not proficient in R. We are currently exploring alternative approaches which
would provide sufficient processing efficiency, such as the development of deduplication software
which could be installed locally. We expect that ASySD will be provided on such a platform in the
near future. In the meantime, all underlying code for ASySD is openly available and has been
formalised into an R package, to ensure it is interoperable and convenient for researchers wishing to
integrate ASySD into their own automated evidence synthesis workflows.

Conclusions

Across five preclinical systematic search datasets of varying size and duplicate proportions, the
ASySD tool outperformed the SRA-DM and Endnote in detecting duplicates and had a false-positive
rate comparable to human performance. For preclinical systematic reviews, automated duplicate
removal using ASySD is a highly sensitive, reliable, and time-saving approach. The ASySD tool is freely
available online via a Shiny web application and the code behind the application is open source.
Further research is needed to fully evaluate and disseminate the performance of various
deduplication methodologies and prioritise areas for improvement.
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