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Abstract

Deciphering the antigen recognition capabilities by T cell and B cell receptors (antibodies)
is essential for advancing our understanding of adaptive immune system responses.
In recent years, the development of protein language models (PLMs) has facilitated
the development of bioinformatic pipelines where complex amino acid sequences are
transformed into vectorized embeddings, which are then applied to a range of downstream
analytical tasks. With their success, we have witnessed the emergence of domain-specific
PLMs tailored to specific proteins, such as immune receptors. Domain-specific models are
often assumed to possess enhanced representation capabilities for targeted applications,
however, this assumption has not been thoroughly evaluated. In this manuscript, we
assess the efficacy of both generalist and domain-specific transformer-based embeddings
in characterizing B and T cell receptors. Specifically, we assess the accuracy of models that
leverage these embeddings to predict antigen specificity and elucidate the evolutionary
changes that B cells undergo during an immune response. We demonstrate that the
prevailing notion of domain-specific models outperforming general models requires a
more nuanced examination. We also observe remarkable differences between generalist
and domain-specific PLMs, not only in terms of performance but also in the manner they
encode information. Finally, we observe that the choice of the size and the embedding
layer in PLMs are essential model hyperparameters in different tasks. Overall, our analyzes
reveal the promising potential of PLMs in modeling protein function while providing
insights into their information handling capabilities. We also discuss the crucial factors
that should be taken into account when selecting a PLM tailored to a particular task.

1 Introduction

T cells and B cells are integral to the adaptive immune system, each executing critical functions to
orchestrate robust defenses against invading pathogens and other internal challenges [1]. Both types
of cells are pivotal for both acquired immunity and antigen-specific responses due to their unique
capability to recognize and respond to specific antigens and epitopes. Namely, T cells are responsible
for surveillance and cytotoxic activities against infected or aberrant cells, while B cells undergo affinity
maturation and can produce highly specific antibodies (Abs) to neutralize antigens. Both cells are
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essential for allowing the immune system to distinguish between self and non-self entities. Regarding
recognition, both T and B cells detect foreign antigens via hyper-variable B cell and T cell receptors
(BCRs and TCRs), however, the mechanisms of recognition differ. B cells identify free, unprocessed
antigens, while T cells detect antigens presented by the major histocompatibility complex (MHC), a
complex of cell surface proteins expressed on the surface of antigen-presenting cells.

At the molecular level, BCRs and TCRs are sequences of amino acids that form complex 3D struc-
tures that can undergo conformational alterations. Adaptive immunity somatically produces extensive
repertoires of TCRs and BCRs, potentially enabling the recognition of many different non-self molecules.
During their development, each T and B cell assembles a unique receptor through the rearrangement of
different V, D, and J gene segments. This process is accompanied by random nucleotide insertions and
deletions at the junctions between these gene segments, specifically at the V-D and D-J boundaries [2].
The unique combination of segments and their junctions forms the complementary determining region 3
(CDR3), which is the most diverse part of the sequence. This region governs the binding specificity of B
cell-derived immunoglobulins and T cell receptors, thus influencing their downstream functions [3]. Due
to the stochastic nature of the recombination process, a large diversity of receptors can be generated,
each one with unique antigen specificity. Estimates of the theoretical diversity vary, but it can be as
large as 10%° [4, 5]. While the theoretical diversity is huge, a smaller number of unique TCRs and
BCRs is typically expressed in an individual, with estimates suggesting 10'® unique proteins in the
human antibody repertoire [6]. This high diversity allows the adaptive immune system to respond to
the myriad of both seen and unseen threats.

The recent advent of high-throughput adaptive immune receptor repertoire (AIRR) sequencing
has provided unprecedented insights into the diversity and adaptability of our immune system, but
also raised significant challenges in terms of data analysis and interpretation. While many predictive
algorithms for antibody-antigen and TCR-epitope interactions have been developed, most exhibit sub-
optimal accuracy. This limits the rational design of antibodies [7], novel T-cell mediated therapies [8],
and new forms of immunotherapy beyond oncological applications [9].

In recent years, self-supervised protein language models (PLMs) have emerged as a powerful

paradigm for a large number of protein-related tasks, including biological and molecular property
prediction [10]. At their core, these models treat amino acid sequences as a biological language. This
language can be decoded using deep learning models trained on vast numbers of protein sequences
(approximately 250 million), enabling the translation of specific sequences into meaningful vector repre-
sentations of proteins (embeddings) in a high-dimensional latent space. Some of the best-known PLMs
include protBERT (Bidirectional Encoder Representations from Transformers) [11], ESM (Evolutionary
Scale Modeling) [12], aminoBERT [13] and ProGen [14]. Although neither of them was specifically
trained on molecular property or structure prediction, their immense scale (15 billion parameters for
the largest) allows them to distil fundamental qualities of the biological language. This is demonstrated
by their ability to predict protein 3D-structures [15, 16], binding events [17], and identifying functional
sites [18]. Importantly, the latent space representations generated by these models can be used as
input for subsequent predictive models, reducing training time and model complexity, and boosting
performance on downstream tasks. However, the size and complexity of these models raise substantial
computational challenges, including the necessity of significant processing power and extensive training
times. For instance, the largest among them, ESM2-15B, cannot operate on standard commercial
machines and requires the use of costly clusters for embedding protein sequences. Therefore, when
selecting a PLM, it is crucial to assess the model’s size in relation to expected performance in order to
minimize computational costs while maintaining good accuracy.
Immune-specific PLMs: Given the success of these PLMs in many bioinformatics-related tasks, similar
models have been trained on immune-specific protein sequences, such as antibodies (AbLang [19],
Antibert [20], ADMAP [21]) and T-cell receptors (TCR-BERT [22], catELMO [23]). The rationale behind
these models is that they might improve representation capabilities for immune-related applications [24].
Nevertheless, as they are usually trained on a narrower and less diverse dataset of proteins, there is a
risk of missing general knowledge that might help the model learn and generalize better for unseen
proteins and antigens [21].
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Table 1: Characteristics of PLMs used to embed immune sequences in this article. All layers of a given PLM

have the same dimension.

ESM2 [15] AbLang [19] TCR-BERT [22]
Input Any protein BCR / Antibody T-cell CDR3-

Trained on UniRef [25] OAS [26] PIRD[27], VDJdb[28]
Training set size 60M 14M 100K
Nr. Parameters | 8M | 35M | 150M | 650M ~250M ~250M

Nr. Layers 6 12 30 33 12 12
Attention Heads | 20 20 20 20 12 12
Embedding dim. | 320 | 480 | 640 | 1280 768 768

In this article, we explore diverse use cases of PLMs (Table 1) for immune-related tasks. Specifically,
we use embeddings directly derived from PLMs as input for basic multi-layer perceptrons trained for
antigen and epitope-related tasks. We also discuss the implications of employing general models over
specialised immune-specific PLMs. Our objective is not solely to ascertain the peak performance on
specific tasks but to also comprehensively discuss the crucial factors that should be taken into account
when selecting a protein embedding model tailored to a particular task. In this context, we demonstrate
that the prevailing notion of "domain-specific models outperform general models" requires a more
nuanced examination. Additionally, we highlight the critical importance of selecting the appropriate
layer for extracting embeddings in optimising performance on downstream tasks.

2 Results

2.1 The choice of layer as embedding from PLMs matters

We began by examining the similarities and differences between embeddings-based metrics and other
established distances for sequence analysis such as the Levenshtein distance. Levenshtein distance
commonly referred to as the edit distance, quantifies sequence dissimilarity by determining the minimal
number of single-character edits needed to transform one string into another [29].

We calculated pairwise distances between sequences by measuring the Euclidean distances within
various embeddings, and compared them to the normalized Levenshtein pairwise distances (Methods 4.2)
using the Pearson and Kendal correlations (Fig. 1). The Levenshtein distance is a measure of the similarity
between two strings that can be computed both at the nucleotide or amino acid level [30]. To be
consistent with PLMs that operate at the amino acid level, in this paper we always computed it at
the amino acid level. While both Ablang and ESM-650M showed a significant correlation with the
Levenshtein distance, there were also substantial differences, with ESM2-650M obtaining higher Pearson
coefficients than Ablang (0.76 and 0.57, respectively, Figure 1A & B). Interestingly, the pattern was
inverted when we examined the CDR3-B of TCRs, with Pearson correlation coefficients of 0.73 and 0.49
for TCR-BERT and ESM2-650M, respectively (Figure S3).

Before moving forward, we make two clarifications. First, for the TCRs, our comparison focused
only on CDR3-p chains since TCR-BERT cannot encode full sequences. Second, a comparison with the
Levenshtein distance serves at best as an indirect measure of representation quality, as a single amino acid
difference minimally changes the Levenshtein distance between two sequences, but can drastically alter
the receptor’s functional properties. In the next sections, we will provide more meaningful evaluations
focusing on affinity prediction tasks.

Several studies on PLMs outside of biology have already emphasized the importance of selecting
the appropriate layer for embedding extraction as one of the model’s hyperparameters [32, 33, 34].
Therefore, we swept across different layers of PLMs and evaluated the changes in correlation to the
Levenshtein distance. Denoting the layer from which the embedding was taken as LX, we observed
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Figure 1: Relationship between Levenshtein and Euclidean distance in the (A) AbLang and (B) ESM2-650M-L6
embedding space. The sequences are BCR heavy chains taken from 10 germinal center B cells in the same
human lymph node [31].

significant differences for both B cell and T cell receptors (Table 2). For example, using the L6 instead
of L33 of ESM2-650M increased the Pearson correlation to 0.76 from 0.63 on BCRs and 0.59 from 0.49
on TCRs CDR3-B. Similarly, L8 of TCR-BERT yielded a higher correlation with the Levenshtein distance
compared to L12. As we were solely evaluating the correlation with the Levenshtein distance, we do
not claim that earlier layers are inherently more expressive than deeper ones. Our main observation is
that the choice of layer should be considered as a hyperparameter that requires optimization for each
specific task and embedding.

Table 2: Relationship of distance in various embeddings to Levenshtein distance of B cell receptors and T cell
receptors sequences. Note that for compatibility with TCR-BERT, only CDR3- sequences are considered for
T cells.

Pearson Kendall Pearson Kendall

(B cells) (B cells) (T cells) (T cells)
AbLang-1.12 0.58 0.34 — —
TCR-BERT-L8 — — 0.75 0.52
TCR-BERT-L12 — — 0.73 0.50
ESM2-650M-L6 0.76 0.58 0.59 0.39
ESM2-650M-1L33 0.63 0.41 0.49 0.32
ESM2-150M-L30 0.63 0.42 0.44 0.23
ESM2-35M-L12 0.60 0.47 0.42 0.30
ESM2-8M-L6 0.40 0.35 0.44 0.30

2.2 Generalist and domain-specific PLMs for the characterization of B cells evolu-
tionary trajectories

In this section, we explored the use of PLMs to characterize B cell evolution during adaptive immune
responses, and evaluated the evolutionary information captured by the different embeddings. Briefly,
upon infection, B cells undergo rapid proliferation within the germinal centers (GCs), where they mutate
their BCR genes to optimize the binding affinity to the invading pathogen. Hence, GCs are critical BCR
evolutionary hubs that are shaped by intricate selection dynamics and inter-GC communication events.
As a result, tightly intertwined BCR clones co-evolving together and potentially shared across GCs are
often found in experimental studies.

Typical B cell repertoire analyzes start by grouping BCR sequences into clones descending from a
common ancestor using the Levenshtein distance. Next, phylogenetic lineages of clonally related B cells
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are reconstructed to elucidate evolutionary trajectories, identify clonal interrelationships, and investigate
dynamic immune responses over time. Such analyzes can shed light not only on the emergence of
functional antibodies but also on the progression of conditions such as chronic infections, autoimmune
disorders, and cancer.

However, these analyzes rely exclusively on multiple sequence alignments and quantify differences
using the Levenshtein distance, which attributes equal importance to all amino acid changes in BCR
sequences—be it substitutions, insertions, or deletions. While the Levenshtein distance assumes that
all mutations influence BCR binding profiles equally, in contrast, the impact of a mutation on PLM
embeddings is determined by both the site and nature of the change. In that regard, PLMs offer a new
and potentially more expressive approach to analyze immune repertoires during an ongoing immune
response.

To examine the extent to which various embeddings capture co-evolutionary relationships among
sequences, we leveraged a repertoire of BCR heavy chain sequences originating from 10 GCs from the
same lymph node [31]. After processing the sequences to obtain their alignment to germline V and J
genes, we assigned them into the same clonal familly using standard clonal identification methods [30],
i.e. two sequences were grouped together if they had the same V and J genes as well as a CDR3 sequence
similarity above 0.9 (Methods Section 4.3). We categorized all sequences based on their V-genes, J-genes,
ClonelD, and GC of origin (Figure 2A & B). We then assessed the embeddings’ capability to determine
whether two BCRs originated from the same or different classes, and we quantified the predictive
accuracy in terms of AUC (Figure 2C & D, Table 3). As both the germline gene alignment and the clonal
identification rely on variants of the Levenshtein distance, we anticipated that Levenshtein is likely to
perform well in these tasks. Not surprisingly, as already hinted by the varying correlations between the
studied embeddings and the Levenshtein distance (Table 2), the ability of various PLMs to differentiate
B cells from distinct clones or GCs significantly differed across embeddings. While the Levenshtein
distance slightly outperformed most embeddings, these differences were only significant when inferring
the V-gene — this was expected as the V-gene accounts roughly for the 70% of the sequence, which
provides it with an evident advantage for this task. Counter-intuitively, the AbLang model, despite
being exclusively trained on antibody sequences, was less proficient in identifying clones and V-genes
than the ESM2-based models. However, it excelled in differentiating GCs (Table 3). This once again
indicates that each embedding captures distinct information when compared to one another and also
when compared to the Levenshtein distance.

Table 3: AUC of different paired class differentiation tasks (i.e. do 2 BCRs belong to the same class?) with
the Euclidean distance between the embeddings. The classification performance using the Levenshtein
distance is also provided for comparison.

V-gene J-gene GC Clone
Levenshtein 0.98 0.60 0.55 0.99
AbLang-1.12 0.84 0.59 0.57 0.96
ESM2-650M-L6 0.90 0.58 0.55 0.99
ESM2-650M-L33 0.90 0.58 0.55 0.97
ESM2-150M-L30 0.89 0.56 0.54 0.97
ESM2-35M-L12 0.87 0.58 0.55 0.97
ESM2-8M-L6 0.81 0.57 0.56 0.96

Next, we investigated and visualized individual B cell clones with Ablang and ESM embeddings.
First, we selected a rare clone with a lineage shared among several GCs, typically signaling inter-GC
communication events that occur when a B cell migrates from a GC to another [31, 35]. We first
constructed its root taking the unmutated V and J germlines and filling the remaining junction region
with the consensus sequence of all unique sequences within the considered clone. Then, the phylogenetic
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Figure 2: ESM2-650M-L33 t-SNE representation of BCR heavy chains of the GC dataset [31] colored according
to (A) their V-gene assignment and (B) their GC of origin. In (C) and (D), we show the distribution of pairwise
Euclidean distances in the ESM2 space for BCRs within the same class and across different classes.

evolutionary tree of this clone (Method Section 4.4) revealed clearly distinguishable branches, which
roughly correspond to the GC they belong to (Figure 3A). While sequences from GC4 were distinctly
separated from the two other GCs, GC10 and GC6 exhibit minor sequence intermixing, which can
indicate further B cell recirculation events. An alternative and more plausible explanation might be
experimental sequencing errors or sequence mislabeling.

As a comparison, we visualized the same phylogeny using a t-SNE map trained on the BCR Ablang-
embedded sequences (Figure S5B), where nucleotide mutations were depicted with a line between
neighbors BCR sequences. A simple visualization already revealed meaningful patterns, e.g. B cells
from the same GC clustered together and showed correlation with their mutation count from the root,
i.e. the number of nucleotides changes that separate a sequence from the root.

Interestingly, a subset of mutations led to larger displacements in the embedding space in terms of
Euclidean distance compared to others. While this might be an artifact of t-SNE dimensionality reduction
(as seen in Figure S7A, where the same clone is visualized using t-SNE on Levenshtein distances), a
systematic analysis of all mutations in the phylogeny from the 50 most abundant clones confirmed
that some mutations lead to significantly larger displacements in the embedding space than others.
Furthermore, the displacement magnitude induced by a mutation differed significantly depending on
whether it was randomly induced or selected during affinity maturation. Here, a random mutation is a
random nucleotide change anywhere in the BCR heavy chain, while mutations shaping the inferred
phylogenetic tree of expanded clones are referred to as selected. These were inferred during the
reconstruction of the B-cell clone phylogeny (Methods Section 4.4).

We observed that AbLang and ESM fundamentally differ in the way they handle random and selected
mutations (Figure 4A & B). While AbLang led to a 2-fold increase in the displacement induced by
selected mutations compared to random mutations, ESM2 showed the opposite behavior with a 3-fold
decrease for the same selected mutations. A similar pattern was found between ESM2-35M, ESM2-150M,
and ESM2-650M (Figure 4C). Interestingly, ESM2-650M-L6 did not show a significant difference in
terms of the displacement induced by random and selected mutations. Finally, it is worth noting that not
all the displacements are equivalent with respect to the Levenshtein distance. For instance, a random
mutation has approximately a 20% chance of being silent, resulting in a Levenshtein displacement of
zero, whereas other non-silent mutations lead to a displacement of one. As silent mutations are less
likely to be selected, this explains the observed slight increase of displacement by selected mutations
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Figure 3: Phylogeny analysis of a B cell clone shared among three germinal centers. (A) Circular phylogenetic
tree constructed from a dendrogram of Levenshtein distances between sequences. (B) Visualization of the same
B cell phylogeny in the AbLang space. Observed sequences are represented by circled points, while inferred
intermediate sequences in the phylogeny are denoted by small points and colored based on their nearest neighbor
sequence. Each line represents a single nucleotide mutation between two sequences.

over random mutations in the Levenshtein space.
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Figure 4: Quantification of displacement in the embedding space after one nucleotide mutation. (A, B) Distribution
of Euclidean distance displacements induced by selected and random mutations in the AbLang and ESM2-650M
embeddings respectively. (C) log-ratio between the displacements induced by selected and random mutations for
different embeddings. The Levenshtein distance is also shown for reference. The values are averaged over the 50
most abundant clones with error bars representing one standard deviation. If no layers are indicated on the PLM
x-axis, the last layer was used.

While the interpretation of these results is subtle, it is worth noting that the AbLang training dataset
comprised a large fraction of naive BCR sequences, i.e., sequences that have not undergone affinity
maturation. Thus, we can assume that the embedding space naturally separated naive and mature
B cells, as the authors have noted themselves [19]. If this hypothesis is correct, it seems reasonable
that selected mutations should induce larger displacement than random ones, as selected mutations
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are more likely to result in displacements towards the regions of the embedding space where mature
sequences lie. On the other hand, since ESM2 has been trained on heterogeneous collections of proteins,
the embedding might group sequences by family affiliation rather than by harder-to-predict functional
properties, such as affinity. However, further investigation into the properties of the embedded space
coupled with data specifically generated to test the properties of interesting regions of this space is
needed to better understand the functional implications of displacements in the embedded space.

2.3 Comparing generalist and domain-specific embedders for BCR and TCR speci-
ficity prediction

It is expected that using machine learning to decode information in adaptive immune receptor reper-
toires can transform the prediction of immune responses and accelerate the development of vaccines,
therapeutics, and diagnostics [36]. Having demonstrated that both Ablang and ESM2 capture important
evolutionary information for both BCRs and TCRs, we shifted our focus to examining the predictive
accuracy achieved by PLMs in epitope specificity predictions for TCRs and BCRs, both significant open
challenges in immunoinformatics [37, 24].

One of the primary limitation of current models for specificity prediction tasks is the scarcity of labeled
training data. As a result, techniques leveraging transfer learning approaches [38] and, more recently,
extracting embedded representations from extensive models like PLMs are under active exploration [24].

TCR predictions: We compared different versions of the ESM2 generalist model and TCR-BERT as
featurizers for downstream classification tasks. For this purpose, we borrowed a predictive task from the
ImmRep TCR-specificity workshop benchmark, the first public benchmark that evaluated 23 predictive
models [37]. The task consists on the prediction of a binary label for binding to a the GILGFVFTL epitope
given the amino acid sequence of the TCR CDR3-f chain. While we focused here on a subset of the
ImmRep dataset for a single epitope, we show in the Supplementary Section A.1 that a simple ESM2
embeddings-based classifier with minor modeling effort can compete with the best models from the
ImmRep TCR-specificity workshop benchmark [37].

Here, for each embedding-based model, we used a multi-layer perceptron (MLP) with 1, 2 or 3
layers (Methods 4.8) to predict the binary binding label. We report in Table 4 the performance of models
selected through hyperparameter optimization, measured with standard metrics for accuracy evaluation:
AUC, Accuracy, F1, Precision, and Recall. The architectures and hyperparameters of the selected models
are reported in table 7. Interestingly, after optimization of the classifier’s hyperparameters, there was
no significant difference between the best ESM2- and TCR-BERT-based classifiers across all metrics
considered.

Embedder AUC(T) Accuracy() F1(1) Precision(1) Recall(?)
TCR-BERT-L8 0.934(3)" 0.891(6)" 0.884(7)" 0.941(8) 0.83(1)"
TCR-BERT-L12 | 0.930(1) 0.890(1) 0.880(1) 0.942(3)" 0.83(2)"
ESM2-650M-L6 | 0.926(7) 0.881(8) 0.874(8)  0.931(8) 0.82(1)
ESM2-150M-L5 | 0.917(7)  0.873(7) 0.865(8)  0.924(7) 0.81(1)
ESM2-650M-L33 | 0.916(6)  0.866(7) 0.857(8)  0.916(8) 0.80(1)
ESM2-35M-L12 | 0.910(4)  0.854(5) 0.847(6)  0.889(4) 0.81(1)
ESM2-150M-L30 | 0.904(7)  0.850(8) 0.84(1) 0.894(7) 0.79(1)
ESM2-8M-L6 0.904(5)  0.848(8) 0.84(1) 0.90(1) 0.78(1)

Table 4: Test metrics evaluated on binary predictions of TCR binding to the GILGFVFTL epitope for
hyperparameter-tuned classifiers (selecting on validation AUC) taking different PLM embeddings as input.
The highest mean value is indicated with an asterisk, the standard deviation across Monte Carlo repetitions
is indicated in parentheses as the uncertainty on the last significant digit. Values indicated in bold are
non-dominated by the best score according to a multiple-testing-corrected Mann-Whitney U-test [39].
Arrows indicate whether higher (1) or lower (]) is better.
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As previously discussed [22], using early layers can lead to better performance in downstream tasks.
For ESM2-based models, we observed that training on embeddings from an early layer of the largest
model we considered (ESM2-650M-L6), yields significantly better performance for several metrics
compared to classifiers trained on embeddings from the last layer (ESM-650M-L33). For TCR-BERT,
however, we observed no significant difference between the last layer of TCR-BERT (L.12) and the
layer recommended for downstream affinity prediction (L8) [22], although the latter has a much lower
AUC standard deviation which is a desirable feature in terms of performance guarantees. One final
feature of note in Table 4 is the lack of significant differences in recall among models based on six of
the eight embeddings we considered, in stark contrast with the other metrics. This is explained by the
empirical observation that a larger fraction of the positively labeled (binding) samples is close to the
models’ decision boundaries, making them more sensitive to statistical noise. A potential reason for this
observation is the design of the training set where the positive samples are those with certain properties
that lead to the high binding affinity, while the negative samples are unrelated randomly chosen TCRs.
This makes it less likely for individual negative samples to decisively define the decision boundary.

Finally, a possible factor affecting the embedding’s performance could be the size of the MLP used
to classify TCR binders, with larger models potentially able to capture more relevant features for
downstream tasks. Interestingly, in Supplementary Section A.2, we show that there was no visible
dependence of optimized performance on parameter count for TCR binding predictions.

BCR predictions We turned next to BCR binding prediction tasks, which share similar bio-chemical
underpinnings as TCR specificity prediction, but also present important differences from a machine learn-
ing point of view. We considered the AlphaSeq dataset [40], which provides continuous measurements
of antibody affinity to an epitope of the SARS-CoV-2 spike protein. We defined the predicting affinity
task as a continuous regression task, rather than a binary classification as we did for TCR specificity
prediction. Another important difference is in the size of the sample, which comprises 154,029 samples
including replicates, and 71,415 paired heavy and light chains. This dataset is thus approximately 37
times larger than the TCR dataset.

Similarly, as for the TCR binding prediction, we used ESM2 as the state-of-the-art general protein
PLM, and compared its performance with AbLang, the best-in-class antibody-specific model [24]. For
each BCR, we embedded the paired heavy and light chains separately. Then, we concatenated the
embeddings and processed them with a shallow MLP (2 to 4 layers and 500K - 1.5M parameters,
Methods Section 6) to obtain an affinity prediction. We optimized the regression models separately and
selected the optimal hyperparameter set based on a held-out validation set.

We present the performance of the optimized classifiers in Table 5, whose architecture and hyperpa-
rameters are described in Table 6. Here, as for TCRs, the best ESM2 embedding was obtained from an
early layer (layer 6) of the largest embedding (650M parameters). Regression models constructed using
these embeddings significantly outperformed both the other ESM2 embeddings and the AbLang-based
embeddings. The second-best performing model on all metrics is ESM2-650M-133, which is the same
model as the best performing model, but with embeddings extracted from the final layer. This second
model also significantly outperformed AbLang in terms of MSE (Mean Squared Error) and R? (coefficient
of determination), but did not statistically dominate it in terms of MAE (Mean Absolute Error). As we
observed with TCRs, the size of the MLP did not affect the performance on BCR binding predictions
(Supplementary Section A.2).

In contrast with the analogous TCR binding prediction models where the best ESM2 models had a
comparable performance with domain-specific TCR-BERT, here Ablang was clearly dominated by ESM2.
A possible straightforward explanation could be that AbLang encodes less relevant information about
antibody binding compared to the best ESM2 embedding, while for TCR-related tasks, a similar amount
of information is captured by ESM2 and TCR-BERT embeddings. However, an alternative explanation
might be that ESM2 encodes richer protein information compared to the domain-specific models. Yet,
the limited sample size of the TCR classification task, which is 37 times smaller than AlphaSeq, might
prevent the classifier from effectively differentiating relevant from non-task-specific features, limiting
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Embedder MSE (]) MAE() R*(D)

ESM2-650M-L6 | 0.119(1) 0.2659(9) 0.455(7)

ESM2-650M-133 | 0.123(1)  0.271(2)  0.438(6)

AbLang-L.12 0.127(1)  0.276(3)  0.419(4)
) (5)
) (

ESM2-35M-L12 | 0.129(1) 0.279(2)  0.413(5
ESM2-150M-L30 | 0.1305(9) 0.283(2)  0.404(4)

Table 5: Test metrics evaluated on predictions of antibody binding to a SARS-CoV-2 epitope for
hyperparameter-tuned regression models (selecting on validation R?) taking different PLM embeddings
as input. Values indicated in bold are non-dominated by the best score according to a multiple-testing-
corrected WMU test. Arrows indicate whether higher (1) or lower (|) is better.

ESM2 accuracy.

To test this hypothesis, we considered multiple randomly down-sampled versions of the AlphaSeq
dataset. For each dataset, we trained a regression model by selecting hyperparameters optimized
specifically for each dataset size, for both AbLang-L12 and the superior ESM2 model, ESM2-650M-
L6. As expected and shown in Fig. 5, the performance of both PLM embedding-based regressors
deteriorated with decreasing training data sizes. The figure shows that there is a clear gap between the
two embeddings in the high-data regime, where ESM2-650M-L6 outperformed AbLang. Furthermore,
ESM2-650M-L6 performance has an earlier inflection point while AbLang performance decreased more
steadily with scarcer data, as a result of which, both models have comparable performances in the
low-data regime. This observation supports the hypothesis that both PLMs encode similarly predictive
learnable information when training data is limited. However, when more training data is available, the
larger ESM2-650M-L6 encodes more relevant information than AbLang, at least, for the task we have
inspected. This increase in disparity in the rich-data size regime could be attributed to the differences
in their embeddings’ dimensions (1280 compared to 768 for Ablang, Table 1). ESM2, having higher
dimensionality, may require more training data to reach its maximum disparity.

AlphaSeq Regression — Data Ablation

0.33
p—— Embedder
I { ]
0.40 s 032 | —8— ESM2-650M-L6
) ) L
./ == 0.31 Al 00
~ 035 / — u ~
=4 : Xl
> o—2" = 030 =2
19} f ®
— 0.30 / 4] \
g/ F o029 o
/ Embedder o~
0.25 —o— ESM2-650M-L6 0.28 —————
AblLang .
0.20 0.27
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Figure 5: Test performance of hyperparameter-tuned regression models taking AbLang-L12 and ESM2-650M-L6
embeddings as input as a function of the training set size. (a) Test R? scores of models with the best validation R2.
(b) Test MAE scores of models with the best validation MAE.

3 Discussion

The profound impact and utility of Protein Language Models (PLMs) in bioinformatics [10] and immune-
related applications [24] is beyond dispute. However, as new PLMs continuously emerge, it remains
unclear which factors are essential to consider when utilizing them. Our study has shown that the
model’s size, the magnitude of the training dataset, and the selection of layers, all play crucial roles in the
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model’s ability to capture relevant biological features in immunological tasks. For instance, ESM2-650M
embeddings, with their higher dimensionality (1280 for all its layers compared to 768 for Ablang,
Table 1), outperforms domain-specific PLMs only when a sufficient amount of training data is available.
Concerning the model’s size, ESM2 consistently shows enhanced performance as the parameter size
grows, aligning with the results seen in other related tasks where it was evaluated [12, 15]. We also
found that the last layer of PLMs is not necessarily the one yielding the highest performance, and
thus, the layer number should be considered as a hyperparameter that needs to be optimized for each
downstream task.

Regarding BCRs, their unique evolutionary processes to maximize the binding affinity to varying
targets set them apart from most proteins [41]. Indeed, the close relationship between an antibody
and the germline sequence of the naive B cell from which it has evolved, along with the subsequent
random mutations it has undergone, collectively determine its specificity and binding profile. The
distinct selective pressures experienced within germinal centers further shape BCR repertoires in a
manner that presents challenges for generalist PLMs to accurately represent. For example, we observed
that selected mutations had a greater impact on AbLang embeddings compared to random mutations,
presumably because they enhanced the binding profile toward a specific target. However, this pattern
was reversed for ESM2 embeddings (Figure 4). While a comprehensive exploration of the meaning of
displacements in the embedding space requires specialized techniques from interpretable deep learning
and falls beyond the scope of this work, this different behavior suggests that AbLang and ESM2 organize
BCR sequences in the embedding space in significantly distinct ways.

However, understanding how this different organization impacts the predictive performance of
different embeddings on various downstream tasks is not trivial. While it might be naively expected that
domain-specific models should outperform generalist models on tasks with high evolutionary specificity,
it was demonstrated that ESM1 [12], the predecessor of ESM2, performed comparably to AbLang on
various antibody-related tasks, including paratope and antigen binding prediction [24]. Adding to the
comparison, we have shown here that ESM2 clearly outperforms AbLang on antigen-binding tasks. On
the other hand, ESM1 underperformed AbLang on tasks requiring high specificity, such as antibody
discovery and cell state prediction. Therefore, AbLang may still be a competitive choice compared to
ESM2 for these tasks.

An intriguing question that our study does not address is to better understand which information
gets selected in the low-data regime. Even without a thorough interpretation of the information captured
by each embedding, assessing the generalization of their predictions on unseen data and the stability of
predictions across subsampled training datasets could yield valuable insights into the information utilized
by the downstream regressors. Of particular interest is whether there are specific ESM2 embedding
features that are only reliably leveraged in the high data regime, leading to its improved performance,
or whether the low-data regressors consistently make a global but shallow use of the available ESM2
embedding features, suggesting a more robust and generalizable approach in scenarios with limited
data.

Finally, in the context of modeling the evolution of antibodies during an immune response, the
utilization of PLMs represents a promising approach for predicting the impact of mutations [42]. The
limited accuracy of current antibody-antigen binding prediction models poses substantial challenges
in the field of antibody design [7]. Rather than explicitly simulating the molecular binding between
the antibody with its antigen, PLMs offer an alternative approach to train binding prediction models.
Current modeling efforts to simulate an immune response to a known antigen cannot evaluate the
influence of point mutations on BCR sequences [43]. This limitation hinders their applicability in vaccine
design or infectious disease research, where faithful simulations of repertoire adaptation to external
threats are needed. In this context, PLMs could facilitate more realistic germinal center simulations by
predicting which amino acids are more likely to undergo mutations [43, 44].

Similar potential is expected in the context of T cells, where the development of T cell-based
immunotherapies is currently hampered by our limited ability to predict cross-reactive binding events,
i.e. events where natural or engineered T cells bind to off-target sites, potentially triggering inflammatory
responses at healthy sites. Although current PLMs cannot predict the binding affinity to unseen epitopes
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and antigens, their predictive accuracy for numerous tasks is advancing rapidly. Aid by emerging high-
throughput single-cell technologies that may enable the swift measurement of BCRs and TCRs binding
affinity to extensive collections of epitopes and antigens, there is promising potential to revolutionize
the clinical application of both B and T cell-based therapies.

4 Methods

4.1 Datasets

TCR specificity: The TCR dataset was provided by the organizers of the ImmRep 2022 TCR-epitope
specificity workshop [37], and was downloaded from https://github.com/viragbioinfo/ImmRep
_2022_TCRSpecificity. We restrict our focus to TCRs with binding information for the GILGFVFTL
epitope. This selection deviates from the broader ImmRep goal to test various epitopes, and is attributed
to the fact that TCR-BERT only embeds TCR sequences, not epitopes. A mix of positive and negative
TCRs for each epitope was provided in the test data. By concentrating on a single epitope, our sample
size is reduced to 4067 sequences, of which 680 are positively labeled. While the dataset contains paired
information on the « and p chains, we retained only the CDR3-f chain to construct embeddings due to
TCR-BERT limitations.

Antibody specificity: The antibody covid specificity Dataset (AlphaSeq) [40] was downloaded from
https://zenodo.org/record/5095284. AlphaSeq consists of 71,415 paired heavy and light chains,
with continuous measurements of their affinity to an epitope of the SARS-CoV-2 spike protein. The
sequences were generated by introducing artificial mutations (up to three) in the CDRs of four known
binders of the SARS-CoV-2 spike protein.

Germinal center BCRs: The collection of B cell sequences originating from 10 individual germinal
centers from a single human lymph node [31] was downloaded from https://vdjserver.org/commun
ity/8899006209436478995-242ac118-0001-012. Germline V and J genes assignments were already
included in the datasets, and the clone phylogenies were inferred following the approach described
in Method 4.3. Sequences with NaN values in V or J gene segments were removed from the study:.
Sequences are between 300 and 340 nucleotides long, and the V and J segments comprise roughly 70%
and 15% of the sequences, respectively.

4.2 Levenshtein distance

The Levenshtein distance [29], defined as the minimum number of edits required to transform one
sequence into another, is a common metric to quantify sequence similarity. To reduce the bias caused
by differences in sequence length, we use the normalized Levenshtein distance [45] that incorporates
the length of both sequences and satisfies the triangle inequality. Given two strings, s; and s,, and the
Levenshtein distance between them, Lev(s1, sp), the normalized Levenshtein distance Levpom is defined

as:
2. Lev(sy,s2)
L 792) = 1
evnorm(sl SZ) |Sl‘ + |52| —+ LEU(SL 52) w

4.3 Identifying germinal center B-cell clones

Following on the recommendations of [30], we first grouped B cells together only if they had the same
V and J genes. For each obtained group, we computed the pairwise normalized Levenshtein distance
between each junction sequence in that group, and applied the Hierarchical Agglomerative Clustering
(HAC) algorithm [46, 47] to cluster the BCRs into different clonal groups. We used the complete-linkage
clustering criterion, which begins by putting each sequence on its own cluster, and then sequentially
combines smaller clusters into larger ones until all elements are in one single cluster. This method

Page 12 of 25


https://github.com/viragbioinfo/ImmRep_2022_TCRSpecificity
https://github.com/viragbioinfo/ImmRep_2022_TCRSpecificity
https://zenodo.org/record/5095284
https://vdjserver.org/community/8899006209436478995-242ac118-0001-012
https://vdjserver.org/community/8899006209436478995-242ac118-0001-012
https://doi.org/10.1101/2023.10.17.562795
http://creativecommons.org/licenses/by-nc/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.10.17.562795; this version posted October 20, 2023. The copyright holder for this
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in
perpetuity. It is made available under aCC-BY-NC 4.0 International license.

Do Domain-Specific Protein Language Models Outperform General Models on Immunology-Related Tasks?

generates a dendrogram, illustrating the sequence of cluster mergers and the distance at which each
merger occurred. By setting an appropriate threshold, we can define individual clusters as all the clusters
that have not been merged up to that distance. In this study, we chose as threshold the distance to the
nearest distribution of negation sequences with a tolerance of 0.03% [30], corresponding to a threshold
distance of 0.1. Here, negation sequences refers to BCR sequences with unrelated phylogenies, typically
sampled from unrelated individuals.

4.4 Inferring the mutation phylogeny of B-cell clones

We used mutation phylogenetic trees to visualize and reconstruct the evolution of the BCR sequences in
a given clone. In such representation, each founder cell defines the unmutated germline of a new tree,
newly acquired mutations are represented as downstream nodes (Figure S4A), and leaves represent
observed sequences [43].

To construct the tree, we first defined the root by taking the unmutated V and J germlines and
filling the remaining junction region with the consensus sequence of all unique sequences within the
considered clone. Then, the grouped sequences from each clone were aligned with ClustalW [48]. The
alignment was necessary to define distances between each sequences, from which we inferred a tree with
a hierarchical clustering approach. The most similar sequences were grouped together and progressively
aggregated with other groups until the root node (maximum distance) was reached (Neighbour Joining
method in ClustalW). Then, we associated a sequence to each bifurcation in the dendrogram, defined
as the consensus sequence of all the leaves below it. Finally, the final tree was constructed by linking
bifurcations together and by introducing mutations between them, or by merging them when having
the same sequence. These inferred sequences, or intermediate nodes in the tree, represent the BCR of
parent cells that existed but later underwent additional mutations and are not present in the repertoire
at the sequencing snapshot. The compilation of mutations linking these inferred sequences together
defines a set of selected mutations that we can leverage to evaluate the sensitivity of PLMs to these
mutations.

This method to infer sequences was preferred over Bayesian Maximum likelihood estimation ap-
proaches [49, 50] or Markov chain Monte Carlo sampling [51], as these heavily rely on the infinite
sites assumptions, according to which every mutation occurs at a previously not mutated site. While
this assumption is reasonable at a genome-wide scale, in the context of shorter junctions and somatic
hypermutation rates, it is often not verified, as we have found in our data (Figure S4B).

4.5 \Visualizing phylogenetic trees

Circular visualization of Hierarchical dendogram were implemented with pyCirclize [52] (https:
//github.com/moshi4/pyCirclize). Mutation phylogenetic trees were plotted with Graphviz
(https://pypi.org/project/graphviz/).

4.6 Implementation details of PLMs

All embeddings are extracted using PyTorch [53] implementations of the aforementioned PLMs. For
each model, we tokenize the protein sequences using the tokenizers provided by the authors and
obtain token-wise vector representations using a forward pass of their encoders. These embedded
vector representations of variable-length amino acid sequences are aggregated to produce fixed-size
representations using mean pooling, which are then used as global sequence representations. Model-
specific details follow.

ESM2 We use the PyTorch-Hub implementation of ESM2 models [15] (https://github.com/faceb
ookresearch/esm) and rely on the readily-available repr_layers parameter of the esm.ESM2. forward
method to collect the token embeddings, i.e. the amino acid-based embeddings, at any given internal
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layer of the model. Mean pooling is achieved by truncating each padded vector sequence at its correct
length before computing the per-sequence mean.

TCR-BERT We use the HuggingFace [54] implementation of the base version of TCR-BERT (trained ex-
clusively using amino acid masked language modeling), which is available under the label
wukevin/tcr-bert-mlm-only on the HuggingFace Hub. Another version of the model, fine-tuned
on a TCR binding prediction task, is available but raises the risk of having part of our test set exposed
as its training data. We obtain mean-pooled embeddings with the SentenceTransformers library [55],
which handles mean pooling automatically. Early layers were obtained by editing the HuggingFace model
internals (truncating the BertModel.encoder.layer implementing the sequence of 12 BertLayer)
before being passed to the sentence_transformers.SentenceTransformer object.

AbLang The AbLang [19] authors have made their model available as a standalone Python package(ht
tps://github.com/oxpig/AbLang) which readily provides embedding computation through its main
interface. We use this interface directly (calling ablang.pretrained objects with mode=’seqcoding?).
AbLang comprises two models, optimized for modeling antibody heavy and light chains, respectively. We
use each model to obtain a mean-pooled encoding of each BCR separately, which we then concatenate
to obtain a global antibody representation.

4.7 Model architecture for antibody specificity prediction

We evaluate PLM-based antibody affinity predictions through the lens of the AlphaSeq dataset [40],
which provides a continuous label for the estimated binding affinity of antibodies to a specific SARS-
CoV-2 epitope, including several replicate measurements for many sequences. We use PLMs to compute
fixed-size embeddings of the antibody protein sequences, which reduces the task of predicting the affinity
to a supervised regression problem, mapping embedding vectors to a continuous number. Given that
AbLang provides separate embeddings for the antibody heavy and light chains, we obtain antibody-level
representation by concatenating the two chain vector representations. To ensure a fair comparison
with ESM2-based embeddings, we replicate this process for ESM2 models. Specifically, we individually
embed each chain and then concatenate them both into a single vector.

We use multi-layer perceptrons of 2, 3, or 4 layers to map the high-dimensional sequence represen-
tations to a single continuous label. We use dropout regularization after the internal layers and before
the non-linear ReLU activation functions, but neither dropout nor an activation function is applied to
the output of the final layer. The model parameters are trained by optimizing the mean-squared error
(MSE) loss using the Adam optimizer [56] until a minimum validation loss is achieved, based on an
early-stopping algorithm with a patience of 5 steps. Given the large size of the dataset, we set the batch
size to a fixed value of 128 to accelerate training and do not consider lower values.

Model hyperparameters are tuned using a random search with Monte-Carlo cross-validation with
six repetitions. For each Monte Carlo replicate, 20% of the data is held out for testing and 20% of the
remaining data is held out for validation. Hence, the data is split as follows, 64% for training, 20%
for testing, and 16% for validation. For each training, model weights are randomly initialized and we
use the training data to estimate the coordinate-wise mean and standard deviation of the embedding
distribution and standardize training, validation, and test data with these estimates.

In each model, we specify the architecture by specifying the dimensions of the internal layers, while
the input dimension is determined by the dimensionality of the embedding vectors used (see Table 1),
multiplied by two due to the concatenation, and the output dimension is always 1. The explicit range of
random parameters is listed below.

* Learning Rate: [107%, 1073, 1072].

* Dropout Rate: [0, 0.05, 0.1, 0.3].

e Batch size: fixed to 128.

« Hidden Layers: [(128, 32), (512, 128), (1024, 512, 512), (512, 512, 512, 512)] .
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In Figure 6, we show the ten best hyperparameter (HP) configurations of each test PLMs with a
box-plot generated with six samplings [57], ranked by their mean R? test score. Strikingly, the best
AbLang hyperparameter configuration comes at the 11th position, reinforcing our confidence in the
superiority of ESM2 embeddings.

Hyperparameter search: Antibody Binding to COVID target
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Figure 6: Test R? score distributions of the 10 best TCR binding classifier hyperparameter (HP) configurations for
each PLM we tested. We rank hyperparameter choices based on their mean validation R? score across six Monte
Carlo replicates, which we visualize with a Box-plot [57]. Each position on the horizontal axis corresponds to a
choice of PLM and HP.

Table 6: Optimal hyperparameter choices for BCR affinity regression models (Multilayer perceptron) taking
embeddings from each PLM tested. The layers correspond to the output dimension of each hidden layer and the
number of parameters (#Param.) takes into account each linear layer matrix and bias term.

PIM Best Hyperparameter Choice for Multilayer Perceptron

PLM Dim. Layers #Param. Learning Rate Dropout Rate
ESM2-650M-L6 2560 [128, 32] 331,936 1x107* 0.0
ESM2-650M-L33 2560 [512,128] 1,376,896 1x107* 0.0
ESM2-35M-L12 960 [512, 128] 557,696 1x1074 0.0
ESM2-150M-L30 1280 [512, 128] 721,536 1x1073 0.0
AbLang-1.12 1536 [512, 128] 852,608 1x107% 0.05

4.8 Model architecture for TCR binding prediction

The ImmRep benchmark [37] sets up TCR-epitope binding prediction as a binary classification task
where a TCR-epitope pair is labeled as positive if the TCR recognizes the epitope, while negatively
labeled pairs indicate non-recognition. In the TCR task, we consider in this manuscript, we identify
the individual epitope with the most positively labeled samples and simplify the task to a binary TCR
classification problem. We take the CDR3- segment of the TCR and use protein-PLMs as sequence
featurizers, mapping variable-length amino-acid sequences to fixed-size vectors. The task then reduces
to a standard supervised binary classification problem, mapping a vector of features to a binary label.
Given the lack of obvious internal structure or invariances in the embedding spaces we consider, we
use multi-layer perceptrons to map the high-dimensional sequence representations to a single binary
label, normalized with a sigmoid function. We use dropout regularization after internal layers and
before non-linear ReLU activation functions. The model parameters are trained by optimizing the binary
cross-entropy loss using the Adam optimizer [56]. Training continues until a minimum validation loss
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is achieved. We assume that a minimum has been reached if there is no observed improvement after
training for 20 epochs.

Model hyperparameters are tuned using a random search with Monte-Carlo cross-validation with
six repetitions. For each Monte Carlo replicate, 20% of the data is held out for testing and 20% of the
remaining data is held out for validation. Hence, the data is split as follows, 64% for training, 20% for
testing, and 16% for validation. For each training fold, model weights are randomly initialized and we
use the training data to estimate the coordinate-wise mean and standard deviation of the embedding
distribution and standardize training, validation, and test data with these estimates.

In each model, the input dimension is determined by the dimensionality of the embedding vectors
used and the output dimension is always 1. We specify the architecture by specifying the dimensions
of the internal layers which we tune by defining a scaling factor A. The explicit range of random
hyperparameters is listed below.

* Learning Rate: [107%,5 x 1074, 1073, 5 x 1073, 102].

* Dropout Rate: [0, 0.05, 0.1, 0.15, 0.2, 0.3].

* Batch Size: [8, 16, 32, 64, 128|.

* Hidden Layers: [(A x 64), (A x 32, A x8), (A x 64, A x8), (A x256, A x 8),
(A x32,Ax32,Ax8), (Ax64, A x32,Ax8)|.

For each value of the hidden-layer-scale factor A = 1,2, 3, we sample 32 random choices of hyperpa-
rameters on which we run our six Monte-Carlo cross-validation replicates. The best models used to
report scores are selected based on the mean AUC validation score across Monte Carlo replicates. We
report test AUC score distributions among the 10 best hyperparameter choices in Figure 7. The actual
top-performing models’ hyperparameter choices are specified in Table 7.

Note that the range of parameters scanned in this experiment is more comprehensive than for
antibody affinity regression. This is the result of our observation of the lack of significant difference
between the best TCR-BERT- and ESM2-based models, which led us to perform a second random search
with expanded parameter ranges and to introduce the layer-width scaling factor A.

Hyperparameter search: TCR Binding prediction for epitope GILGFVFTL Embedding

I TCR-Bert-L8
0.94 [ TCR-Bert-L12
I ESM2-8M-L6
g I ESM2-650M-L6
f, 0.92 [ ESM2-650M-L33
E [ ESM2-35M-L12
0.90 [ ESM2-150M-L5
[ ESM2-150M-L30
0.88

HP configurations (ranked by val. AUC)

Figure 7: Test AUC score distributions of the 10 best TCR binding classifier hyperparameter (HP) configurations
for each embedding we tested. We rank hyperparameter choices based on their mean validation AUC score across
six Monte Carlo replicates, which we visualize with a Box-plot [57]
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Table 7: Optimal hyperparameter choices for TCR binding classifiers (Multilayer perceptron) taking embeddings
from each PLM tested. The layers correspond to the output dimension of each hidden layer and the number of
parameters (#Param.) takes into account each linear layer matrix and bias term.

PIM Best Hyperparameter Choice for Multilayer Perceptron
PLM Dim. Layers  #Param. Learning Rate Dropout Rate
TCR-Bert-L8 768 [192] 147,648 5x107* 0.05
TCR-Bert-L12 768 [192] 147,648 1x1073 0.0
ESM2-8M-L6 320 [512,16] 172,560 1x1073 0.05
ESM2-35M-L12 480 [128] 61,568 1x1073 0.0
ESM2-150M-L5 640 [192] 123,072 5x107% 0.05
ESM2-150M-L30 640 [192] 123,072 5x 1074 0.05
ESM2-650M-L6 1280 [192] 245,952 5x 1074 0.05
ESM2-650M-L33 1280 [96, 24] 125,304 5x 1074 0.0
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