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AlphaFold2 (AF) is a promising tool, but is it accurate enough to predict single mutation effects? Here, we
report that the localized structural deformation between protein pairs differing by only 1-3 mutations – as mea-
sured by the effective strain – is correlated across 3,901 experimental and AF-predicted structures. Furthermore,
analysis of ∼11,000 proteins shows that the local structural change correlates with various phenotypic changes.
These findings suggest that AF can predict the range and magnitude of single-mutation effects, and we propose
a method to improve precision of AF predictions and to indicate when predictions are unreliable.

Alteration of one or few amino acid residues can af-
fect structure [1–3] and function [4, 5] of a protein and,
in extreme cases, be the difference between health and dis-
ease [6, 7]. Understanding structural consequences of point
mutations is important for drug design [8, 9] and could also
accelerate optimization of enzymatic function via directed
evolution [10, 11]. In these and other applications, theoret-
ical models [12] could be of immense help, provided they
are sufficiently accurate. In this context, AlphaFold2 [13]
has recently made breakthroughs in predicting global pro-
tein structure from sequence with unprecedented precision.
Notwithstanding, it is not yet known whether AF is sen-
sitive enough to detect small, local effects of single muta-
tions. Even if AF achieves high accuracy, the effect of a
mutation may be small compared to the inherent confor-
mational dynamics of the protein – predicting static struc-
tures may not be particularly informative [14–16]. Further-
more, as accuracy improves, evaluating the quality of pre-
dictions becomes increasingly complicated by the inherent
noise in experimental measurements [16–23]. So far, no
study has evaluated whether AF can accurately measure
structural changes due to single mutations, and there are
conflicting reports as to whether AF can predict the effect
of a mutation on protein stability [24–28]. Furthermore, re-
cent evidence suggests that AF learns the energy functional
underlying folding, raising the question of whether the in-
ferred functional is sensitive enough to discern the subtle
physical changes due to a single mutation [29]. We aim to
resolve this issue by comparing AF predictions with exten-
sive data on protein structure and function.

We examine AF predictions in light of structural data
from a curated set of proteins from the Protein Data Bank
(PDB) [30], and phenotype data from high-throughput ex-
periments [31–33]. We find that AF can detect the ef-
fect of a mutation on structure by identifying local de-
formations between protein pairs differing by 1-3 muta-
tions. The deformation is probed by the effective strain
(ES) measure. We show that ES computed between a
pair of PDB structures is correlated with the ES computed
for the corresponding pair of structures predicted by AF.
Furthermore, analysis of ∼11,000 proteins whose function
was probed in three high-throughput studies shows sig-
nificant correlations between AF-predicted ES and three
categories of phenotype (fluorescence, folding, catalysis)

across three experimental datasets [31–33]. These sets of
correlations suggest that AF can predict the range and mag-
nitude of single-mutation effects. We provide new tools
(github.com/mirabdi/PDAnalysis) for computing deforma-
tion in proteins, and a methodology for increasing the pre-
cision of AlphaFold predictions of mutation effects. Alto-
gether, these results indicate that AF can be used to pre-
dict physicochemical effects of missense mutations, un-
damming vast potential in the field of protein design and
evolution.

AF can predict local structural change.— We illustrate our
approach by analyzing wild-type (WT; 6BDD_A) and single-
mutant (6BDE_A, A71G) structures of H-NOX protein from
K. algicida (Fig. 1D) [34]. To quantify local deformation,
we calculate the effective strain (ES) per residue Si (See
App. A) for, respectively, experimental and AF-predicted
pairs of structures (Fig. 1A). The ES is the mean relative
change in distance from Cα of residue i to neighboring
Cα positions within a range of 13 Å. ES provides a ro-
bust estimate of the magnitude of local strain, which ac-
counts also for non-affine deformation in addition to affine
deformation [35–39]. Like the frame-aligned-point-error
(FAPE) measure used in training AF [13], ES is invariant
to alignment. In H-NOX, we observe that the Si is highest
at, and decays away from the mutated site, showing a cor-
relation with the distance from the mutated site (Fig. 1B).
We find that Si is correlated across PDB and AF structures
(Fig. 1C,E). Taken together, these correlations suggest that
Si is a sensitive measure of local structural change, and that
AF is capable of predicting such structural change upon
mutation.

Experimental measurement variability limits evaluation.—
Before exploring AF predictions in more detail, we first ex-
amine variation within experimental structures by compar-
ing repeat measurements of the same protein. In Fig. 1F we
show the distribution of Si calculated for all residues in all
pairs (Supplemental Material (SM) Sec. 1A [40]) of pro-
tein structures with identical sequences (number of muta-
tions, M = 0); we excluded pairs where the crystallographic
group differed (SM Sec. 1B [40]). Protein structures vary
considerably between repeat measurements (average ES is
⟨Si⟩= 0.018, and the average Root Mean Square Deviation
is RMSD = 0.24Å). In comparison, differences between
repeat predictions of AF are much lower (∆Si = 0.005,
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FIG. 1. A: Local deformation per residue measured by effective strain, Si, between wild-type (WT) and mutant (A71G) H-NOX protein,
for experimental (orange) and AF-predicted (blue) structures. Dotted line indicates the mutated residue. B: Si vs distance from the
nearest mutated site, δm. C: Comparison of Si obtained from experimental and predicted structures. D: Overlaid WT (grey, 6BDD_A)
and mutant (colour, 6BDE_A), experimental (orange) and predicted (blue) structures. E: Wild type protein with residues coloured by Si;
location of A71G mutation is shown. F: Distribution of Si between matched pairs of structures with the same sequence (M = 0), for
PDB, AF, and averaged AF (⟨AF⟩) structures. G: Distribution of correlation between PDB strain fields and equivalent fields from PDB,
AF and DMPfold, shown for different numbers of mutations, M. H: Residual correlation that is due to mutations, shown for the full
dataset and a nonredundant version (NR); whiskers show bootstrapped 95 % confidence intervals. I: Correlation between PDB and ⟨AF⟩
strain fields, Sp

i , across all pairs p and residues i that are within a distance δm from a mutated site, shown for the full dataset and a
nonredundant version (NR).

RMSD =0.11 Å). For example, the experimental RMSD
between WT and mutant H-NOX is 1.6 Å, while the AF-
predicted RMSD is 0.3 Å. We can refine AF predictions
further by making multiple repeat predictions and averag-
ing over the local neighborhoods (⟨AF⟩ in Fig. 1F, App.
B), which results in even lower differences (∆Si = 0.001).
We find that averaging decreases deformation away from
mutated residues, while preserving deformation in mutated
areas (SM Sec. 6 [40]), thus we henceforth report results
for averaged structures, except where noted. The variation
between experimental measurements might mask the defor-
mation due to mutation, and therefore limits our ability to
evaluate AF predictions.

Mutation effects are measurable in PDB structures.— To
quantify how well we can measure mutation effects from
PDB structures, we compare deformation between two
matching pairs of PDB structures with identical (M = 0)
and nonidentical (M > 0) sequences (SM Sec. 5B [40])
of length L (number of residues). For each pair, we cal-
culate the strain fields, S = (S1, . . . ,SL), which record ES
values for all residues, and we calculate Pearson’s correla-
tion coefficient r as in Fig. 1C. We find that even among
protein structures with identical sequences, strain fields are
highly correlated (Fig. 1G). This occurs because the magni-
tude of positional fluctuations depends on local flexibility;
more flexible regions exhibit higher strain in repeat mea-
surements (App. B). Thus, a portion of the S correlation

in Fig. 1C is due to effects other than mutation. Despite
this, we find that correlations are much higher when com-
paring pairs of structures that differ by one or more muta-
tions (M > 0), and correlations increase with M (Fig. 1G).
Thus, the strength of PDB-PDB deformation correlations is
partly due to differences in local flexibility, and partly also
due mutations.

Mutation effects are correlated across PDB and AF
structures.— To evaluate the performance of AF in pre-
dicting mutation effects, we calculate correlations between
PDB and AF-predicted strain fields, SPDB and SAF, calcu-
lated for all matched pairs of proteins (SM Sec. 5B [40]).
The PDB-⟨AF⟩ correlations between pairs of structures
with identical sequences (M = 0) are lower than PDB-PDB
correlations (Fig. 1G), as are the correlations for noniden-
tical sequences (M > 0). Nonetheless, the correlations are
significant and they increase with M. To put this result in
context, the PDB-AF correlations are considerably higher
than correlations obtained by using another algorithm to
predict protein structure (DMPfold2) [41]. To compare
the degree of correlation that is due to mutation effects,
we plot the mean correlation for nonidentical sequences
⟨Corr

(
M ∈ {1,2,3}

)
⟩ subtracted from the mean correla-

tion that can be attributed to fluctuations, ⟨Corr
(
M = 0

)
⟩.

Fig. 1H shows that the degree of correlation due to mu-
tations is as high for AF-PDB comparisons as it is for
PDB-PDB comparisons. Since many protein families are
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FIG. 2. A: Correlation (Pearson’s r) between blue fluorescence (mTagBFP2) and AF-predicted effective strain (ES), Si, between WT and
8,191 variants for all sequence positions i; positions of mutated residues are shown by dotted lines; chromophore site (Y65) is indicated
(red circle). B: Structure of BFP, with each residue colored according to Corr(Si,Fluor.) (A); Y65 atoms are shown as spheres. C: Strain
at residue Y65 vs. fluorescence for mTagBFP2 variants. D: Fluorescence-strain correlation per residue vs. distance from residue i to
Y65; mutated positions are indicated (blue circle). E-H: Correlations between: SA218 and red fluorescence (mKate2); SL59 and green
fluorescence (GFP); catalytic activity and S at the active site (PafA); folding ability (fraction of active enzymes) and average strain, ⟨Si⟩,
of the 50 residues that correlate best with folding ability (PafA).

over-represented in the PDB, we repeat the analyses on
nonredundant sets of proteins (SM Sec. 1C [40]), finding
that AF-PDB correlations are still comparable to PDB-PDB
correlations (NR in Fig. 1H).

AF predicts the range of mutation effects.— Fig. 1G-H
shows that within matched protein pairs, deformation is
correlated between PDB and AF, although the magnitude of
deformation can differ (Fig. 1F). This indicates that AF is at
least correctly predicting the range and the relative strength
of the effect of a mutation. On average, AF predicts that
mutations can produce changes in structure up to 16-18 Å
(SM Sec. 7 [40]), whereas the average range in the PDB
data is only14 Å due to the higher measurement variance in
the PDB. This suggests that AF correctly predicts the range
of a mutation’s effect on structure.

AF predicts the relative magnitude of mutation effects.— It
is essential to be able to predict whether a mutation will
lead to a big or small effect on structure. While the pre-
vious analysis did not show this, we directly address this
problem by examining whether predicted effects correlate
with empirical effects across proteins. To do this, we group
Si values from all matched pairs p by distance from the
nearest mutated residue, δm (in bins of 2 Å), to get sets of
Sp

i for both PDB and ⟨AF⟩ pairs of structures. This allows
us to compare ES magnitudes across proteins, by calculat-
ing the correlation between Sp

i for PDB and ⟨AF⟩. At mu-
tated sites, the correlation is quite high, and decreases away
from the mutated site as expected (Fig. 1I); this is also true
for the nonredundant sample. Hence, AF is capable of dis-
tinguishing between mutations that have relatively large or
small effects on structure.

Phenotypic change correlates with AF-predicted ES.— An
orthogonal test of whether AF can predict the effect of
a mutation is to study correlations between the effective
strain (ES), Si, and phenotypic change. This approach

avoids the pitfalls associated with noisy PDB measure-
ments, and allows us to test predictions of structures that
AF was not directly trained on. However, the link be-
tween structure and function is often unknown. The map-
ping from genotype to phenotype is complex and involves
dimensional reduction [5, 42, 43]. Therefore, a lack of
a correlation between Si and phenotype is not strong ev-
idence that the structure is incorrect, as there may be a
non-trivial mapping between structure and function. On
the other hand, observation of correlations between Si and
phenotype is strong evidence that AF can be predictive in
estimating the effect of mutations. We study three data sets
from high-throughput experiments, covering three distinct
phenotypes (SM Sec. 2 [40]): (i) blue and red fluorescence
is measured for 8,192 sequences linking mTagBFP2 (blue)
and mKate2 (red) [32]; (ii) green fluorescence is measured
for 2,312 GFP sequences [31]; (iii) folding (fraction of ac-
tive enzymes) and catalytic (kcat) effects of mutations are
measured for PafA [33] (SM Sec. 2C [40]).

We find significant correlations between phenotype and
AF-predicted ES (compared to WT) for all phenotypes
(Fig. 2). It is possible to predict blue, red and green flu-
orescence (Pearson’s r = −0.93, r = −0.76, r = −0.67)
by measuring the ES at residues Y65, A218 and L59, re-
spectively (Fig. 2C,E,F). There are many other residues at
which deformation measured by ES is predictive of fluo-
rescence (Fig. 2A-B), and these residues are found to be
closer to residue Y65 (Fig. 2D, Y65 covalently binds to a
chromophore); this is despite no mutations to Y65, which
suggests that AF can predict allosteric effects. We also find
weaker, yet significant correlations between ES and the em-
pirical effects of mutations on folding and catalytic activity
(Fig. 2G-H). For catalytic activity, we measure mean defor-
mation at the active site; for the folding effect, we measure
mean ES between the 50 residues that correlate best with
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the folding effect (SM Sec. 9 [40]).
In contrast, we do not find consistent correlations with

RMSD, a standard estimate of AF accuracy [13], indicat-
ing that local deformation, as measured by the ES, is more
appropriate for measuring mutational effects (SM Sec. 10).
In some cases, performance is heavily dependent on which
pre-trained model (SM Fig. 4 [40]) is used: surprisingly,
we found that using the highest ranked (by pLDDT; see SM
Sec. 3 & 11 [40]) models resulted in worse performance for
phenotypic change (SM Fig. 4 [40]), and performance for
structural change was close to average (SM Sec. 12 [40]).
Taken together, these results provide evidence that AF can
be used to predict the structural effect of a single mutation.
ES correlates with phenotypic change for wild-type
proteins.— It is quite unexpected that ES, Si, should be a
good predictor of phenotypic change, even if AF can accu-
rately predict structure. We suspect that the correlation is
strong because the structures are always compared to the
wild-type (WT) proteins, where the structure is adapted for
function through evolution – any deviation from this op-
timal structure is likely to diminish protein function. We
find that high correlations are only found within M ≤ 8
mutations from the WT, and phenotype-ES correlations are
much weaker between non-WT pairs (SM Sec. 9 [40]).
Thus we conclude that Si is a good predictor of phenotypic
change from native protein sequences. For studying pheno-
typic change away from optima in phenotype landscapes,
another mapping from structure to function is needed.
Discussion.— We have shown that AF is capable of pre-
dicting structures with sufficient accuracy and that it can
pick up changes as small as those resulting from a sin-
gle missense mutation. Direct validation of predicted mu-
tational effects on structure is limited by the accuracy of
empirical structures (Fig. 1F), and further hindered by the
lack of sequence pairs that are suitable for comparison (SM
Sec. 1 [40]). Likewise, predicting phenotypic change from
structure alone ought to be challenging, to say the least.
Despite these steep hurdles, we have shown, using effec-
tive strain (ES) as a measure of deformation, that differ-
ences between AF-predicted structures do correlate with
both structural (Fig. 1) and phenotypic changes (Fig. 2) in
empirical data. Examining individual pairs of PDB struc-
tures, mutation effects are masked by fluctuations, but this
inherent noise is filtered by analyzing the statistics of many
pairs, demonstrating that AF is accurate. The difficul-
ties in assembling sufficient data for validation highlight
that the age of experimental protein structure identifica-
tion is far from over [44], despite the success of AF and
RoseTTAFold [13, 45]. Our methodology for evaluating
mutation effects using deformation can be used in future
empirical evaluation of mutation effects.
Advice for using AF to study mutations.— We find higher
correlations between AF and PDB when mutations are in
less flexible regions of proteins, and when mutations have
large effects (App. C). One can quickly estimate flexi-
bility using pLDDT (AF’s confidence in a residue’s pre-
dicted position, or a proxy measure of rigidity; SM Sec.
11 [40]), but it is more useful to measure the variance of
AF predictions by predicting multiple structures (App. B,
SM Sec. 6 [40]). Depending on the flexibility, and mu-
tation effect size, one can achieve much more reliable es-

timates of mutation effects by averaging across many re-
peat structures. We advise against using templates in pre-
dictions (used by default in AF models 1 and 2), since
this appears to offer at best negligible increases in accu-
racy, and we found one example where including tem-
plates made the predictions much worse (SM Sec. 12 [40]).
We recommend using effective strain as a measure of lo-
cal deformation, rather than using RMSD or pLDDT. We
provide code for calculating deformation, producing aver-
age structures, and calculating repeat-prediction variance at
github.com/mirabdi/PDAnalysis.
AF predicts structure, not folding.— We need to empha-
sise that AF is only trained to predict structures of stable
proteins, and we make no claims about whether the pro-
teins will indeed fold into the predicted structure. Given
the marginal stability of most proteins, mutations may eas-
ily destabilize a protein so that its melting temperature falls
below room temperature. The process of protein folding
is carefully tuned in vivo for folding on the ribosome, and
through interactions with chaperones, and mutations that
do not change structure may retard folding through other
mechanisms [46]. To see whether pLDDT is predictive
of whether a protein will fold or not, we studied a set of
147 WW-domain-like sequences, of which 40 were found
to fold in vitro. Although more sophisticated methods
may perform better, mean pLDDT by itself proved insuf-
ficient to sort folding from non-folding proteins (SM Sec.
11B [40]). Now that one question – what structure will a
protein likely fold into? – has been seemingly solved, at
least partially, it is crucial to next answer the question of
whether a protein will spontaneously fold.
Local deformation should be used to measure mutation
effects.— Placing the current results in a broader context,
we note that the evidence in support of AF’s capacity to
predict the effect of a mutation has so far been mixed.
Some studies suggest that AF and RoseTTTaFold can be
indirectly used to predict phenotype, but not by comparing
structures [26–28]. Two studies have reported negative re-
sults [24, 25], which we attribute primarily to their use of
pLDDT and RMSD – measures much less precise of mu-
tational effects compared to strain (SM Sec. 10-11 [40]).
In one study, the authors found only weak correlations
between pLDDT and fluorescence using the same GFP
dataset used here. Although we do not expect pLDDT to
strongly correlate with fluorescence, we do find higher cor-
relations than those reported in [24] by examining allosteric
effects (SM Sec. 11A [40]). In another analysis [25], the
authors appear to assume that structure-disrupting muta-
tions should result in a large change in predicted structure
or pLDDT [25]. We first note that this paper only studied
three proteins, limiting our ability to draw general conclu-
sions. We also see that the deformation due to mutations in
one of these proteins is higher than 96 % of mutation effects
in our PDB sample (SM Sec. 13 [40]); it is possible that
such large deformation is predictive of destabilization, and
testing this is a promising future direction. Ultimately, we
think the present study has demonstrated that deformation
(measured by ES) is a more robust measure of structural
change upon mutation.
Limitations.— Our structural analysis is limited to show-
ing statistical correlations, and more precise experimental
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measurements are needed to validate the prediction accu-
racy of single proteins. Likewise, we are limited to eval-
uating structural change in the actual training data, but a
less biased evaluation may become possible as more mu-
tation effects are empirically determined. Further work is
needed to more extensively examine the effects of MSA
coverage and depth on mutation prediction accuracy. As
for the phenotypic effect, we analyzed two protein folds
and three phenotypes; this analysis ought to be replicated
on a greater variety of proteins and phenotypes.

In summary, we showed here that AF predictions of
local structural change, probed by strain [35–38], can
be used to study missense mutations in proteins. These
analyses suggest that AF can, indeed, be a powerful tool,
if used in the right context and backed up by appropriate
analyses. Using AF, we can bridge the gap between
sequence and function in high-throughput deep-mutational
scan experiments, guide directed evolution studies [10],
and design drugs in silico [11]. For example, on a smaller
scale, AF can be used to screen potential mutants, and
in costly experiments where the number of mutations is
limited, one can select mutations with strong or weak
effects in desired regions of the protein. Overall, it appears
that AF provides a step change in our ability to study and
guide protein evolution.

We thank Jacques Rougemont, Jean-Pierre Eckmann,
Martin Steinegger and Milot Mirdita for discussions. We
thank Jacque Rougemont for providing code to calculate
shear. This work was supported by the Institute for Basic
Science (IBS-R020-D1).

Appendix A: Calculating local deformation.— As a mea-
sure of local deformation, we compute the effective strain
(ES), Si. ES is simply the mean relative change of the inter-
particle distances around a given residue and is partially
correlated with shear strain (SM Sec. 4-5 [40]). To cal-
culate Si per residue i, we first define a neighborhood Ni
that includes the ni = |Ni| residues j ∈ Ni whose Cα posi-
tions r j are within 13 Å of ri, the Cα position of residue i
(in both reference and target structures). We obtain a 3×ni
neighborhood tensor Di whose ni rows are the distance vec-
tors, ri j = r j − ri. We calculate, respectively, Di and D′

i
for the two structures we are comparing (e.g., WT and mu-
tant), and rotate D′

i to maximize overlap between the ten-
sors. The ES is the average over the ni neighbors of the
relative change in the distance vectors,

Si =

〈 |∆ri j|
|ri j|

〉
=

1
ni

∑
j∈Ni

|ri j − r′i j|
|ri j|

. (1)

We have evaluated several other local metrics, similar in na-
ture to ES, finding that the conclusions are not very sensi-
tive to the specific choice of metric or neighborhood cutoff
(SM Sec. 4-5 [40]). We only include AF-predicted residues
in strain calculations if pLDDT > 70, and treat them as dis-
ordered otherwise.
Appendix B: Averaging local neighborhoods increases
accuracy.— Since AF predictions are stochastic, repeat pre-
dictions vary. We find that deformation between repeat
predictions of the same protein leads to non-negligible ES
(Fig. 1G). The ES is higher in flexible regions, which is
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FIG. 3. Fluctuations are greater in flexible regions. Deforma-
tion (ES) between experimental hen lysozyme structures (194L_A
and 6RTA_A), Si is correlated (Pearson’s r) with B-factor, relative
solvent accessibility (RSA), and pLDDT (left). Distributions (ker-
nel density estimates) of correlations for all proteins (right).

indicated by higher B-factor, solvent accessibility (RSA),
and lower pLDDT (Fig. 3). It is possible to obtain more
reliable estimates of mutation effects by averaging across
local neighborhoods, Di, in repeat predictions (SM Sec.
6 [40]). Our average structures (⟨AF⟩) are typically av-
eraged over all 5 AF models, with one set of predictions
from DeepMind’s AF implementation, and five sets of pre-
dictions from ColabFold’s AF implementation [47]. Av-
eraging typically increases deformation-phenotype corre-
lations (SM Sec. 6B [40]). One exception is the mTag-
BFP2/mKate2 dataset, where DeepMind’s implementation
of AF produces a better correlation than the average; we
find that this is due to the ColabFold implementation per-
forming poorly on this specific protein (SM Sec. 6B [40]).
We see little increase in PDB-AF structure correlations (SM
Sec. 6A [40]), and we attribute this to limitations of higher
repeat-measurement variability in PDB structures.
Appendix C: When do AF predictions correlate with PDB
data? — Here we assess why AF sometimes predicts muta-
tion effects similar to those measured in experimental struc-
tures (Fig. 1G). Across all proteins, AF-PDB correlations
are higher for mutant pairs of proteins in two situations
(Fig. 4, SM Sec. 8 [40]): when flexibility is low (low B-
factor, low RSA, high pLDDT, high ES when comparing
repeat predictions ⟨Si⟩); and when mutations have large ef-
fects that are easier to measure (high PDB-PDB correlation,
high deformation at mutated site Sm, BLOSUM score). One
might expect a negative correlation with the frequency of
mutation in MSA, as more frequent mutations might have
smaller effects; instead, it appears that wider MSA cover-
age leads to more evolutionary information that improves
predictions, but this needs to be tested further. There was no
significant effect due to secondary structure type or MSA
size (SM Fig. 21 [40]).
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1. PDB Structure Data

A. Full

We curate a set of structures from the PDB (downloaded
10 August 2020) to study the effect of mutations on pro-
tein structure. We first select all proteins from the PDB
that have equal sequence length, for which there are multi-
ple structures whose sequences differ by no more than 3
mutations; we include proteins with identical sequences
as a control group. We only include proteins of length
50≤ L≤ 500. Binding can result in large structural change,
so we control for this: we exclude all protein complexes,
or proteins bound to RNA or DNA since large interac-
tions lead to large deformations with relatively poor re-
producibility across repeat measurements; we only match
pairs of proteins if they are bound to the exact same types
of small molecules, since these result in small, more re-
producible deformations. We exclude NMR structures for
simplicity, avoiding the need to determine additional cut-
offs to infer disorder, or to choose a representative struc-
tural model; we also found that NMR structures were much
less reliable (higher deformation between repeat measure-
ments) than crystal structures. We only consider pairs that
were prepared at a similar pH (within ±0.5). We exclude
pairs of structures that are almost identical (e.g., from time-
resolved crystallography experiments); i.e., pairs with a
RMSD smaller than 0.001 Å. This leaves us with 3,901
PDB structures, and ∼90,000 pairs; ∼70,000 of these pairs
derive from a set of 485 endothiapepsin structures, so we
remove most of these until we are left with 17,813 pairs.

B. Differences in crystallographic group

In about 10 % of pairs, the crystallographic groups are dif-
ferent. We find that this does not affect the PDB-AF defor-
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mation correlations. We do find that it affects the absolute
values of deformation, so we do not include these pairs in
the distribution of Si in the main text Fig. 1F.

C. Non-redundant sets

To create a non-redundant sample, we cluster protein se-
quences using CD-hit (Li and Godzik, 2006), with a 90 %
sequence identity threshold. From the total pool of pairs,
we create sub-samples with no more than 10 examples per
group, for each value of M, the mutation number (in total,
2,636 pairs); to estimate sampling error, we re-run analyses
with 1,000 sub-samples.

D. Structures not used in training AF

A major limitation of evaluating PDB-AF correlations is
that AF was trained on the PDB structures that we use in
evaluation. In our dataset, we found only 211 out of 17,813
cases where all structures in a matched set were deposited
in the PDB after the cutoff used for the training set (28
August 2019). Out of these, 153 are structures of bovine
trypsin. Hence, it is not currently possible to evaluate AF’s
performance on structures that it was not trained on, due to
insufficient examples in this dataset.

2. High-throughput Phenotype Data

A. eqFP611

There are two variants of the fluorescent protein epFP611,
mKate2 and mTagBFP2, which exhibit respectively red and
blue fluorescence. These two proteins differ by only 13 mu-
tations. A previous study measured blue and red fluores-
cence for all 213 sequences that account for both mKate2,
mTagBFP2, and all intermediate sequences (Poelwijk et al.,
2019). When comparing deformation with phenotype, we
assign mKate2 to be the wild-type (WT) for red fluores-
cence, and mTagBFP2 to be the WT for blue fluorescence.
We then calculate deformation of each variant compared to
the WT, for each fluorescence colour. In the main text, we
report deformation calculated using single structures using
DeepMind’s implementation of AF (6).

B. GFP

The GFP dataset is a subset (2,312 sequences) of the full
dataset (51,715 sequences) published in (Sarkisyan et al.,
2016). The WT sequence was used to create a library of
variants via random mutagenesis, and green fluorescence
was measured for WT and all variants. The highest number
of missense mutations is M = 15, although the average is
much lower (3.7). To create a subset of the full dataset, we
first grouped sequences by the number of mutations M, and
picked at most 200 variants per value of M. We next chose
variants in order to maximise the variance in fluorescence:
We marked fluorescence values on a 200-point, equally-
spaced grid from the minimum to the maximum fluores-
cence (for each value of M), and picked the variants with
fluorescence closest to each grid point. Due to the spar-
sity of fluorescence values between 2 and 2.5, many grid
points were assigned the same variant. We only included
each variant once, and randomly chose variants to make up
the remainder if there were less than 200 unique variants.
When comparing deformation with phenotype, we calcu-

late deformation of each variant compared to the WT. In
the main text we report deformation calculated using aver-
aged AF structures (6).

C. PafA

The PafA dataset contains the WT phosphate-irrepressible
alkaline phosphatase (PafA) of Flavobacterium, and 1036
mutants (Markin et al., 2021). All possible single-mutants
involving substitutions to glycine or valine were created; if
the native amino acid was glycine or valine, then the sub-
stitution was to alanine; one double mutant at the active site
was also produced. For each protein, the catalytic rate con-
stant kcat, Michaelis constant Km, and catalytic efficiency
kcat/Km were measured, alongside expression levels (using
a GFP tag). To help infer whether mutations affected pro-
tein folding, the authors measured the kinetic constants at
different temperatures and Zn concentrations, for different
substrates, and with inhibitors. They then separated the ki-
netic measurements into components of both catalytic ef-
fects and folding effects (which they term the fraction of
active enzymes). When comparing deformation with phe-
notype, we calculate deformation of each variant compared
to the WT. In the main text, we report deformation calcu-
lated using averaged AF structures (6).

3. Structure Prediction

A. AlphaFold: DeepMind

We predict structures using AF with a default template cut-
off date (14 May 2020) and a reduced genomic database.
We run AF using all five pre-trained models. Models 1 and
2 use structural templates as input; see Sec. 12 for more
detail on differences between models.

B. AlphaFold: ColabFold

After initially using the DeepMind’s implementation of Al-
phaFold, we switched to using the ColabFold implementa-
tion as it is faster and allows more control over the internal
parameters of the algorithm (Mirdita et al., 2022). We used
ColabFold to produce five repeat predictions of structures
for each sequence, for all five AF models. This resulted
in 25 ColabFold structures per sequence in addition to the
5 AlphaFold structures per sequence. We ran ColabFold
without templates, and used 6 recylces per structure.

C. DMPfold

To put the results of AF in context, we also predict struc-
tures using DMPfold (Kandathil et al., 2022). We chose
DMPfold primarily because it is fast. Note that DMPfold
is a deterministic algorithm so there is no repeat-prediction
variability.

4. Deformation metrics

To study the effect of mutations on structure, we need an
appropriate metric of structural change, or deformation. We
can differentiate between measures by whether they mea-
sure local or global changes, and whether the measures are
absolute, or normalized scoring functions. We will explain
the types of measures that have been used, and why they
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0.6

0.8

1.0
L

D
D

T
i

PDB

0 20

δm / Å
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10−5

10−3

10−1

S
s i

PDB

0 20

δm / Å
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0.85

0.90

0.95

1.00

L
D

D
T
′ i

〈AF〉

0 10 20

δm / Å
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10−1

100

σ
i

〈AF〉

0 10 20

δm / Å

10−6

10−4

10−2

S
s i

〈AF〉

0 10 20

δm / Å

10−2

10−1

100

S
i

〈AF〉

FIG. 1 Examples of deformation metrics. Deformation as a function of distance from nearest mutated site for deformation upon
mutation from WT CypA (6U5C_A) to a double mutant (S99T, C115S, 6BTA_A). Deformation is shown for 6 metrics, from left to right:
LDDT; LDDT′ with more precise cutoffs ζk; LDD; neighborhood distance, σi; shear strain, Ss; effective strain (ES), Si. For all metrics,
γ = 13Å. Deformation is calculated for PDB structures (top), AF-predicted structures (middle), and averaged AF-predicted structures
(⟨AF⟩, bottom, see Sec. 6).

are not appropriate for our purpose, and discuss the pros
and cons of these alongside several other measures.

Historically, in the field of protein structure prediction,
the focus has been on measuring similarity instead of dif-
ferences, and finding a well-behaved metric that can score
similarity so that algorithm performance can be easily eval-
uated (Kufareva and Abagyan, 2012).

The most commonly used metric, although problematic,
is the Root Mean Squared-Deviation (RMSD), which is the
root-mean-square-deviation of atomic positions between a
target structure (with positions r′i) and a reference structure
(positions ri) (Kufareva and Abagyan, 2012),

RMSD =
1
L

√
L

∑
i=1

∣∣r′i − ri
∣∣2 , (1)

where L is the sequence length. The first step in calculat-
ing RMSD is to align the two structures via translation and
rotation using the Kabsch algorithm (Kabsch, 1976). This
is problematic since parts of proteins can undergo rigid-
body motion, in which there is little local deformation yet
the global positions undergo large-scale rearrangements.
Therefore RMSD can be high in proteins that barely de-
form. Additionally, RMSD is an absolute metric, which
results in sensitivity to large deviations due to outliers (e.g.,
in flexible loops and tails).

RMSD is still widely used due to its simplicity, but more
robust global metrics have been developed – such as the
template modelling score (TM-score) (Zhang and Skolnick,
2004) and the global distance test (GDT) (Zemla, 2003) –
which align subsets of atoms rather than the whole protein,
and produce scores between 0-1 so that effects of outliers
are minimized. More recently, the local distance different

test (LDDT) was developed (Mariani et al., 2013). LDDT
is a score per residue, which compares neighbor distances
in a target structure and a reference structure, and measures
the fraction of corresponding distances that are within some
threshold value of each other.

Our goal is to measure local deformation, which requires
a completely different type of metric. First, we need a met-
ric capable of distinguishing between deformation at differ-
ent residues, since we expect mutation effects to be primar-
ily (but not necessarily) local. This means global metrics
like RMSD, TM-score and GDT are unsuitable. Second,
we want an absolute metric so that large deformation is
taken for what it is, and not subject to diminishing returns.
This implies that LDDT is not suitable, which we show in
Figures 1, 2, 3 and 4.

In the following, we consider several metrics of local de-
formation that all share similar aspects, but differ in their
origins: the local distance difference (LDD) and neighbor-
hood distance (σi) are mathematically related to LDDT, but
result in absolute metrics rather than scores; we investigate
three measures of strain (shear strain, non-affine strain, and
effective strain (ES)) based on finite strain theory (Lubliner,
2008). Note that we exclude AF-predicted residues with
pLDDT < 70 from calculations, as we treat these as disor-
dered residues which would always lead to high deforma-
tion.

A. Local Distance Difference Test (LDDT)

LDDT is a score from 0-1 that measures the similarity be-
tween two structures, with a value of 1 being maximally
similar. LDDTi is calculated for each residue i by first
defining a set Ni of ni = |Ni| neighbors, j ∈ Ni, using a dis-
tance cutoff, γ . Residues are considered neighbors if the

.CC-BY-NC-ND 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 10, 2023. ; https://doi.org/10.1101/2022.04.14.488301doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.14.488301
http://creativecommons.org/licenses/by-nc-nd/4.0/


4

LDDT

5 10 15

Cutoff, γ / Å
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−1.0

−0.5

0.0

〈r
〉

5 10 15

Cutoff, γ / Å

−1.0

−0.5

0.0

〈r
〉

5 10 15

Cutoff, γ / Å
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0.0

0.5

1.0

〈r
〉

5 10 15

Cutoff, γ / Å
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FIG. 2 Correlations between deformation metrics. Pearson’s correlation coefficient, r, is calculated for each pair of proteins in our
PDB dataset (17,813 pairs). Distribution of r for each combination of metrics (Bottom, γ = 13Å), and mean correlation ⟨r⟩ as a function
of γ (Top). Data is shown for both PDB (orange) and AF-predicted (blue) structures.

positions of their Cα atoms, r j, are closer than γ; i.e., if
ri j = |ri j| = |ri − r j| ≤ γ . For each neighbor, we calcu-
late the distances between neighbors in both the reference
ri j and the target structures r′i j, and calculate the difference
∆ri j = r′i j −ri j. LDDTi is defined as the fraction of distance
differences that are within a set of k cutoffs ζk,

LDDTi =
1

4ni
∑
j∈Ni

∑
k

θ(∆ri j,ζk) , (2)

where θ is the Heaviside step function,

θ(∆ri j,ζk) =

{
0, ∆ri j > ζk

1, ∆ri j ≤ ζk .

LDDT is typically calculated with ζk ∈ {0.5,1,2,4} Å. It
is not possible to discriminate between small amounts of
deformation with these cutoffs (since small deformation al-
ways gives LDDTi = 1; Fig. 1), so we also measure a more
precise alternative, LDDT′, using ζk ∈ {0.125,0.25,0.5,1}
Å.

B. Local Distance Difference (LDD)

As an alternative to LDDT, we propose to skip the step
where distances are compared with cutoff values, and in-
stead directly compare neighbor distances in reference and
target structures. For each residue i we calculate the local
distances for each of its ni neighbors, ri j = |ri j|= |ri − r j|,
and the change in the distances between the structures

∆ri j = r′i j − ri j. Then, LDDi is the sum of the squared dis-
tance change,

LDDi =

√
∑
j∈Ni

(∆ri j)
2 . (3)

One clear benefit of LDD is that does not require an
alignment since it measures differences in scalar distances,
yet this also means that it neglects deformation due to dif-
ferences in rotations between neighbors. Beyond this, it is
conceptually simple, easy to measure, and similar to LDDT.

C. Neighborhood Distance

LDDT and LDD depend only on the magnitude of the dis-
tances ri j, not their orientation. For a more robust measure
of deformation that takes into account deformation due to
rotation of distance vectors as well as changes in their mag-
nitude, we propose the neighborhood distance. For each
residue i we define a ni ×3 neighborhood tensor, Di, as the
tensor of the Cα distance vectors ri j for all j ∈ Ni, where
rows correspond to neighbors, and columns correspond to
the distances in three dimensions, x, y, z. We get neighbor-
hood tensors for both the reference structure, Di, and the
target structure, D′

i. Then, the neighborhood distance is the
norm of the change in distances, ∆ri j = r′i j − ri j, between
neighborhoods.

σi =
∥∥Di −D′

i
∥∥=

√
∑
j∈Ni

∣∣∆ri j
∣∣2 . (4)
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0.0

0.2

0.4

〈C
or

r(
M

)〉
-
〈C

or
r(
M

=
0

)〉 PDB :: Ssi

10 15

Cutoff, γ / Å
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FIG. 3 Correlations between PDB and PDB (top), AF (middle), and ⟨AF⟩ deformation vectors for different metrics. Residual
correlation due to mutation, ⟨corr(M)⟩− ⟨corr(M = 0)⟩, extracted from the distributions of correlation between PDB and AF-predicted
deformation vectors, corr(M). Residual correlation is shown as a function of neighbor cutoff γ . Results are shown for 6 metrics, from
left to right: LDDT; LDDT′ with more precise cutoffs ζk; LDD; neighborhood distance, σi; shear strain, Ss; effective strain (ES), Si.
For non-averaged structures (AF) we report the model generated by AlphaFold that has the highest pLDDT. We construct the average
structures (⟨AF⟩) using all 5 AlphaFold models, along with 25 ColabFold-generated structures (5 models, 5 repeats).

This method requires that the target and reference neigh-
borhoods are aligned. We achieve this by rotating (without
translating) the target neighborhood using the Kabsch algo-
rithm (Kabsch, 1976).

We note that this metric is similar to the frame-aligned-
point-error (FAPE) – which forms part of the loss function
used by DeepMind to train AlphaFold (Jumper et al., 2021).
σi and FAPE differ by the normalization factor, ni, and in
the frame of reference used to align the two neighborhood
tensors; in AlphaFold, the reference frame is defined by the
positions of the three heavy atoms (N, Cα , and C) in the
backbone.

D. Shear Strain

We follow the standard treatment of finite-strain theory as
implemented in (Eckmann et al., 2019). To calculate strain
at residue i, we first calculate the deformation gradient ten-
sor, Fi, where

D′
i = Fi Di . (5)

The matrix equation (5) is usually overdetermined, so one
finds Fi using least-squares regression over the residual
∥D′

i −Fi Di∥2. We then get the Lagrangian finite strain ten-
sor, Ei,

Ei =
1
2
(FT

i Fi − I) ,

where I is the identity matrix. Finally, as a measure of the
magnitude of the shear strain, we use

Ss
i = Tr(Ei ·Ei)−

1
3
[Tr(Ei)]

2 . (6)

E. Non-Affine Strain

The non-affine strain is the deformation that is not due to
any of the affine transformations – isotropic volume expan-
sion/contraction, or shear/twist motion. A simple estimate
of the non-affine component of deformation is the residual
left after solving Eq. (5) for the affine deformation gradient
tensor, Fi,

Sn
i =

∥∥D′
i −Fi Di

∥∥2
= ∑

j∈Ni

∣∣r′i j −Fi ri j
∣∣2 , (7)

where j is the neighbor index. Sn
i has been previously

used as an effective measure of the non-affine strain (Falk
and Langer, 1998). We use a modified version of the
“atomic_strain.py” implementation from (Kermode and
Pastewka, 2023).

F. Effective Strain (ES)

For a more comprehensive measure of strain that does not
distinguish between isotropic, shear, and non-affine com-
ponents of strain, we measure the effective strain (ES); this
is simply the average relative change in positions,

Si =

〈∣∣∆ri j
∣∣

ri j

〉
=

1
ni

∑
j∈Ni

∣∣∣ri j − r′i j

∣∣∣
ri j

. (8)
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FIG. 4 Correlations between deformation metrics and phenotype measurements. Correlations between deformation at residue i and
phenotype for 5 sets of phenotype measurements (left to right: mTag, blue fluorescence; mTag, red fluorescence; GFP, green fluorescence;
PafA, catalytic effect; PafA, folding effect), for 6 deformation metrics (from top to bottom: LDDT; LDDT′ with more precise cutoffs ζk;
LDD; neighborhood distance, σi; shear strain, Ss; effective strain (ES), Si), for non-averaged and averaged structures, for all AF models.
For each case (metric, phenotype, γ , model), we choose the residue i that gives the highest correlation as a simple statistic to compare
performance, and report the correlation between deformation at that specific residue with phenotype. The ‘best’ model is the one with
the lowest pLDDT. When averaging across structures, “Ave All Models” refers to averages using the entire set of structures, while the
others only averaged over one out of the five AF models; an exception is PafA, where we excluded the AlphaFold-predicted models 1
and 2, since we found that the use of a template in these cases resulted in odd predictions; we included the ColabFold-predicted models
1 and 2, since we disabled the use of templates in these cases.

The ES, Si, like the neighborhood distance, σi, requires
that neighborhood tensors are first aligned via rotation,
and takes into account rotation-based deformation between
neighbors. Additionally, Si is weighted by distances of
neighbors from residue i, so it is a dimensionless property
that approximates the local strain. Since far-away residues
contribute less to the total Si, this measure should be more
robust to changes in the neighbor cutoff γ .

5. Evaluation of deformation metrics

A. Correlations between deformation metrics

To probe the similarities and differences in the deformation
metrics, we measured each metric, using cutoff values of
γ ∈ {6,7, ...,16} Å, for both PDB and AF-predicted pairs of
structures in our set of 17,813 matched pairs. For each pair
of structures, we calculate Pearson’s correlation coefficient,
r, between pairs of metrics, and report the distribution of r,
and the average ⟨r⟩ as a function of γ (Fig. 2).

We find that LDDT has the lowest correlation with all
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of the other metrics, compared to the other metrics. We
attribute this mainly due to the low resolution of LDDT (at
best 0.5 Å) compared to the average difference in backbone
distances (PDB, 0.15Å; AF, 0.07Å, Fig. 18). Accordingly,
we find that using lower LDDT cutoffs ζk (LDDT′) results
in higher correlations with other metrics.

Importantly, we find that the LDD, σi, and effective
strain (ES), Si, are all extremely well correlated, as may
be expected given they are mathematically similar. Out of
the metrics related to strain, we see that the ES and non-
affine strain are highly correlated, while shear strain has a
much lower correlation with all of the metrics. This implies
that the deformation in proteins, whether due to dynamical
fluctuations (M = 0) or due to mutations (M > 0), has a
significant non-affine component. This may not be true for
large-scale deformation due to functional motion, such as
that which occurs in enzymes and motor proteins.

B. PDB-AF correlations for different deformation metrics

In order to compare the performance of different defor-
mation metrics for measuring mutation effects, we com-
pare three sets of data: For PDB-PDB comparisons we
identify groups of three or four PDB structures whose se-
quences differ by M ∈ {0,1,2,3} mutations. For example,
for M = 0, we find three or four structures with identical
sequences and calculate deformation vectors between the
metrics computed for two of the pairs, and calculate Pear-
son’s correlation coefficient, r. If there are only three avail-
able structures, then one structure is shared between the two
pairs, and each pair has one unique structure; if there are
four available structures, then all structures are unique. We
also compare sets of PDB-AF, and PDB-⟨AF⟩ (averaged
AF-predicted structures; Sec. 6) structures.

For example, for M = 1 we take two sequences that dif-
fer by one mutation, for which there are corresponding
structures in the PDB, and calculate a deformation vec-
tor; we use AF to predict structures for the two sequences
and calculate a deformation vector; we then calculate r be-
tween these two vectors. For average AF-predicted struc-
tures, we follow the procedure in Sec. 6 to get a pair of
averaged structures, calculate the deformation vector be-
tween these, and then calculate r with respect to the PDB
deformation vector. To calculate the residual correlation,
⟨corr(M)⟩− ⟨corr(M = 0)⟩, we calculate the average cor-
relation for each M ∈ {1,2,3}, and subtract this from the
average correlation for all M = 0. In this way, we estimate
the average proportion of the correlations that is due to mu-
tations, rather than correlated fluctuations. Correlations are
calculated between LDDT vectors on a linear scale, since
LDDT exhibits little variation. For all other metrics we cal-
culate correlations on a log scale, since they can vary over
several orders of magnitude.

In Fig. 3, we show the residual correlation as a func-
tion of γ for all deformation metrics, for the three sets of
data (PDB-PDB, PDB-AF, PDB-⟨AF⟩). The highest corre-
lations are found in the region of 10 ≤ γ ≤ 15 Å, for LDD,
σi, and Si. Spurious high correlations are found for LDDT
and LDDT′: most values are LDDT = 1, and for over half
of proteins all residues have LDDT = 1; the high correla-
tions reported in Fig. 3 for LDDT are due to relatively few
values that are LDDT < 1.
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FIG. 5 Effect of normalization. A-B: Distribution of correla-
tions between deformation (LDD, blue; neighborhood distance,
orange; ES, green; non-affine strain, red) and number of neigh-
bors ni, over all matched pairs of proteins (0 ≤ M ≤ 3) for PDB
(solid line) and AF-predicted structures (dotted line). Distribu-
tions are shown for non-normalized metrics (A) and normalized
metrics (B). C: Average correlation for different metrics. Results
are shown for non-normalized metrics in bold and for normalized
metrics in pastel color.

C. Deformation-Phenotype correlations for different metrics

In order to compare the performance of different deforma-
tion metrics for predicting the phenotypic effects of muta-
tions, we computed correlations between phenotypic mea-
surements and deformation at residue i, separately for each
i (Sec. 2, Sec. 9). In Fig. 4 we compare performance for: all
5 phenotypes, 6 deformation metrics, different AF models,
and either non-averaged or averaged structures; we show
results for deformation at whichever residue i has the high-
est correlation with phenotype. With regards to the differ-
ent deformation metrics, we find that the metrics that show
the highest correlations between PDB-AF structures (LDD,
σi, and Si), also show the highest deformation-phenotype
correlations. LDDT results in especially poor correlations
with phenotype, and using the more precise distance cutoffs
ζk (LDDT′) does not help. Shear strain Ss

i is only slightly
worse than effective strain Si.

D. Normalizing by number of neighbors

In our definitions of LDDi, σi and Si, there is the choice
to normalize by the number of neighbors, ni, which gives
us the average deformation per neighbor. There is no in-
herently correct choice, as the two types of metric (normal-
ized or non-normalized) simply report different informa-
tion: Normalizing results in a metric that describes mean
deformation, while not normalizing results in a metric that
also takes into account the number of neighbors. Thus, one
might suspect that non-normalized metrics are correlated
with the number of neighbors. We find this to be true, how-
ever we also find that normalized metrics are anti-correlated
with the number of neighbors (Fig. 5). We attribute this to
the increased flexibility and variance across repeat predic-
tions that we observe in surface residues that have fewer
neighbors.
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It seems that due to these opposing effects – few neigh-
bors leads to higher flexibility and higher mean deforma-
tion, and many neighbors leads to higher overall deforma-
tion due to summing over many neighbors – there is no
clear overall effect of normalization. Importantly, we find
that there is no effect of normalization on deformation-
phenotype correlations. For PDB-AF deformation corre-
lations, we find that normalizing results in higher correla-
tions when the deformation metric uses the L1 norm (e.g.,
Si) instead of the L2 norm. We find that not normalizing
results in higher correlations when the deformation metric
uses the L2 norm instead of the L1 norm. The normal-
ized and un-normalized versions of each metric also cor-
relate highly with each other. Ultimately, we find that the
results are not particularly sensitive to the exact form of the
deformation metric, and exclusively report ES in the main
manuscript.

6. Averaging AF-predicted structures

We observed that deformation between repeat measure-
ments (structures with same sequence, M = 0), whether
PDB or AF, tends to depend on local flexibility (main pa-
per, App. 2B). Thus, we consider that it may be possi-
ble to smooth out these structural fluctuations by averag-
ing over many AF predictions. We take into account the
fact that proteins can undergo large-scale, rigid-body trans-
formations, and thus do not average over the entire global
protein structure. This would almost certainly lead to ex-
treme, unphysical average configurations. Instead, we av-
erage over local neighborhoods Di. For each residue i, we
extract the local neighborhoods per repeat prediction k, Dk

i ,
using a distance cutoff γ . We choose one neighborhood k0
as a reference neighborhood. We then remove neighbors
that are not contained in all k neighborhoods, such that the
neighborhood is defined by the neighbors that are within
a distance of γ from residue i in all predicted structures
k. We then rotate all neighborhoods k ̸= k0 with respect
to neighborhood k0 using the Kabsch algrithm (Kabsch,
1976), and average over neighborhood k0 and the rotated
neighborhoods k ̸= k0 (a total of nk neighborhoods) to get
an average neighborhood ⟨Di⟩,

⟨Di⟩=
1
nk

∑
k

Dk∗
i ,

where Dk∗
i is the neighborhood of residue i from repeat pre-

diction k after rotation. We refer to these averaged struc-
tures (sets of ⟨Di⟩) using the notation ⟨AF⟩.

We note that averaging in this way can lead to odd con-
figurations, that can only be accessed through bond angles
that are unphysical. Thus, these averaged configurations
should not be used to study structure. Instead, this is a vi-
able approach to studying differences in structure, as the
effect of averaging is to get a better estimate of a summary
statistic (the ‘average structure’), which can be used to mea-
sure small differences.

To illustrate how averaging can reduce the strain that
arises from fluctuations rather than mutations (also see
Fig. 1), we show deformation against sequence position
for two examples (PafA WT vs Y174V, and mTag WT vs

I175L; Fig. 6A-D). In Fig. 6A, there are many high-strain
regions that are far away from the mutated site when us-
ing the non-averaged structures (Fig. 6B). Averaging over
neighborhoods reduces the strain in these areas and reveals
that strain is much more dependent on the distance from
the mutated site (Fig. 6B). To show how this effect gener-
alizes, we calculate the correlation between strain and dis-
tance from the nearest mutated site for all mutated protein
pairs in the PDB dataset (Fig. 6I), and find that averaging
tends to increase this correlation. This indicates that av-
eraging is able to smooth out the effects of non-mutation
fluctuations.

We also note that it is possible for averaging to result in
increased strain, as can be seen for residue 158 in Fig. 6C.
These cases can arise due to the fact that conformations
can exist in discrete populations (e.g., rotamers). To illus-
trate this, we investigate the neighborhood of residue 158
in more detail, by comparing neighborhoods from different
predicted structures. We first rotate all neighborhoods Dk

158
to an arbitrary reference neighborhood k0. This allows us
to examine the variance of individual components of the
neighborhoods, and how they differ across predictions. We
see that the x, y and z components of Dk

158 corresponding to
neighbor j = 15 and different repeat predictions k exhibit
bimodal distributions (Fig. 6G). By looking at the distribu-
tion of the variances of each component (each neighbor j,
and each spatial dimension), we see that this is quite com-
mon – the rightmost peak in Fig. 6H corresponds to com-
ponents with bimodal distributions. This stands in contrast
to similar results for the neighborhood of residue 79, where
there are some bimodal distributions amongst the compo-
nents of the neighborhood tensor (Fig. 6E), but there are far
fewer of these overall (Fig. 6F). We have thus learned that
due to the presence of discrete local conformations, averag-
ing can fail to reduce the strain across structures if too few
repeats are used, but in general this is a promising strategy
to achieve more precise predictions of mutation effects.

Since some proteins (and some parts of proteins) are
more flexible than others, it is useful to have an estimate
of how many structures one would need to average over
to smooth out the non-mutation fluctuations. AlphaFold’s
predicted confidence score, pLDDT, is a suitable candidate
for this. Using the above examples (Fig. 6A,C), we com-
pare pLDDT with the change in deformation after averag-
ing, SAF

i − S⟨AF⟩
i (Fig. 6J,K). We find that pLDDT is only

correlated with the change in deformation for one out of
two cases. We suspect that this is due to pLDDT being
a low-resolution metric, since most residues have similar
pLDDT scores. An alternate approach is to predict many
repeat structures, and to calculate the variance between nk
repeat measurements of deformation, ⟨Si⟩,

⟨Si⟩=
1
nk

∑
k

Sk
i .

This is a more direct measurement of the variance in repeat
predictions, and it is a much better predictor of the change
in deformation due to averaging. The repeat-prediction
variance can thus be used to guide decisions about how
many structures one should average over to get a good es-
timate of mutation effects. If the repeat-prediction vari-
ance is low, then few repeats are sufficient; if the repeat-
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158,15 (G) across all repeat predictions k of the mTag WT and I175L, normalized by the average ⟨Dk
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residues 79 (F) and 158 (H). I: Distribution of correlations between strain per residue Si and distance from the nearest mutated site δm,i
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Y174V (J,H) and mTag WT vs variant Y175L (K, L).
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prediction variance is very high, then perhaps AlphaFold
will not be useful at predicting mutation effects in that re-
gion.

A. Effect of averaging on PDB-AF correlations

When we compare the PDB-AF correlations with PDB-
⟨AF⟩ correlations (Fig. 3), we typically no difference for
the best deformation metrics (LDD, σi, and Se). We at-
tribute this to the high levels of repeat-measurement defor-
mation in PDB structures; increasing precision of AF pre-
dictions cannot increase correlations since they are limited
by PDB imprecision.

B. Effect of averaging on AF-phenotype correlations

To understand whether averaging structures can produce
more accurate predictions, we also look at the effect of av-
eraging on deformation-phenotype correlations. In Fig. 4
we compare performance for: all 5 phenotypes, 6 deforma-
tion metrics, different AF models, and either non-averaged
or averaged structures. In the majority of cases, averag-
ing results in correlations that are stronger by about |∆r|=
0.05− 0.1. Excluding the results for LDDT (which per-
forms poorly in general), averaging across all models tends
to produce the best results (“Ave All Models”, blue dotted
line), although there is often little difference between the
results obtained for averaging over specific models (other
dotted lines). In comparison, for non-averaged structures,
we see much higher variability in performance depending
on the AF model used. This suggests that averaging across
many models is a useful way to measure mutation effects,
and can be used instead of simply choosing the model with
the highest pLDDT.

The results for the protein mTag (blue and red fluores-
cence) are an exception. They show that for two models,
1 and 2 (in this case the ‘best’ model almost always cor-
responds to either of these two models), the non-averaged
structures perform better than any of the averaged struc-
tures. We investigated why this may be the case, and found
that it is due to differences in the variability of predictions
using DeepMind’s AlphaFold versus ColabFold. We cal-
culate the average effective strain (ES) per pair of WT and
mutant structures for each high-throughput dataset (mTag,
GFP, PafA), for both AlphaFold implementations,

⟨S⟩= 1
L′ ∑

i
Si ,

where L′ is the length of the protein, minus the number of
disordered residues (i.e., where pLDDT < 70). We then
calculate the difference in the average ES between imple-
mentations, and show the distribution for each AF model in
Fig. 7. In the majority of cases, the DeepMind implementa-
tion produced lower average strain. The major exception to
this is that DeepMind models 1 and 2 produced extremely
high strain for PafA, which we consider an anomalous re-
sult that arises due to the use of structural templates in pre-
diction (Sec. 12). We also see that DeepMind models 3, 4
and 5 occasionally produced high strain for mTag variants.

We then compared the average differences between
implementations, ColabFold and DeepMind, ⟨⟨SCF⟩ −
⟨SDM⟩⟩, for each model, to the differences between strain-
phenotype correlations calculated using non-averaged (AF)

and averaged (⟨AF⟩) structures. We find a significant cor-
relation between these differences (Fig. 8), which suggests
that the cases where averaging produced worse correlations
(mKate2 and mTagBFP2, models 1 and 2) were due to the
higher variability of predictions using ColabFold (since Co-
labFold structures constitute the majority of the structures
used in averaging). We conclude that, in general, averaging
structures appears to produce better results, but it depends
on the quality of the prediction. When running ColabFold
we used 6 recycles per structure, but this might be insuffi-
cient for mTag.

7. Range of mutation effects

We calculate the average range of mutation effects by
looking at deformation as a function of distance from the
nearest mutated site, δm. We calculated the average ES,
⟨Sp

i ⟩, across all mutated (M > 0) pairs of proteins p, and
all residues i within δm bins of size 2 Å (Fig. 9). When we
consider the full set of PDB pairs, we find that deformation
reaches a plateau at about 14 Å; for AF pairs, the range
appears to be 16 Å, and for ⟨AF⟩ pairs the range is about
18 Å. Note that while we show allosteric effects in Fig. 9
up to ranges of almost 2 nm, these represent average ranges
of mutation effects; this does not preclude the possibility
that there are much longer-range allosteric effects due to
mutations.

8. When do AF predictions correlate with PDB data?

To understand why some PDB-AF correlations are high
and others low, we looked at three factors: (i) protein flex-
ibility, (ii) secondary structure, and (iii) effect size of the
mutation. For each type of factor, we studied multiple
scalar properties, listed below. For each property, we mea-
sured Pearson’s correlation coefficient, r, between the prop-
erty and the corresponding PDB-AF correlation for a set
of protein pairs. We used the non-redundant set, and re-
sampled 1,000 times to get distributions of r to account for
sampling variance.

• Protein flexibility

– B-factor: B-factors are obtained from X-ray scatter-
ing experiments for each atom. The B-factor is related
to the uncertainty in the position of an atom’s coor-
dinates, and is known to correlate with local flexbil-
ity (Sun et al., 2019).

– pLDDT: pLDDT is predicted by AlphaFold, and is
supposed to predict the uncertainty of the structure pre-
dictions of individual residues, much like how LDDT
scores the accuracy of structure predictions of indi-
vidual residues. Recent studies have indiciated that it
negatively correlates with local flexibility (Guo et al.,
2022; Ma et al., 2023).

– RSA: Relative solvent accessibility (RSA) of a protein
residue is the amount of an amino acid’s surface that
is accessible to solvent, compared to the amino acid’s
total surface area. Residues with higher RSA are less
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FIG. 7 Comparing DeepMind and ColabFold implementations of AF. Difference in the average effective strain (ES) (with γ = 13Å )
per pair of WT and mutant structure, ⟨Si⟩, for structures predicted using both DeepMind, ⟨SDM

i ⟩, and ColabFold, ⟨SCF
i ⟩, implementations.

Results are shown for each high-throughput dataset (mTag, GFP, PafA), and for each AF model.
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FIG. 8 Differences between AF implementations correlate
with differences in AF vs ⟨AF⟩ accuracy in predicting pheno-
type. Average difference in the average strain per pair of WT and
mutant structure, ⟨Se⟩, for DeepMind (DM) and ColabFold (CF)
implementations, against the difference in correlation between ef-
fective strain (ES) (with γ = 13 Å) and phenotype (blue fluores-
cence, red fluorescence, green fluorescence, catalytic effect, fold-
ing effect), for all AF models. Pearsons’s correlation coefficient is
calculated for the full 25 points (r = 0.53, p = 0.006), and also for
the subset of points excluding the four points on the left (r = 0.51,
p = 0.019).
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FIG. 9 Average range of mutation effects. Average deforma-
tion, ⟨Sp

i ⟩, across all protein pairs p and all residues i within a
certain distance from the nearest mutated site δm, as a function of
δm, calculated respectively using PDB, AF and ⟨AF⟩ pairs. Bins
of size 2 Å were used. Dotted lines are visual guides.

sterically constrained by other residues, and thus tend
to be more flexible (Zhang et al., 2009).

– Prediction Variance: We measure the mean deforma-
tion per residue by comparing multiple predictions of
the same protein sequence, ⟨Si⟩ (Eq.(6)). AlphaFold is
a stochastic algorithm, which has been shown to sam-
ple some of the conformational diversity of real pro-
teins (del Alamo et al., 2022; Saldaño et al., 2022).
Thus, we expect that the degree of deformation per
residue across repeat predictions should be correlated
with the degree of conformational flexibility.

• Secondary Structure

– α−Helix: We calculate the fraction of residues in α-
helices per protein (Kabsch and Sander, 1983).

– β−Strand: We calculate the fraction of residues in β -
strands per protein (Kabsch and Sander, 1983).
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−0.2

0.0

C
or

r(
P

h
en

,
S
i)

0 50 100 150 200

# residues included in correlation

−0.35

−0.30

−0.25

C
or

r(
P

h
en

,
〈S
i〉) B PafA, Catalytic Effect

0 50 100 150 200

# residues included in correlation

−0.30

−0.25

C
or

r(
P

h
en

,
〈S
i〉) PafA, Folding Effect

FIG. 10 A: (Left) Correlation between deformation at residue
i and phenotype, for all sequence positions i: mKate2, red flu-
orescence; GFP, green fluorescence; PafA, catalytic effect; PafA,
folding effect. (Right) Correlation between deformation at residue
i and phenotype as a function of distance from functional residues
/ co-factors: mKate2, residue Y65; GFP, residue S64; PafA, dis-
tance from the nearest Zinc co-factor. B: Correlation between
phenotype and the mean deformation at the set of residues i that
(individually) correlate best with the phenotype, as a function of
the size of the set.

• Magnitude of mutation effect

– PDB-PDB Correlation: Some protein pairs tend to
have more reliable correlations between their deforma-
tion vector, and deformation vectors of other matched
pairs. This could be because the mutations have strong
effects, which can be reliably measured. Thus we look
at the subset of protein pairs for which we can measure
the average PDB-PDB correlations with other matched
pairs, and see whether this correlates with the PDB-AF
correlations. We expect that high PDB-PDB correla-
tions will be predictive of high PDB-AF correlations.

– Deformation Magnitude: We calculate the magnitude
of the deformation at the mutated site, Sm, for both
PDB and AF structures. High Sm indicates a large mu-
tation effect.

– BLOSUM Score: BLOSUM62 scores describe how
likely a particular amino acid substitution is, and
are calculated from the frequency of substitutions in
sequence alignments (Henikoff and Henikoff, 1992).
Low BLOSUM scores indicate non-conservative mu-
tations, and are expected to lead to larger mutation ef-
fects.

– MSA mut-freq: A more direct way of measuring the
compatibility of certain mutations at specific positions
in a protein sequence is to measure the frequency of
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FIG. 11 Distribution of Pearson’s correlation between pheno-
type and deformation obtained by randomly sub-sampling with
replacement. Sub-sample size is half of the original sample size;
1,000 sub-samples were drawn.

a mutation in an MSA at the mutated position. One
might expect that high-frequency mutations would lead
to small changes, and thus may have lower correlations.
We actually find the opposite effect, as high-frequency
mutations have higher PDB-AF correlations. This may
indicate that there is more information in the MSA,
which could improve the prediction. Explicit effects
of MSA size and coverage ought to be examined in a
future study.

9. Deformation-phenotype correlations

A. mKate2

We calculate deformation (i.e. the ES, Si) of all variants
with respect to WT mKate2, at all sequence positions i. We
then calculate the correlation of Si at each position i with
red fluorescence. Many positions have strong correlations
with fluorescence, and the degree of correlation depends on
how close each residue is to Y65, which is a site for co-
valent binding to the chromophore (Fig. 10A). Correlations
are robust to choice of metric (Fig. 4).

B. GFP

We calculate deformation of all variants with respect to WT
GFP, at all sequence positions i. We then calculate the cor-
relation of Si with green fluorescence. Many positions have
strong correlations with fluorescence, and the degree of cor-
relation depends on how close each residue is to S64, which
is a site for covalent binding to the chromophore (Fig. 10A).
Correlations are robust to the choice of metric (Fig. 4).

C. PafA

We calculate the deformation Si of all variants with respect
to WT PafA, at all sequence positions i. We then calcu-
late the correlation of Si with the measured catalytic effect,
and folding effect. Many positions are correlated with ei-
ther the folding effect and/or catalytic effect (Fig. 10A).
For the catalytic effect, the strongest correlations are close
to the binding site (which contains zinc atoms), while for
the folding effect, the strongest correlations are more dis-
persed. We find higher correlations between deformation

2 4 6 8 10 12 14

# mutations wrt. WT

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

0.4

C
or

r(
F

lu
o
r,
S
i)

A WT

mTag, Blue

mKate2, Red

GFP, Green

’best’ Model Model 1 Model 2 Model 3 Model 4 Model 5

AF Model

0.00

0.05

0.10

0.15

0.20

C
or

r(
F

lu
or

,
S
i)

B non-WT
mTag, Blue

mKate2, Red

GFP, Green

FIG. 12 A: Correlation between phenotype and ES (γ = 13Å)
as a function of the number of mutations from the WT protein.
B: Correlation (Pearson’s r) between structural change and the
magnitude of phenotypic change between two sequences, i and
j: |φi − φ j|, where φ is the relevant phenotype. Correlations
are shown for all AF models, for the effective strain at particular
residues: mTag, i = 65; mKate2, i = 218; GFP, i = 58. For each
data set, correlations are obtained by comparing 10,000 pairs of
sequences chosen randomly with replacement.
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FIG. 13 Correlations between empirical and predicted
RMSD. RMSD calculated using PDB structures, versus RMSD
calculated using AF-predicted structures, for the full set of struc-
ture pairs from the PDB; non-mutated pairs (left) and mutated
pairs (right) are shown separately. Pearson’s correlation coeffi-
cient and linear fit are shown.

and phenotype when we take the mean of deformation val-
ues amongst the top λ residues that correlate best with the
phenotype (Fig. 10B). In the case of the catalytic effect, we
take the first λ = 5 residues, while for the folding effect, we
take λ = 50. Correlations are robust to the choice of metric
(Fig. 4) and robust to subsampling (Fig. 11).
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D. Dependence on number of mutations

We consider the possibility that since deformation likely
increases with the number of mutations, the phenotype-
deformation correlations may be simply due to an underly-
ing correlation between phenotype and the number of mu-
tations from the WT. To examine this, we measured correla-
tions between phenotype and ES, controlling for the num-
ber of mutations (Fig. 12A). We find that the correlations
are independent of the number of mutations in the region
M ≤ 8. Even further away from the WT than M = 8 we see
a drop in correlations. Thus, the phenotype-ES correlations
are not due to the number of mutations, but they are only
strong for comparing sequences close to the WT.

E. Comparing mutants with mutants

We suspect that the high deformation-phenotype correla-
tions we found are only possible when comparing WT with
mutants. Our reasoning is that deformation should, by it-
self, not be sufficiently informative to predict changes in
complex phenotypes. However, if one assumes that WT
proteins are locally optimal, then any changes to the struc-
ture ought to have a deleterious effect on phenotype. To ex-
amine this, we calculate correlations between deformation
and absolute differences in phentoype for 10,000 randomly
chosen pairs of mutants (Fig. 12B). We find that the corre-
lations are considerably lower than when comparing WT to
mutants, in support of our conjecture.
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FIG. 14 Correlations between RMSD and phenotype mea-
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FIG. 15 Correlations between ∆pLDDT and phenotype mea-
surements. (Left) Correlations between ∆pLDDT at residue i and
phenotype for 5 sets of phenotype measurements (top to bottom:
mTag, blue fluorescence; mTag, red fluorescence; GFP, green flu-
orescence; PafA, catalytic effect; PafA, folding effect) as a func-
tion of sequence position i. In each case, results are shown for
the AF model with the highest correlation. (Right) Phenotype as a
function of ∆pLDDT for the residue with the highest correlation.
Red line indicates the median, calculated using a sliding window.
Pearson’s r and corresponding p values are shown on the graph;
zero values are shown for p when p is lower than is possible for
64-bit floating point precision.

10. RMSD

At the outset, we expected that since mutation effects are
assumed to be typically localized, it would be prudent to
use a local measure of deformation. Here we show that us-
ing RMSD, which depends on global alignment, is indeed
insufficient to measure the effect of a mutation. We calcu-
late the correlation between RMSD values obtained using
PDB vs AF-predicted structures, for all structure pairs in
our PDB dataset. Fig. 13 shows that the correlation is quite
weak, and does not differ for mutated vs non-mutated pairs.
We also show correlations for the best-performing AF mod-
els of RMSD between WT and mutant structures, and the
corresponding phenotype (Fig. 14). By its nature, RMSD
is a global measure that obscures localized deformation ef-
fects. Thus, as expected, the correlations for RMSD are
much lower than what is observed for local measures of de-
formation (Fig. 4); one exception is GFP, where RMSD cor-
relates almost as well with green fluorescence (r =−0.59).
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FIG. 16 A: Mean pLDDT for 147 protein sequences based on
the WW domain, some of which are found to fold in vitro, and
some of which do not fold. Proteins are grouped into: natural
sequences (N); generated sequences that matches the covariance
of the natural sequences (CC); generated sequences that match
the statistics of the natural sequences at each position (IC); se-
quences generated by shuffling the natural sequences (R). B: We
compare mean pLDDT of the folding and non-folding WW do-
main sequences (excluding the shuffled sequences, as these share
little sequence identity with the natural sequences), with a sample
of mean pLDDT values for proteins in the PDB (same sampling
procedure as in the main text). In this case, mean pLDDT ap-
pears to be of little use in differentiating folding and non-folding
sequences.

11. pLDDT

Since AlphaFold has been released, much attention has
been given to pLDDT, AlphaFold’s predicted (using a neu-
ral network) confidence score. pLDDT is, effectively, Al-
phaFold’s attempt to predict the LDDT score between the
predicted structure and the ground truth (PDB). Recent
studies have shown that pLDDT is a good predictor of
disorder (Piovesan et al., 2022), and that it is correlated
with measures of flexibility: root-mean-square deviation
measured in molecular dynamics simulations (Guo et al.,
2022); S2 from NMR (Ma et al., 2023). This makes sense
since flexible regions will inevitably lead to lower-than-
average LDDT scores across repeat measurements or pre-
dictions. Although there is surely more to uncover, the ev-
idence currently points to pLDDT as being a measure of
confidence in the prediction of a residue’s position, and a
proxy measure for local flexibility. In this work, for exam-
ple, we exclude residues from deformation calculations if
they have pLDDT < 70.

A. Correlations between changes in pLDDT and phenotype

It is plausible that changes in pLDDT may correlate with
phenotype, as large changes in pLDDT not only indicates
changes in flexibility, but may also be an indicator of large
deformation. We therefore look at AF-predicted changes in
pLDDT for each residue in mutants compared to the wild
type. We calculate the correlation between ∆pLDDTi =
pLDDT(WT)−pLDDT(Mutant) and phenotype for all five
sets of phenotype measurements (Fig. 15). We find statis-
tically significant correlations between ∆pLDDTi and phe-
notype, but in each case correlations are about half of what
can be achieved using other deformation metrics.

Despite using similar data to (Pak et al., 2023), it might
seem that we find higher correlations between pLDDT and
fluorescence, but there are two important differences: In
(Pak et al., 2023) they study 447 single mutants, while we

study 2,312 mutants, 200 of which are single mutants. We
calculate correlations between ∆pLDDTi and fluorescence,
while (Pak et al., 2023) calculate the difference in pLDDT
at the mutated site ∆pLDDTm (r = 0.17), and the differ-
ence in mean pLDDT, ∆⟨PLDDT⟩ (r = 0.16). For a more
direct comparison with this study, we calculated correla-
tions between the same quantities on the 200 single mu-
tants that we examined. Like (Pak et al., 2023), we found
that these quantities are not very predictive of fluorescence
(∆pLDDTm, r = 0.03; ∆⟨PLDDT⟩, r = 0.06).

B. Is pLDDT a good predictor of protein folding?

We are quite confident that pLDDT is a good measure of
local flexibility, and that values under 70 are strong indica-
tors of disorder. However, it is less clear whether average
(across all residues) pLDDT values are useful for predict-
ing whether a protein will fold or not, especially when the
average is above 70. To test this, we looked at the mean
pLDDT for a set of WW-domain-like proteins from (Socol-
ich et al., 2005) (Fig. 16). We find that proteins that were
created from randomly shuffled sequences produced notice-
ably lower mean pLDDT values than the other, less random
sequences. Proteins that had mutations that only took into
consideration the positional statistics (IC; i.e., the likeli-
hood of an amino acid at a certain position in the sequence,
as determined from a multiple sequence alignment) were
not found to fold in vitro, yet they have comparable values
of mean pLDDT to the WT sequences that were tested (nat-
ural sequences, N). This suggests that mean pLDDT alone
is not a useful predictor of whether a protein will fold.

12. AlphaFold Models

Since AF was released with 5 sets of trained model
weights, there is a choice of which structure to use. We find
that no one model produces significantly better correlations
than the other models (Fig. 17). We find significant differ-
ences between the predictions of different models on corre-
lations with phenotype (Fig. 4), but the scale of these differ-
ences are reduced by calculating average structures (⟨AF⟩).
We found one case (PafA) where models 1 and 2 produced
poor predictions (Fig. 4). In this case, most of the sequence
variants were predicted to have very similar structures. We
attribute this odd behavior to the use of structural templates,
which are used by models 1 and 2 by default. We find much
better results for these two models when using the Colab-
Fold implementation (Fig. 8, Fig. 9), where we were able
to run AF without using structural templates. This leads
leads us to recommend not using structural templates in AF
predictions. In general, the repeat predictions of structures
are more similar when produced by the same model (and
conversely, different models produce different structures to
each other); for this reason we also advise against averag-
ing over structures from different models unless there are
multiple repeat predictions from each model (in our case,
we used 6 repeat structures to create average structures).
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FIG. 18 Changes in backbone distances, neighborhoods and
deformation due to mutation. A: Average change in Cα dis-
tances between structures, as a function of Cα distance. B: Aver-
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γ . Separate lines are shown for PDB and AF structures, and for
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with mutated residues (Mut-only). C: Distribution of mutation ef-
fects, Sm, for PDB and AF-predicted pairs of structures.

13. Scale of mutation effects

A. Deformation between PDB structures is typically small

To give an alternative view of the magnitude of deforma-
tion in the PDB, we examine changes to distances between
residues. We calculate the distance between all Cα po-
sitions, ri j, and then get the absolute difference between
these distances in a reference structure and a target struc-
ture, ∆ri j = ri j − r′i j. In Fig. 18A, we show the mean ab-
solute difference between Cα distances, as a function of
Cα distance; we calculate this for all residues in all pro-
tein pairs with M = 0 and M > 0, and also for Cα distances
with respect to mutated residues. On average, backbone Cα
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FIG. 19 Examples of large deformation. Deformation per
residue for three examples: Thermonuclease from staphylococcus
aureus (A), human Lysozyme (B), and the UBA1 domain of hu-
man hHR23a (C). Deformation is shown for AF, ⟨AF⟩, and PDB
structures where possible. The location of mutations is indicated
by dotted lines.

positions move by less than 0.2 Å, both for PDB and AF-
predicted structures. However, when looking at backbone
distances only from mutated sites, we see average muta-
tions of up to 0.4 Å within 1 nm from mutated sites. It
seems that a few mutations typically lead to rather slight
changes to bulk protein structure, yet can have significant
effects locally.

When we calculate deformation, we include in our cal-
culation residues that are neighbors in both structures. One
might suspect that this can lead to problems if deforma-
tion leads to big changes in neighborhoods. To test this,
for each residue we calculate the symmetric neighbor dif-
ference, ψi, as the number of residues that are not shared
between neighbor sets in a reference, Ni and target struc-
ture, N′

i ,

ψi =
∣∣Ni ⊖N′

i
∣∣ .

We calculate the average neighbor difference across all
pairs and residues, ⟨ψi⟩, as a function of neighborhood cut-
off γ . We show in Fig. 18B that neighbors typically differ
by less than one residue, even when focusing on mutated
sites.

To help put mutation effects in context, we plot the dis-
tribution of mutation effects (ES at the mutated site, Sm)
for both PDB and AF-predicted structures (Fig. 18C). This
provides a handy reference for understanding when an ef-
fect is relatively large or small.

B. Example of large deformation

Typically, mutation effects in the PDB are quite small, such
that they often have only subtle effects even on local struc-
ture. Perhaps the best way to illustrate this is to show ex-
amples of some of the largest deformations measured. We
chose two examples of proteins that differ by one amino
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acid, which exhibit some of the highest deformations found
in the PDB: (i) thermonuclease (V60H, comparing 3QOL_A
and 5IGC_A)) and (ii) lysozyme (T59Y, comparing 2MEH_A
and 2MEI_A). In each case, while deformation is higher
(Fig. 19) then what is typical (Fig. 18C), the structural dif-
ferences are not so severe (Fig. 20). In thermonuclease,
the replacement of a valine with histidine results in a slight
kink in the α-helix, due to the greater size of the histi-
dine which interferes with how the amino acids pack. In
lysozyme, we see a similar effect but this time in a more
central location within the protein; replacing threonine with
tyrosine results in the neighboring α−helix and β−sheets
being pushed apart. Both of these effects are recapitulated
in AF predictions (Fig. 20). We note that mutation effects
of this magnitude are rare in the PDB, yet they are still dif-
ficult to evaluate visually. Nor do we find pLDDT to be
a reliable indicator of structure change: thermonuclease,
∆pLDDTm =−2.5; lysozyme, ∆pLDDTm = 0.04. Instead,
measuring deformation allows us to quantify the effect of a
mutation with much higher precision, in a way that can be
directly compared with experimental results.

C. UBA1 of hHR23a

A recent paper studied the UBA1 domain of hHR23a pro-
tein (amongst other examples), and suggested that differ-
ences in packing, and differences in pLDDT constitute ev-
idence that AF cannot predict the effect of missense mu-
tations (Buel and Walters, 2022). We here show that the
effect of the mutation (L198A) is actually quite large com-
pared to average effects (Fig. 19C). The deformation at the
mutated site is Sm = 0.093, which is higher than 97 % of all
deformation values measured at mutated sites in PDB struc-
tures. The mutation in question leads to higher degradation
by proteases, which shows that this mutation destablizes the
structure. We consider that such large deformations are per-
haps likely to destabilize the structure, given how rare they
are in the PDB. The PDB is constructed with a sampling
bias towards proteins that can fold, so the fact that there are
so few mutants with this level of deformation might indi-
cate that high deformation is a good predictor of destabi-
lization. This is an interesting area for future study.
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FIG. 20 Examples of large deformation. Comparisons of PDB and AF-predicted structures that differ by one amino acid: Thermonu-
clease from staphylococcus aureus (V60H, 3QOL_A and 5IGC_A; a close-up of the region affected by the mutation is shown), human
Lysozyme (T59Y, 2MEH_A and 2MEI_A), and the UBA1 deomain of human hHR23a (L198A). Mutated structures are aligned and shown
overlaid as cartoons; atomic positions are shown for the mutated residues. PDB structures are only shown for examples where both
proteins are available.
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