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SUMMARY
Wepresent a proteogenomic study of 108 human papilloma virus (HPV)-negative head and neck squamous cell
carcinomas (HNSCCs). Proteomic analysis systematically catalogsHNSCC-associated proteins and phospho-
sites, prioritizes copy number drivers, and highlights an oncogenic role for RNA processing genes. Proteomic
investigation ofmutual exclusivity between FAT1 truncatingmutations and 11q13.3 amplifications reveals dys-
regulated actin dynamics as a common functional consequence. Phosphoproteomics characterizes two
modes of EGFR activation, suggesting a new strategy to stratify HNSCCs based on EGFR ligand abundance
for effective treatment with inhibitory EGFR monoclonal antibodies. Widespread deletion of immune modula-
tory genes accounts for low immune infiltration in immune-cold tumors, whereas concordant upregulation of
multiple immune checkpoint proteins may underlie resistance to anti-programmed cell death protein 1 mono-
therapy in immune-hot tumors. Multi-omic analysis identifies three molecular subtypes with high potential for
treatment with CDK inhibitors, anti-EGFR antibody therapy, and immunotherapy, respectively. Altogether, pro-
teogenomics provides a systematic framework to inform HNSCC biology and treatment.
INTRODUCTION

Head and neck squamous cell carcinoma (HNSCC) is the sixth

most common epithelial malignancy worldwide (Bray et al.,

2018) and can be broadly classified into human papillomavirus

(HPV)-associated (HPVpos) and HPV-negative (HPVneg) sub-

types. Most HNSCC patients are treated with surgery, chemo-

therapy, and radiotherapy. Targeted agents, including an
This is an open access article under the CC BY-N
EGFR monoclonal antibody (mAb) inhibitor and two pro-

grammed cell death protein 1 (PD-1) inhibitors, have been

approved by the US Food and Drug Administration (FDA) for

HNSCC treatment, but overall response rates have been moder-

ate (Baselga et al., 2005; Burtness et al., 2005; Herbst et al.,

2005; Seiwert et al., 2016; Vermorken et al., 2007, 2008).

Recently, The Cancer Genome Atlas (TCGA) and other studies

have defined the genomic landscape and transcriptomic
Cancer Cell 39, 361–379, March 8, 2021 ª 2021 Elsevier Inc. 361
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subtypes of HNSCC (Cancer Genome Atlas, 2015; Chung et al.,

2004; Keck et al., 2015;Walter et al., 2013). However, a complete

understanding of how genetic aberrations drive tumor pheno-

types remains elusive, and translation of genomic and transcrip-

tomic findings into improvedHNSCC treatment has been limited.

By integrating mass spectrometry (MS)-based proteomics

with genomics and transcriptomics, we performed an integrated

proteogenomic characterization of 108 HPVneg HNSCCs. We

focused on HPVneg HNSCCs because they account for 75% of

all HNSCCs and have distinct molecular profiles and significantly

worse prognosis compared with HPVpos tumors (Kreimer et al.,

2005). Our study systematically catalogs HPVneg HNSCC-asso-

ciated proteins, phosphosites, and signaling pathways. Proteo-

genomic integration provides functional insights into genomic

aberrations, with practical implications for precision treatment

of patients with HPVneg HNSCC.

RESULTS

Proteogenomic profiling
Weprospectively collected 110 treatment-naive primary HNSCC

tumors and matched blood samples (Table S1), and 66 tumors

had matched normal adjacent tissues (NATs). Homogenized

samples were aliquoted for molecular profiling using whole-

exome sequencing (WES), whole-genome sequencing (WGS),

methylation array, RNA sequencing (RNA-seq), microRNA

sequencing (miRNA-seq), and isobaric tandem mass tag (TMT)

labeling-based global proteomics and phosphoproteomics (Fig-

ure 1A). One sample with evidence of HPV infection by RNA-seq

was removed fromdownstreamanalysis (FigureS1A). The cohort

was 87%male and tumor sites were predominantly from the oral

cavity and larynx (44.5% each). Consistent with self-reporting,

genomics-based smoking inference associated 70% of the pa-

tients with strong evidence of smoking (Figures S1B and S1C).

Proteomic analysis identified 11,744 proteins. Phosphopro-

teomic analysis identified 97,210 phosphopeptides, covering

56,959 confidently localized phosphosites from 8,133 genes,
362 Cancer Cell 39, 361–379, March 8, 2021
including 81% on serine, 16% on threonine, and 3% on tyrosine.

Replicate samples showed high measurement reproducibility

across the TMT plexes, and there were no observable batch ef-

fects by TMT plex (Figures S1D–S1G). Unsupervised principal

component analysis (PCA) of both proteomic and phosphopro-

teomic data separated tumor samples from NATs (Figures 1B

and 1C). One tumor and three NAT samples with questionable

tumor/NAT identity in data quality control (labeled in Figures

1B and 1C) were confirmed by pathological inspection and

removed from downstream analysis.

For the 108 tumors, the median gene-wise Spearman’s corre-

lation between protein and RNA abundance was 0.52, and the

median sample-wise correlation was 0.43. Genes involved in

forming large protein complexes, such as those related to com-

plement activation, oxidative phosphorylation, and transcription

initiation, showed lower protein-RNAcorrelation (Figure 1D). Pro-

tein data substantially outperformed RNA data in co-expression-

based gene function prediction (Figure 1E), suggesting a critical

role for protein-level regulation in determining gene functions.

Impact of genetic aberrations on cognate proteins
Somatic copy number alteration (SCNA) analysis identified arm-

level amplifications and deletions (Figure 1F). Focal peaks

included amplifications of 3q26.33, 7p11.2, 7q22.3, 8p11.23,

and 11q13.3 and deletions of 8p23.2 and 9p21.3, among others

(Figure 1G). The strongest focal alteration was observed at

11q13.3. Some of these focal SCNA hotspots were also associ-

ated with structural variation events (Figure S1H and Table S2).

By filtering for correlated copy number (CN), mRNA, and pro-

tein levels across tumor samples and concordant protein-level

changes between paired tumor and NAT samples, we prioritized

202 putative SCNA drivers, including well-established PIK3CA,

EGFR,CCND1, andCTTN, from a total of 759 quantifiable genes

in the focal amplicons (Figures 1H and 1G, Table S2). The priori-

tized genes showed higher essentiality in HPVneg HNSCC cell

lines in a genome-wide genetic perturbation screen (Tsherniak

et al., 2017) (Figure S1I). Enrichment analysis associated the
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Figure 1. Proteogenomic profiling and impact of genetic aberrations on proteins
(A) Cohort clinical features and omic data generation.

(B and C) (B) Global proteomics and (C) peptide-level phosphoproteomics PCA plots.

(legend continued on next page)
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prioritized genes with cell cycle, DNA replication, chromosome

organization, mRNA processing, and RNA splicing (Figure 1I).

Amplification of the RNA processing genes (Figure 1G) has not

been linked to HNSCC tumorigenesis previously, but some

(WWTR1, TBL1XR1, CUX1, TRRAP, NSD3) are known cancer

genes (Figure 1J).

Frequently mutated genes in this cohort (Figure 1K) were

consistent with those in TCGA HPVneg HNSCCs, and we as-

sessed the impact of mutations on cognate gene products.

Missense mutations in TP53 were associated with increased

p53 mRNA and protein abundance (Figure S1J), suggesting

that certain TP53 mutations might endow oncogenic gain of

function to this protein. Several frequently mutated genes had

a substantial proportion of truncating mutations (Figure 1K),

which typically induce nonsense-mediated decay (NMD) of

cognate transcripts. Interestingly, truncating mutations in

KMT2D and AJUBA were associated with reduced protein but

notmRNA abundance (Figure 1L). Most of the truncating variants

in these two genesmay escapeNMDaccording to theNMD rules

(Lindeboom et al., 2016) (Table S2). Thus, proteomic data were

crucial to support the tumor suppressor role of these genes.

DNA methylation of 91 genes was associated with both

reduced mRNA and protein abundance in tumors (Table S2).

These genes included several putative tumor suppressor genes

whose expression was reported to be regulated by promoter

methylation in other cancer types, such as NEFM (Calmon

et al., 2015), MGMT (Rivera et al., 2010), GLDC (Min et al.,

2016), and CHFR (Brandes et al., 2005).

Proteomic alterations associated with tumorigenesis
and prognosis
Wecompared 63 tumors vs pairedNATs to identify HNSCC-asso-

ciated alterations in transcripts (mRNA, miRNA, and circular RNA

[circRNA]), proteins, and phosphosites (Table S3). Here we focus

on results from the analysis of proteins and phosphosites quanti-

fied inR50% of the pairs. For proteins, 3,355 (35%) were signifi-

cantly increased and 3,163 (33%) were significantly decreased in

tumors (adjusted p < 0.01, Wilcoxon signed-rank test, Figure 2A).

The 104 proteins increased by >2-fold were enriched in biological

processes such as protein hydroxylation, leukocytemigration, cell

chemotaxis, and angiogenesis, whereas the 488 decreased pro-

teins were enriched in acute inflammatory response, platelet

degranulation, muscle system process, and fatty acid metabolic

process (adjusted p < 0.01, Fisher’s exact test, Table S3). After

controlling for epithelium content in a multivariate model, 63 out

of the 104 remained significantly elevated by >2-fold (Figure S2A

and Table S3), and over two-thirds showed above-average abun-
(D) Gene-wise mRNA-protein correlation and pathway enrichment.

(E) Area under the receiver operating characteristic curve (AUROC) for KEGG (K

using RNA and protein data. Red and blue indicate pathways with >10% differen

(F) Arm-level SCNAs.

(G) Focal-level SCNAs with known drivers and RNA processing genes (red) anno

(I) Gene Ontology (GO) terms enriched for prioritized SCNA drivers (Fisher’s exac

(J) Protein abundance of RNA processing genes in tumors and NATs, annotated w

and presence (green) in the COSMIC (Catalogue of Somatic Mutations in Cance

(K) Mutation frequency and type for the most frequently mutated genes.

(L) Comparisons of RNA and protein levels for AJUBA and KMT2D between sam

**p < 0.01, Student’s t test. n.s., not significant. Numbers in parentheses represe

and S2.
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dance of all proteins (FigureS2B). Among the 63, 22 are secretable

and could serve as putative salivary biomarkers, seven can be tar-

getedbyFDA-approveddrugs, andone is a cancer/testis (C/T) an-

tigen (Figure 2B and Table S3). Notably, KIT, CAMP, and other

highly increased proteins such as DEFA3, DEFA1B, CRTAP, and

CLCNKA had decreased mRNA in tumors (Figures 2C and S2C).

Elevated tumor expression was supported by data-independent

acquisition (DIA) proteomics (Figures S2D. I). Immunohistochem-

istry (IHC) data from the Human Protein Atlas (HPA) provided

further independent validation for a subsetofproteins (FigureS2E).

Most proteins behaved similarly in the tumor vs NAT compar-

ison whether derived from larynx or oral cavity (Figure 2D). How-

ever, 261 proteins, manymuscle related, were decreased specif-

ically in oral cavity tumors, likely due to higher levels of muscle

tissue in oral cavity NATs compared with larynx NATs. Several

proteins with potential clinical utility were increased in a partic-

ular site (Figure 2D), including MAGEB2, PTGS2, matrix metallo-

proteinase (MMP) 7, COL10A1, and IL36G in larynx (blue dots),

and MMP3, MMP10, and CRELD2 in oral cavity (red dots).

When grouped based on smoking evidence, tumors with strong

smoking evidence showed specific increase of four secretable

proteins (CXCL8, SFRP4, IL36G, COL22A1) and two targets of

approved drugs (KIT, SLC7A11) (Figure 2E). The highly specific

overexpression of KIT in tumors with strong smoking evidence

explained the large variation of protein fold change observed

for KIT across all tumors (Figure 2B).

For phosphosites, 7,265 (35%) were significantly increased

and 6,320 (31%) were significantly decreased in tumors vs

NATs (adjusted p < 0.01, Wilcoxon signed-rank test, Figure 2F).

Proteins with a phosphosite change >2-fold were enriched in

biological processes such as DNA replication and cell cycle

checkpoint, whereas proteins with a phosphosite change

decreased by > 2-fold were enriched in muscle system process

and actin filament organization. Among the 559 phosphosites

increased by >2-fold with stronger changes than in the corre-

sponding protein (Figure 2G), only 8% had known functional an-

notations. Of these, 30% were involved in cell cycle regulation,

including a site on the essential mitotic regulator CDC20 (Hein

et al., 2017; Wang et al., 2015). An additional 12% were involved

in cytoskeleton reorganization, including ECT2 T359, which con-

tributes to tumor cell invasion (de Cárcer et al., 2017; Justilien

et al., 2011). TP53BP1 S1623, which inhibits DNA repair, was

also highly phosphorylated (Benada et al., 2015). Differential

phosphosite analysis identified only one hyperphosphorylated

activating site on a kinase, CHEK2 (Lovly et al., 2008). Kinase ac-

tivities were also inferred based on the levels of substrate phos-

phorylation. A total of nine kinases had significantly increased
yoto Encyclopedia of Genes and Genomes) pathway membership prediction

ce between the two.

tated. (H) Prioritization of genes in focal amplification peaks.

t test).

ith amplification rate, copy number-protein correlation (Pearson’s correlation),

r) Cancer Gene Census.

ples with truncating mutations and WT samples.

nt the sample sizes for the involved groups. See also Figure S1 and Tables S1
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Figure 2. Proteomic alterations associated with tumorigenesis and prognosis

(A) Protein abundance differences between tumors and NATs (Wilcoxon signed-rank test). Representative GO terms for 2-fold increased and decreased proteins

are listed.

(legend continued on next page)
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activity, including targets of approved inhibitors (CDK4 and

CDK6) (Figure 2H). Using predicted substrates for kinases (Lind-

ing et al., 2007), we identified 12more kinases with increased ac-

tivity in tumors, including CHUK and IKBKB, which are targets of

approved inhibitors (Figure S2F). Increased kinase activity was

supported by phosphorylation of corresponding transcription

factor substrates and, in turn, increased transcription factor ac-

tivity inferred from their mRNA targets (Figure 2I, Table S3).

Survival analysis identified 263 proteins and 173 phospho-

proteins significantly associated with overall survival (OS), and

162 proteins and 164 phosphoproteins significantly associ-

ated with progression-free survival (PFS) (nominal p < 0.01,

Table S3). OXSR1 and GPALPP1 remained significant for

both after multiple test adjustment, and eight phosphopro-

teins remained significant for OS (Figures S2G and S2H,

adjusted p < 0.2). Strikingly, poor-prognosis-associated pro-

teins/phosphoproteins were enriched in pathways reported

in Figure 1I for SCNA drivers, including DNA replication, cell

cycle, and RNA processing (Figure 2J), suggesting a potential

relationship between SCNA and adverse clinical outcome.

Indeed, tumors with higher chromosome instability scores

(ChrIdx score) tended to have shorter OS (Figure 2K) and

PFS (Figure S2I).

Mutually exclusive FAT1 truncating mutations and
11q13.3 amplification converge to protein-level actin
dysregulation
FAT1 encodes an atypical cadherin and is one of the most

frequently mutated genes in this cohort (Figure 1K) and the

TCGA cohort. Truncating mutations account for >70% of all

FAT1 mutations in both cohorts, in sharp contrast to other can-

cer types (Figure S3A). By integrating CNdata, we further divided

FAT1 mutations into four groups (Figure S3B and Table S4).

Compared with wild-type (WT) FAT1, samples with FAT1 biallelic

truncations showed reduced FAT1 protein and mRNA levels (p =

3.43 10�6 and p = 1.53 10�3, Student’s t test, Figures S3C and

S3D). Since samples with other types of FAT1mutations showed

intermediate and more variable mRNA and protein levels, we

excluded them from downstream analyses to focus on the

most frequent mutation type with the strongest cis effects.

Mutual exclusivity was observed (p = 6.0 3 10�3, Fisher’s

exact test) between FAT1 truncating mutation and 11q13.3

amplification (Figure 3A), the strongest focal SCNA in our cohort

(Figure 1G). This was confirmed in TCGA HPVneg HNSCCs (p <
(B) Abundance fold changes (FCs) for selected highly elevated proteins annotate

(C) Comparisons of RNA and protein levels for KIT and CAMP between tumors a

(D) Comparison of protein changes in two anatomic sites. Dot colors indicate shar

utilities.

(E) Comparison of protein changes in tumors with strong and weak smoking evid

(F) Phosphosite abundance differences between tumors and NATs (Wilcoxon sig

decreased phosphosites are listed.

(G) Comparison of abundance changes between phosphosites and their corresp

(H) Kinases with increased activity inferred from phosphorylation of its substra

vating site.

(I) Increased phosphorylation (circle) on transcription factor substrates (rectang

increased inferred activity from the RNA targets.

(J) The common pathways enriched with proteins or phosphoproteins associate

(K) Kaplan-Meier plot comparing OS for patients stratified by the median Chrldx s

involved groups.

See also Figure S2 and Table S3.
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0.001, Figure S3E). For all nine protein coding genes in

11q13.3, amplification resulted in concordantly increased

mRNA and protein abundance (Figure 3A).

Mutual exclusivity may arise when two aberrations are func-

tionally equivalent (Ciriello et al., 2012). Pathway enrichment

analysis using proteomic data showed downregulation of pro-

teins involved in actin dynamics in both FAT1 truncated and

11q13.3 amplified groups compared with the WT group

(adjusted p < 0.05, gene set enrichment analysis [GSEA], Fig-

ure 3B). Despite varying mRNA abundance of actin genes be-

tween groups, protein abundance for five actin genes was higher

in the WT group (p < 0.05, Student’s t test, Figure 3C). In partic-

ular, beta-actin (encoded by ACTB), a non-muscle actin impli-

cated in cell motility, structure, and integrity (Drazic et al.,

2018), was significantly downregulated at the protein level in

both FAT1 truncated and 11q13.3 amplified groups despite up-

regulated mRNA. This finding was verified using DIA proteomic

data (Figure S3F). These data suggest that FAT1 truncation

and 11q13.3 amplification converge on regulating actin dy-

namics at the protein level.

Depletion of FAT1 has been causally linked to dysregulated

actin organization at the cell periphery, looser cell association,

and abrogated cell polarity (Tanoue and Takeichi, 2004). Phos-

phoproteomic data showed significantly elevated levels of

CTTN phosphosites in 11q13.3 amplified samples compared

with WT (Figure 3D). The most elevated phosphosite was CTTN

S418, reported to alter cell motility and cytoskeletal rearrange-

ment to promote tumor progression (MacGrath and Koleske,

2012). Although small sample size and short follow-up time pre-

cluded prognostic association in our cohort, patients harboring

FAT1 truncation or 11q13.3 amplification had worse survival

than those without either alteration in TCGA HPVneg HNSCCs

(Figure 3E). These results suggest that both FAT1 truncation

and 11q13.3 amplification drive poor prognosis, possibly through

a common mechanism of modulating actin dynamics (Figure 3F),

which provides an explanation for the mutual exclusivity between

these frequent genomic aberrations in HPVneg HNSCC.

Proteogenomic delineation of the Rb pathway
The most common genetic aberrations affected the cyclin D-

CDK4/6-Rb pathway, including CDKN2A deletions (57%) and

mutations (27%) and CCND1 amplifications (32%) (Figure 4A),

all of which had comparable frequencies in the TCGA HPVneg

HNSCCs. CDKN2A was hypermethylated in 13 tumors (12%),
d with potential clinical utilities.

nd NATs, Student’s t test.

ed or site-specific elevations, and font colors indicate different types of clinical

ence, colored as panel (D).

ned-rank test). Representative GO terms for proteins with 2-fold increased or

onding proteins.

tes (normalized enrichment score) or increased phosphorylation of its acti-

le) of kinases (hexagon) with increased activity. All transcription factors had

d with OS or PFS (Fisher’s exact test).

core, log rank test. Numbers in parentheses represent the sample sizes for the
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Figure 3. Mutually exclusive FAT1 truncating mutations and 11q13.3 amplification converge to protein-level actin dysregulation

(A) Heatmap visualizing multi-omic profiles of FAT1 and the nine coding genes in 11q13.3.

(B) GSEA plots for actin-related pathways in FAT1 truncation or 11q13.3 amplification vs WT comparisons.

(C) Relative mRNA and protein abundance in the FAT1 truncation, 11q13.3 amplification, and WT groups for five actin isoforms. *p < 0.05, **p < 0.01, Student’s t

test. n.s., not significant.

(D) CTTN phosphosite abundance differences between the 11q13.3 amplification and WT groups (Student’s t test).

(E) Relapse-free survival in HPVneg HNSCC TCGA patients with FAT1 truncation or 11q13.3 amplification compared with WT (log rank test).

(F) Proposed model explaining the mutual exclusivity between FAT1 truncating mutations and 11q13.3 amplification. Numbers in parentheses represent the

sample sizes for the involved groups.

See also Figure S3 and Table S4.
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and hypermethylation was mutually exclusive with other loss of

function alterations (Figures 4A, S4A, and S4B and Table S4).

Mutations in CDK6 (5%) and RB1 (2%) were also observed

(Figure 4A).

Homozygous deletion ofCDKN2A led to loss ofmRNA expres-

sion of both major isoforms, p16INK4a (p16) and p14ARF (p14),

but other aberrations, such as promoter hypermethylation, pri-

marily affected p16 (Figures 4A and S4B). Five CDKN2A muta-

tions associated with loss of heterozygosity (LOH) altered p16

but not p14, and an additional six mutations resulted in trunca-

tion of p16 but only missense or in-frame indel changes in p14

(Figure S4A). Altogether, 68 tumors (63%) had genetic or epige-

netic events predicted to disrupt p16 expression (tumors with

homozygous deletion, p16 hypermethylation, or p16 truncation

LOH in Figure 4A), whichmay explain widespreadmissing prote-

omic measurements for p16. CCND1 amplification was associ-

ated with increased levels ofCCND1 RNA and protein in general,
but not in all tumors, as shown by overlap between the distribu-

tions of the amplified and WT groups (Figures 4B and 4C). To

assess the impact of CDKN2A aberrations and CCND1 amplifi-

cations on CDK4/6-Rb signaling, we defined three groups: sam-

ples that were WT for pathway genes, including those with

CDKN2A heterozygous deletion (n = 13), samples with p16 aber-

ration affecting RNA expression but noCCND1 amplification (n =

36), and samples with both p16 aberration and CCND1 amplifi-

cation (n = 26). Mean phosphorylation levels of the CDK4/6

target sites on Rb protein (Rb phosphosite score) were signifi-

cantly higher in the second and third groups than in the first

group (Figure 4D). However, many of the samples from the sec-

ond and third groups had Rb phosphosite scores that were well

within the range of the first group. The observation that CDKN2A

and CCND1 aberrations did not always result in increased

CCND1 protein and CDK4/6 activity was also seen in data

from TCGA HPVneg HNSCCs (Figures S4C–S4E).
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Figure 4. Proteogenomic delineation of the cyclin D-CDK4/6-Rb pathway

(A) Genetic and epigenetic aberrations in pathway genes. Impact of CDKN2A aberrations for two major isoforms, p16INK4a (p16) and p14ARF (p14), on

respective transcript mRNA levels are shown separately.

(legend continued on next page)
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Rb phosphosite scores were significantly correlated with both

E2F activity scores and multi-gene proliferation scores (MGPS)

inferred from the RNA data (Pearson’s correlation = 0.50 and

0.47, p = 4 3 10�8 and 4 3 10�7, respectively, Figure 4E). How-

ever, several samples with low Rb phosphosite scores had high

E2F activity and MGPS, indicating cell cycle activation through

other mechanisms besides CDK4/6-mediated phosphorylation.

For example, the two samples with the lowest Rb phosphosite

scores had high E2F activity and MGPS. These samples

harbored RB1 mutations, potentially bypassing the need for

CDK4/6 to phosphorylate Rb. While nearly all samples with

high cell cycle activity had CDKN2A or CCND1 aberrations, a

number of samples with these aberrations had low cell cycle ac-

tivity. These observations suggest that Rb status is an effective

and necessary indicator of CDK4/6-dependent cell cycle activ-

ity, which cannot be accurately predicted using genomic or tran-

scriptomic markers.

To test the clinical relevance of Rb for CDK4/6 targeting,

we analyzed data from HPVneg HNSCC patient-derived xeno-

graft (PDX) models treated with abemaciclib (Karamboulas

et al., 2018), a CDK4/6 inhibitor in phase II clinical trials for

HNSCC. While CCND1 and/or CDKN2A status did not sepa-

rate response to abemaciclib, treatment-responsive PDXs

had elevated phospho-Rb-S807/811 signal (p = 0.05, Stu-

dent’s t test) (Figure 4F). Moreover, CDK6 dependency was

examined in HPVneg HNSCC cell lines from two independent

genetic perturbation screens with associated molecular pro-

files from the Cancer Cell Line Encyclopedia (CCLE) (Behan

et al., 2019; McFarland et al., 2018; Nusinow et al., 2020).

Cell lines with higher levels of Rb protein, which was highly

correlated with the Rb phosphosite score in our dataset

(Spearman rho = 0.89, p < 0.0001), were more sensitive to

genetic depletion of CDK6 (p < 0.05, Pearson’s correlation,

Figures 4G–4H). Taken together, these results support the hy-

pothesis that phospho- or total Rb may serve as markers for

CDK4/6 inhibitors in HPVneg HNSCC.

Two modes of EGFR activation
We analyzed our data to gain insights into the poor response of

HNSCC patients to EGFR inhibition. EGFRmutations were iden-

tified in only three tumors, and none were hotspot mutations.

Moreover, no samples harbored the EGFR VIII fusion variant.

However, 49 samples showed EGFR amplification (CN log2 ratio

>0.1), and six had high amplification (CN log2 ratio >1) (Fig-

ure 5A). EGFR CN was significantly associated with mRNA and

protein abundance, overall phosphorylation level of EGFR, and

phosphorylation levels of activation sites Y1110, Y1172, and

Y1197 (Figures 5A and 5B). Thus, EGFR amplification is associ-

ated with EGFR activation.
(B and C) Cis effects of CCND1 amplification on RNA (B) and protein abundance

(D) Comparison of Rb phosphorylation levels (average of all CDK4/6 target sites

(E) Heatmap comparing Rb phosphorylation, E2F activity, and the mean of cell c

10�4, Pearson’s correlation with Rb phosphorylation.

(F) Comparison of phospho-Rb-S807/811 in non-responsive and responsive HP

(G and H) Associations between MS-based Rb abundance and CDK6 essentiali

genetic perturbations, respectively, in seven HPVneg HNSCC cell lines. R, Pearso

for the involved groups.

See also Figure S4 and Table S4.
We inferred EGFR pathway activity based on mRNA expres-

sion data using PROGENy (Schubert et al., 2018). Unexpectedly,

the inferred pathway activity showed no or weak correlations

with EGFR alterations (Pearson’s correlation = 0.03–0.23, Fig-

ures 5A and 5B). In contrast, except for the two with very low

mRNA abundance in tumors (Figure 5C), all EGFR ligands (Singh

et al., 2016) showed strong correlations with inferred pathway

activity (Pearson’s correlation = 0.51–0.72, Figure 5D). These ob-

servations were fully recapitulated in data from TCGA HPVneg

HNSCCs (Figures S5A–S5D). Moreover, phosphoproteomics

quantified several phosphosites on proteins involved in the

PI3K/Akt/mTOR and the RAF/MEK/ERK pathways, two primary

downstream pathways of EGFR (Wee and Wang, 2017). These

phosphosites, including several key functional sites such as

PIK3C2A S259 (Margaria et al., 2019), RPTOR S859 (Wang

et al., 2009), and EIF4B S422 (Shahbazian et al., 2006), showed

strong correlations with EGFR ligands, independent of the

mRNA and protein expression of the host genes (Figure 5E).

Conversely, none were significantly correlated with EGFR pro-

tein abundance. Thus, both transcriptomic and phosphoproteo-

mic data suggest that the EGFR ligands, instead of the receptor,

are the rate-limiting factors for EGFR pathway activity.

To identify signaling changes associated with EGFR amplifica-

tion, which did not result in increased EGFR pathway activity but

seemed to enhance EGFR phosphorylation in a ligand-indepen-

dent manner (Figure 5F), we compared phosphoproteomic pro-

files between the six samples with high EGFR amplification and

38 other samples with similar chromosomal instability (ChrIdx

score >3) (Figure S5E). This analysis identified 297 phosphosites

with significantly higher phosphorylation in the EGFR amplifica-

tion group (p < 0.01, Student’s t test), and 212 phosphosites

showed stronger changes than at the RNA or protein level, sug-

gesting these are bona fide phosphorylation changes and not

due to differential gene expression or cell type composition (Ta-

ble S5). The 11 tyrosine sites with significantly increased phos-

phorylation (Figure 5G) included five known or predicted EGFR

substrates (EGFR Y1197, ANXA1 Y21, PTPN11 Y546, PTPN11

Y62, and ABI1 Y213). Additionally, PTPN11 Y546, PTPN11 Y62,

andCSTBY97 are reported to be regulated by EGFR in the Phos-

phoSitePlus database. Proteins harboring the 212 sites were en-

riched in cytoskeleton organization, actin filament, and interme-

diate filament junction-related pathways (adjusted p < 0.01,

Fisher’s exact test, Figure 5H), suggesting a role for EGFR in

modulating intercellular junctions and cell motility, as previously

reported (Klymkowsky and Parr, 1995; Stallaert et al., 2018).

Since our data suggest that EGFR amplification activates

EGFR in a ligand-independentmanner, and EGFRmAbs function

primarily by binding to the EGFR extracellular domain to prevent

ligand-induced pathway activity (Harding and Burtness, 2005;
(C). ***p < 1 3 10�4, Wilcoxon rank-sum test, n = 108.

) among three tumor groups. *p < 0.05. **p < 0.001, Wilcoxon rank-sum test.

ycle-regulated genes (MGPS), with genomic aberrations annotated. ***p < 1 3

Vneg HNSCC PDX models with abemaciclib, Student’s t test.

ty scores derived from shRNA: DEMETER2 (G) or CRISPR (CERES)-based (H)

n’s correlation coefficient. Numbers in parentheses represent the sample sizes

Cancer Cell 39, 361–379, March 8, 2021 369



A

C

E

F

I

G

J

K

H

D

B

Figure 5. Proteogenomic characterization of EGFR ligand-dependent and -independent pathways
(A and B) (A) Heatmap comparing EGFR multi-omics profiles and the inferred PROGENy EGFR pathway activity and (B) their Pearson’s correlation coefficients.

*p < 0.01.

(legend continued on next page)
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Messersmith andHidalgo, 2007), EGFR ligandabundance, rather

than EGFR amplification or overexpression, should be used to

select HNSCC patients for treatment with anti-EGFR mAbs (Fig-

ure 5I). Indeed, utilizing data from an HNSCC PDX study with

treatment response to an EGFR mAb, cetuximab (Klinghammer

et al., 2017), we found that EGFR ligands, not the receptor,

showed significantly higher expression in responders than non-

responders (Figure 5J). Furthermore, in a clinical trial testing

another EGFR mAb, panitumumab, in HNSCC patients (Siano

et al., 2018), we found that EGFR ligand abundance, but not re-

ceptor abundance, significantly correlated with PFS (Figure 5K).

Immuno-proteogenomic analysis reveals
immunosuppressive SCNAs
To gain a deeper understanding of immune evasion and resis-

tance to PD-1 inhibitors in HNSCC, we performed an immuno-

proteogenomic analysis. Tumors showed a wide range of im-

mune cell infiltration levels as consistently quantified by ESTI-

MATE immune score (Yoshihara et al., 2013), CD3 IHC staining,

and CD3 proteomic data (Figure 6A). Higher immune cell infiltra-

tionwas not linked to any anatomic sites but was associated with

lower clinical stage, less smoking, and better prognosis (Figures

6B, S6A, and S6B). In silico deconvolution using xCell (Aran et al.,

2017) showed that both cytotoxic immune cells (e.g., CD8 T cells

andM1macrophages) and immunosuppressive cells (e.g., regu-

latory T cells [Treg cells] and M2 macrophages) were enriched in

tumors with high levels of immune cell infiltration. In these im-

mune-hot tumors, both cytotoxic immune enzymesand immuno-

suppressive proteins were overexpressed at the protein and/or

mRNA levels (Figure 6A), with high correlations observed across

immune inhibitory genes (Figure 6C). These data may explain the

moderate response rate to single-agent pembrolizumab treat-

ment in programmed death-ligand 1 (PD-L1)-positive HNSCCs

(Seiwert et al., 2016) and suggest combinatorial checkpoint inhi-

bition as a logical proposition to increase treatment efficacy.

Next, we sought to identify tumor intrinsic determinants of low

immune infiltration in immune-cold tumors.We observed negative

correlations between immune cell infiltration and either tumor

mutationalburdenorproteinabundanceofquantifiedC/Tantigens

(Figure S6C). Moreover, proteomics-supported neoantigens (Wen

et al., 2020) (Table S6) showed little correlation to immunecell infil-

tration (Figure S6C). Thus, the low immune infiltration was not

drivenbya lackof tumor antigensources. Instead,we foundsignif-
(C) EGFR ligand mRNA abundance in tumors and NATs. **p < 0.001, Student’s t

(D) Pearson’s correlation between EGFR pathway activity and mRNA abundance

(E) For genes in the ligand-dependent pathways downstream of EGFR, the Pears

(correlation to ligands) or EGFR abundance (correlation to receptor) are shown.

(F) Relationship between PROGENy EGFR pathway activity (color gradients) an

represent samples with the high EGFR amplification.

(G) Abundance comparisons between amplified samples and controls for 11 tyros

regulation by EGFR, black and gray indicate known and predicted EGFR substrate

t test.

(H) GO biological processes enriched with proteins with EGFR CN-associated p

(I) Diagram depicting two modes of EGFR activation with implications for EGFR

(J) Comparisons between non-responsive (NR) and responsive (R) HPVneg HNSCC

ligands, and EGFR mRNA abundance. *p < 0.05; **p < 0.01 Student’s t test.

(K) Spearman’s correlations between mRNA abundance and PFS using data fro

theses represent the sample sizes for the involved groups.

See also Figure S5 and Table S5.
icantly reducedexpressionofmultiple components and regulators

of the antigen presentation machinery (APM) pathway at both

mRNA and protein levels in immune-cold tumors (Figures S6D

and S6E). Few mutations in APM genes and their regulators

were identified in our cohort (Figure S6F), but frequent somatic

CN deletions (>25%) were found in APM regulators IFNGR2,

JAK2, and IRF1 (Figure S6G). CN levels of these genes correlated

strongly with mRNA and protein levels when data were available,

and these genes further showed strong correlation with immune

infiltration at all molecular levels (Figures 6D and 6E), suggesting

a causal contribution of these gene deletions to APM deficiency

and low immune infiltration (i.e., SCNA drivers). In comparison,

APM components showed significant correlation with immune

infiltration at the gene expression, but not CN level, indicating

that the changes occurred in trans (i.e., SCNA effectors). Consis-

tentwith themodel depicted in Figure 6E, gene regulatory network

analysis using VIPER (Alvarez et al., 2016) identified STAT1 as the

central transcription factor regulating immune activity.

Expanding the APM-focused analysis to a genome-wide search

identified 294 putative SCNA drivers (Table S6) and 2,058 putative

SCNA effectors. SCNA drivers were enriched in cytokine/chemo-

kine receptor, JAK-STAT, and TLR pathways, all of which regulate

immunogenicity or immune response within tumor cells (Figures

6F and S6H). By contrast, SCNA effectors were mostly involved

in immune cytotoxicity, especially adaptive immune cell activation

and function (Figure 6G). SCNA drivers were distributed widely

across the genome (Figure 6H), including the most frequently

deleted 3p region, which encodes chemokine/cytokine receptors

and TLRs, and 9p24.1, which encodes JAK2, a key component of

the JAK-STAT pathway. Genes deleted in 9p24.1 also include

CD274, which encodes PD-L1, suggesting that PD-L1-mediated

immune checkpoint is not needed in immune-cold HNSCCs.

Our observations for both immune-cold and immune-hot tumors

were supported by our reanalysis of transcriptomic data from

TCGAHPVneg HNSCCs (Figures S6I–S6L), albeit at a lower sensi-

tivity for detecting the driver CN pathway signals, suggesting that

integrating proteomic data helped prioritize driver CN events

involved in immunogenicity.

Multi-omics subtypes and targeted therapies
By integrating CN, RNA, miRNA, protein, and phosphopeptide

data, an unsupervised clustering analysis grouped tumors into

three clusters. Clusters I, II, and III were significantly associated
test.

of individual ligands.

on’s correlations between each omics feature and average ligand abundance

*p < 0.01. Reported functional sites are colored green.

d average ligand abundance or EGFR phosphorylation level. The six triangles

ine phosphosites and cognatemRNA and proteins. Green box indicates known

s, respectively. Numbers on the side indicate fold changes. *p < 0.01, Student’s

hosphorylation (Fisher’s exact test).

mAb therapies.

PDXmodels to cetuximab treatment for average ligand (ligand_ave), individual

m a clinical trial testing panitumumab in HNSCC patients. Numbers in paren-
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Figure 6. Immuno-proteogenomic analysis reveals immunosuppressive SCNA drivers

(A) Pearson’s correlations between ESTIMATE immune score and proteogenomic profiles of immune infiltration, cytotoxic factors, and immune inhibitors.

(B) Comparisons of the immune score across clinical attributes (*p < 0.01, Student’s t test).

(C) Correlations among immune checkpoints and suppressors.

(D) CN, mRNA abundance, and protein abundance of three SCNA driver genes.

(E) Diagram showing the information flow from antigen processing and presenting machinery (APM) regulators to APM components. The top row for each gene

shows the cis effect of CN on RNA and protein abundance, and the bottom row shows the correlation between immune score and each omics type.

(F) Pathways enriched for immune-associated genes whose expression was suppressed by SCNA (i.e., immunosuppressive SCNA drivers).

(G) Pathways enriched for immune-associated genes whose expression was not associated with SCNA (i.e., effectors of the immune-suppressive CN deletions).

(H) The distribution of immunosuppressive SCNAs across the genome. Selected immune genes are highlighted. Numbers in parentheses represent the sample

sizes for the involved groups.

See also Figure S6 and Table S6.
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with previously established classical, basal, and mesenchymal

RNA subtypes (Walter et al., 2013), respectively (p < 0.05,

Fisher’s exact test, Figures 7A and 7B).

The classical, basal, and mesenchymal RNA subtypes have

been characterized by overexpression of genes related to cell
372 Cancer Cell 39, 361–379, March 8, 2021
proliferation, epidermal development, and stromal infiltration,

respectively (Walter et al., 2013). Proteomic and phosphoproteo-

mic data not only confirmed these features but also provided new

insights (Figures 7A and S7A–S7C and Table S7). Cluster I was

associated with the larynx, strong smoking (Figure 7B, p < 0.01,
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Figure 7. Integrated multi-omics subtypes and subtype-specific targeted therapies

(A) Proteomic and phosphoproteomic profiles of the signature proteins and the enriched biological processes of the three integrated subtypes.

(B) Sample distribution across different clinical attributes.

(C) Comparisons of the three subtypes for four molecular phenotypes. *p < 0.01, **p < 0.001, Student’s t test.

(D) mRNA and protein levels of protein-specific gene signatures related to epigenetic, basal, and translation initiation factors for different subtypes. Each feature

was tested for its differential abundance between the given subtype and the other two subtypes. *Adjusted p < 0.01 for both comparisons, Student’s t test.

(E) Heatmap visualizing proteogenomic measurements of the suggested biomarkers for targeted therapies and candidacy for treatment with CDK inhibitors

(upper), EGFR mAb (middle), and immune checkpoint blockade (bottom).

(F) Comparisons of the proposed biomarkers between high-potential and low-potential tumors, and between each group of tumors andNATs. Numbers at the top

denote fold changes. *p < 0.01, **p < 0.001. Student’s t test.

(G) The proportions of high-potential candidates for each target therapy in the three subtypes. Numbers in parentheses represent the sample sizes for the

involved groups.

See also Figure S7 and Table S7.
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Fisher’s exact test), and high chromosome instability (CIN) (Fig-

ures 7C and S7D). Proteomic data, but not RNA-seq data,

showed increased levels of multiple epigenetic regulators in

this cluster (Figure 7D), supporting a suggested linkage between

aberrant epigenetic activities and smoking and CIN in HNSCC

(Ghantous et al., 2018; Papillon-Cavanagh et al., 2017). This clus-

ter showed the worst prognosis (Figures S7E and S7F), which is

consistent with the observation for the classical RNA subtype

of HNSCC (Keck et al., 2015). Cluster II showed protein-level

elevation of several basal factors (Figure 7D). Moreover, protein-

and phosphorylation-specific elevation of eukaryotic translation

initiation (EIF) complex members indicated higher translational

activity in these tumors (Figures 7D and S7G). Both clusters I

and II were associated with higher stemness (Figure 7C), likely
due to aberrant epigenetic activity and basal-like factor activa-

tion, respectively (Malta et al., 2018). Cluster III was enriched

with tumorswithweak smoking evidence (p<0.01, Fisher’s exact

test, Figure 7B). It was also associated with higher immune

scores and, to a lesser degree, higher stromal scores (Figure 7C).

Consistent with our observation, a more recent HNSCC subtyp-

ing study annotated the mesenchymal RNA subtype as inflamed

(Keck et al., 2015). Notably, the atypical RNA subtype, whichwas

enriched with HPVpos samples in the original study, collapsed to

clusters I and III (Figure 7B), which was supported by their asso-

ciations with higher stemness cores and higher immune/stromal

scores, respectively (Figure S7H). Taken together, our multi-

omics subtyping identified three subtypes of HPVneg HNSCCs,

which we named CIN, Basal, and Immune, respectively.
Cancer Cell 39, 361–379, March 8, 2021 373



ll
OPEN ACCESS Article
To examine the utility of these subtypes in guiding treatment

selection, we evaluated their associations with our proposed

biomarkers for targeted therapies in HNSCC (Figure 7E). The

CIN subtype was associated with frequent genetic aberrations

of CCND1 and CDKN2A and high CDK4/6 activity as indicated

by Rb hyperphosphorylation, suggesting potential response to

CDK4/6 inhibitors. The Basal subtype was characterized by

high EGFR ligand expression (e.g., AREG and TGFA) and high

EGFR pathway activity, suggesting potential response to

EGFR mAb. The Immune subtype showed high expression of

multiple immune checkpoint proteins, and thus may benefit

from checkpoint blockade. For each treatment option, the

high-potential tumors showed significantly higher levels of the

biomarkers than the low-potential tumors and the matched

NATs (p < 0.01, Student’s t test), whereas the latter two showed

no or a less significant difference (Figure 7F). In total, 32% of the

CIN tumors, 62% of the Basal tumors, and 83% of the Immune

tumors had high potential for treatment with CDK inhibitors,

EGFR mAb, and immunotherapy, respectively (Figure 7G).

DISCUSSION

With several targeted therapies approved for the treatment of

HNSCC and many more in development, the identification of ac-

curate biomarkers to guide treatment selection is a major

research priority (Santuray et al., 2018). Our study demonstrates

the promise of proteogenomics in addressing this challenge. For

EGFR-targeted therapy, it is well acknowledged that EGFR

amplification or overexpression cannot be used to predict

response to EGFR mAbs in HNSCC (Ang et al., 2014; Burtness

et al., 2005; Crombet et al., 2004; Psyrri et al., 2014). Our data

suggest a new strategy of using EGFR ligand abundance to

stratify patients for effective treatment with EGFR mAb. In addi-

tion, some tumors with EGFR ligand overexpression also harbor

CCND1 andCDKN2A aberrations, whichmay render them resis-

tant to anti-EGFR mAb monotherapy. Tumors with high EGFR

amplification do not necessarily have high levels of EGFR ligands

and may not respond to EGFR mAbs. However, these tumors

show strong EGFR phosphorylation and thus could respond to

small-molecule EGFR tyrosine kinase inhibitors (TKIs). Consis-

tent with this hypothesis, the combination of p16-negativity

and EGFR amplification identified HNSCCpatients that achieved

a clinically meaningful benefit from afatinib, an EGFR TKI, in a

phase III trial (Santuray et al., 2018).

For immunotherapy, immune-hot tumors concordantly over-

express multiple checkpoints and other immunosuppressive

genes, which may partially explain the moderate response rate

in PD-L1 positive HNSCCs to a single-agent pembrolizumab

treatment (Seiwert et al., 2016). Moreover, there was no clinical

improvement from combining durvalumab (PD-L1 antibody)

and tremelimumab (CTLA-4 antibody) in unselected patients

with relapsed/metastatic HNSCC in a phase III trial (Ferris

et al., 2020). Profiling of multiple immune checkpoint proteins

may allowmore precise personalization of combination immuno-

therapy regimens, potentially leading to improved outcomes

through accurate patient selection.

Multiple clinical trials are evaluating CDK4/6 inhibitors in

HNSCC, but there are no established biomarkers to guide patient

selection (Adkins et al., 2019). Rb phosphorylation status could be
374 Cancer Cell 39, 361–379, March 8, 2021
considered as a biomarker together with CCND1/CDKN2A

genomic aberrations for future clinical trials of CDK4/6 inhibitors,

whereas these genomicmarkers alone, or transcriptomicmarkers

of E2F activity, may not accurately reflect CDK4/6 activity.

We identified new targets for therapeutic development, such

as KIT, FCER1G, PLAU, SERPINE1, TOP2A, several MMPs,

and several cell cycle and DNA damage-related kinases. In addi-

tion, multiple C/T antigens are recurrently overexpressed in tu-

mors compared with NATs, including IGF2BP3, MAGEB2,

KIF2C, CEP55, and NUF2 (Figures 2 and S6), and proteomics-

supported neoantigens were predicted for 20.4% of the patients

(Table S6). Both C/T antigens and neoantigens are promising

immunotherapy targets.

We also generated new knowledge concerning HNSCC

biology. Proteomics data prioritized CN drivers and highlighted

an oncogenic role for RNA processing factors in HNSCC tumor-

igenesis.Widespread deletion of immunemodulatory genesmay

account for loss of immunogenicity and low immune infiltration in

HNSCC. FAT1was among the most frequently mutated genes in

HNSCC. Previous studies have linked FAT1 mutations to the

WNT and HIPPO pathways (Ciriello et al., 2012; Martin et al.,

2018) or apoptosis (Kranz and Boutros, 2014), but none of these

theories were supported by our data (Figure S3G). Instead, pro-

teomic investigation of the mutually exclusive relationship be-

tween FAT1 truncating mutations and 11q13.3 amplifications re-

vealed their functional convergence on dysregulated actin

dynamics, which may underlie poor prognosis of tumors with

these genetic aberrations.

In summary, this study extends our biological understanding

of HPVneg HNSCC and generates therapeutic hypotheses that

may serve as the basis for future preclinical studies and clinical

trials toward molecularly guided precision treatment of this

aggressive cancer type. Meanwhile, we have made the primary

and processed datasets available in publicly accessible data re-

positories and portals, which will allow full investigation of this

extensively characterized cohort by both the HNSCC and

broader scientific communities. We also expect wide application

of the demonstrated proteogenomics framework to future

studies of HNSCC and other cancer types.
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Chemicals, Peptides, and Recombinant Proteins

4-(2-hydroxyethyl)-1-

piperazineethanesulfonic acid

Alfa Aesar Catalog: J63218

Acetonitrile, Optima LC/MS Fisher Chemical Catalog: A955-4

Ammonium Hydroxide solution Sigma Catalog: 338818

Aprotinin Sigma Catalog: A6103

CD3 antibody (polyclonal) Agilent - Dako Cat# A0452; RRID: AB_2335677

DAB Agilent - Dako Catalog: K3468

Dithiothreitol Thermo Fisher Scientific Catalog: 20291

Envision+ System HRP labelled polymer,

anti-Rabbit

Agilent - Dako Cat# K4002; RRID: AB_2630375

Ethylenediaminetetraacetic acid Sigma Catalog: E7889

Formic acid Fisher Chemical Catalog: A117-50

Hydroxylamine solution Aldrich Catalog: 467804

Iodoacetamide Thermo Fisher Scientific Catalog: A3221

Iron (III) chloride Sigma Catalog: 451649

Leupeptin Roche Catalog: 11017101001

Lysyl endopeptidase, aass

spectrometry grade

Wako Chemicals Catalog: 125-05061

Ni-NTA agarose beads QIAGEN Catalog: 30410

PUGNAc Sigma Catalog: A7229

Phenylmethylsulfonyl fluoride Sigma Catalog: 93482

Phosphatase Inhibitor Cocktail 2 Sigma Catalog: P5726

Phosphatase Inhibitor Cocktail 3 Sigma Catalog: P0044

Reversed-phase C18 SepPak Waters Catalog: WAT054925

Sequencing grade modified trypsin Promega Catalog: V511X

Sodium chloride Santa Cruz Biotechnology Catalog: sc-295833

Sodium fluoride Sigma Catalog: S7920

TMT11-131C label reagent Thermo Fisher Scientific Catalog: A34807

Tandem mass tags – 10plex Thermo Fisher Scientific Catalog: 90406

Trifluoroacetic acid Sigma Catalog: 302031

Tris(hydroxymethyl)aminomethane Invitrogen Catalog: AM9855G

Urea Sigma Catalog: U0631

Water, Optima LC/MS Fisher Chemical W6-4

Critical Commercial Assays

TruSeq Stranded Total RNA Library Prep Kit

with Ribo-Zero Gold

Illumina Catalog: RS-122-2301

Infinium MethylationEPIC Kit Illumina Catalog: WG-317-1003

Nextera DNA Exosome Kit Illumina Catalog: 20020617

KAPA Hyper Prep Kit, PCR-free Roche Catalog: 07962371001

BCA Protein Assay Kit ThermoFisher Scientific Catalog: 23225

Software and Algorithms

Software Source Identifier (i.e. links)

Bowtie (v1.1.1) (Langmead et al., 2009) https://sourceforge.net/projects/bowtie-

bio/files/bowtie/

(Continued on next page)
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Bowtie2 (v2.3.3) (Langmead and Salzberg, 2012) http://bowtie-bio.sourceforge.net/bowtie2/

index.shtml

BWA (v0.7.17-r1188) (Li and Durbin, 2009) http://bio-bwa.sourceforge.net/

cBioPortal (Cerami et al., 2012; Gao et al., 2013) https://www.cbioportal.org

CIRI (v2.0.6) (Gao et al., 2015) https://sourceforge.net/projects/ciri/

CNVEX Marcin Cieslik Lab https://github.com/mctp/cnvex

Customprodbj (Wang and Zhang, 2013) https://github.com/bzhanglab/

customprodbj

EricScript v0.5.5 (Benelli et al., 2012) https://sites.google.com/site/bioericscript/

ESTIMATE (Yoshihara et al., 2013) https://bioinformatics.mdanderson.org/

public-software/estimate/

germlinewrapper v1.1 Li Ding Lab https://github.com/ding-lab/

germlinewrapper

GISTIC2 (Mermel et al., 2011) https://www.genepattern.org/modules/

docs/GISTIC_2.0

GSVA (H€anzelmann et al., 2013) https://bioconductor.org/packages/

release/bioc/html/GSVA.html

lmerTest (Kuznetsova et al., 2017) https://cran.r-project.org/web/packages/

lmerTest/index.html

INTEGRATE v0.2.6 (Zhang et al., 2016) https://sourceforge.net/projects/integrate-

fusion/

iProFUN (Song et al., 2019) https://github.com/WangLab-MSSM/

iProFun

LinkedOmics (Vasaikar et al., 2018) http://linkedomics.org

Manta v1.6.0 (Chen et al., 2016) https://github.com/Illumina/manta

MoonlightR (Colaprico et al., 2020) http://bioconductor.org/packages/

MoonlightR/

MSFragger-20190628 (Kong et al., 2017) http://msfragger.nesvilab.org/

MS-GF+ (Kim and Pevzner, 2014) https://github.com/MSGFPlus/msgfplus/

MuTect v1.1.7 (Cibulskis et al., 2013) https://github.com/broadinstitute/mutect

NeoFlow (Wen et al., 2020) https://github.com/bzhanglab/neoflow

NetworKIN (Linding et al., 2008) https://networkin.info

OmicsEV Bing Zhang lab https://github.com/bzhanglab/OmicsEV

OmicsOne Hui Zhang Lab https://github.com/huizhanglab-jhu/

OmicsOne

PepQuery (Wen et al., 2019) http://pepquery.org/

PeptideProphet (Keller et al., 2002) http://tools.proteomecenter.org/wiki/index.

php?title=Main_Page

PDV (Li et al., 2019) https://github.com/wenbostar/PDV

Philosopher-v1.6.0 Alexey Nesvizhskii lab https://philosopher.nesvilab.org/

Pindel v0.2.5 (Ye et al., 2009) https://github.com/genome/pindel

ProteinProphet (Nesvizhskii et al., 2003) http://tools.proteomecenter.org/wiki/index.

php?title=Main_Page

PTMProphet (Shteynberg et al., 2019) http://tools.proteomecenter.org/wiki/index.

php?title=Main_Page

QuickMIRSeq (Zhao et al., 2017) https://sourceforge.net/projects/

quickmirseq/

RSEM (v1.3.1) (Li and Dewey, 2011) https://deweylab.github.io/RSEM/

Samtools (V1.1.0) (Li et al., 2009) https://github.com/samtools/samtools

SignatureAnalyzer (Kim et al., 2016) https://software.broadinstitute.org/cancer/

cga/msp

somaticwrapper v1.5 Li Ding Lab https://github.com/ding-lab/

somaticwrapper

(Continued on next page)
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REAGENT or RESOURCE SOURCE IDENTIFIER

STAR-Fusion v1.5.0 (Haas et al., 2019) https://github.com/STAR-Fusion/STAR-

Fusion

Strelka v2.9.2 (Kim et al., 2018) https://github.com/Illumina/strelka

Sumer (Savage et al., 2019) https://github.com/bzhanglab/sumer

TCGAbiolinks (Colaprico et al., 2016) http://bioconductor.org/packages/

TCGAbiolinks/

TMT-Integrator-v1.0.9 Alexey Nesvizhskii lab http://tmt-integrator.nesvilab.org/

VarScan v2.3.8 (Koboldt et al., 2012) https://dkoboldt.github.io/varscan/

VIPER (Alvarez et al., 2016) http://califano.c2b2.columbia.edu/viper

VirusScan (Cao et al., 2016) https://github.com/ding-lab/VirusScan/

tree/simplified

WebgestaltR (Liao et al., 2019) http://www.webgestalt.org/

xCell (Aran et al., 2017) http://xcell.ucsf.edu/

Deposited Data

cBioPortal (Cerami et al., 2012) https://www.cbioportal.org/

CTDatabase (Almeida et al., 2009) http://www.cta.lncc.br

DoRothEA (Garcia-Alonso et al., 2019) https://github.com/saezlab/DoRothEA

Human Protein Atlas (Uhlén et al., 2015) https://www.proteinatlas.org

MSigDBv7.0 Hallmark gene sets (Liberzon et al., 2015) https://www.gsea-msigdb.org

PhosphoSitePlus (Hornbeck et al., 2015) https://www.phosphosite.org

CPTAC HNSCC proteomics data this study https://proteomics.cancer.gov/data-portal;

https://pdc.cancer.gov

CPTAC HNSCC genomic and

transcriptomic data

this study https://portal.gdc.cancer.gov/

CPTAC HNSCC processed data matrices this study http://linkedomics.org/data_download/

CPTAC-HNSCC
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Bing

Zhang (bing.zhang@bcm.edu).

Materials availability
This study did not generate new unique reagents.

Data and code availability
Raw proteomics data files are hosted by the CPTAC Data Portal and can be accessed at: https://proteomics.cancer.gov/data-portal

and can also be accessed at the Proteomic Data Commons: https://pdc.cancer.gov. Genomic and transcriptomic data files can be

accessed via the Genomic Data Commons (GDC) Data Portal: https://portal.gdc.cancer.gov. Processed data utilized for this publi-

cation can be accessed via LinkedOmics: http://www.linkedomics.org.

Several customized coding software packages were generated as part of this study and have been referenced in the correspond-

ing STAR Methods section and listed with links to the coding script in the Key Resources Table: software codes generated by the

Cieslik laboratory for genomic analyses (CNVEX), by the Nesvizhskii laboratory for proteomic data processing (Philosopher and

TMT-Integrator), and by the Zhang lab for data processing and neoantigen detection (NeoFlow and PepQuery).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Specimens and clinical data
Tumor and germline blood samples from 110 qualified cases were collected from 6 tissue source sites in strict accordance to the

CPTAC-3 protocol. All patients provided written informed consent. Institutional review boards at tissue source sites reviewed pro-

tocols and consent documentation adhering to the CPTAC guidelines. Normal adjacent tissues were collected from 83 cases.

This study contained predominantly males (87%) and the cases were collected from 7 different countries. Histopathologically-
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defined squamous cell carcinomas were considered for analysis, with an age range of 23-81. A complete set of clinical data were

obtained from the tissue source sites and reviewed for correctness and completeness.

Sample processing
TheCPTACBiospecimen Core Resource (BCR) at the Pathology and Biorepository Core of the Van Andel Research Institute in Grand

Rapids, Michigan manufactured and distributed biospecimen kits to the Tissue Source Sites (TSS) located in the US, Europe, and

Asia. Each kit contains a set of pre-manufactured labels unique for each specimen respective to TSS location, disease, and sample

type that is used to track the specimens through the BCR to the CPTAC proteomic and genomic characterization centers.

Tissue specimens averaging 200mgwere snap-frozen by the TSSwithin a 30-minute cold ischemic time (CIT) (CIT average = 13mi-

nutes) and an adjacent segment was formalin-fixed paraffin-embedded (FFPE) and H&E stained by the TSS for quality assessment to

meet the CPTACHNSCC requirements. Routinely, several tissue segments for each casewere collected. Tissues were flash frozen in

liquid nitrogen (LN2) then transferred to a LN2 freezer for storage until approval for shipment to the BCR.

Specimens were shipped using a cryoport that maintained an average temperature of under -140�C to the BCR with a time and

temperature tracker to monitor the shipment. Receipt of specimens at the BCR included a physical inspection and review of the

time and temperature tracker data for specimen integrity, followed by barcode entry into a biospecimen tracking database. Spec-

imens were again placed in LN2 storage until further processing. Acceptable HNSCC tumor tissue segments were determined by

TSS pathologists based on the percent viable tumor nuclei (> 80%), total cellularity (> 50%), and necrosis (< 20%). Segments

received at the BCR were verified by BCR and Leidos Biomedical Research (LBR) pathologists and the percent of total area of tumor

in the segment was also documented. Additionally, disease-specific working group pathology experts reviewed the morphology to

clarify or standardize specific disease classifications and correlation to the proteomic and genomic data.

Specimens selected for this study were determined on the maximal percent in the pathology criteria and best weight. Specimens

were pulled from the biorepository using an LN2 cryocart to maintain specimen integrity and then cryopulverized. The cryopulverized

specimenwas divided into aliquots for DNA (30mg) andRNA (30mg) isolation and proteomics (50mg) formolecular characterization.

Nucleic acids were isolated and stored at -80�C until further processing and distribution; cryopulverized protein material was re-

turned to the LN2 freezer until distribution. Shipment of the cryopulverized segments used cryoports for distribution to the proteomic

characterization centers and shipment of the nucleic acids used dry ice shippers for distribution to the genomic characterization cen-

ters; a shipment manifest accompanied all distributions for the receipt and integrity inspection of the specimens at the destination.

The DNA sequencing was performed at the Broad Institute, Cambridge, MA and RNA sequencing was performed at the University of

North Carolina, Chapel Hill, NC.Material for proteomic analyses was sent to the Proteomic Characterization Center at Johns Hopkins

University, Maryland, USA.

METHOD DETAILS

Genomics and transcriptomics profiling experiments
Sample processing for genomic DNA and total RNA extraction

Our study sampled a single site of the primary tumor from surgical resections, due to the internal requirement to process a minimum

of 125 mg of tumor issue and 50 mg of adjacent normal tissue. DNA and RNA were extracted from tumor and normal specimens in a

co-isolation protocol using Qiagen’s QIAsymphony DNA Mini Kit and QIAsymphony RNA Kit. Genomic DNA was also isolated from

peripheral blood (3-5 mL) to serve as matched germline reference material. The Qubit� dsDNA BR Assay Kit was used with the

Qubit� 2.0 Fluorometer to determine the concentration of dsDNA in an aqueous solution. Any sample that passed quality control

and produced enough DNA yield to go through various genomic assays was sent for genomic characterization. RNA quality was

quantified using the NanoDrop 8000 and quality was assessed using the Agilent Bioanalyzer. A sample that passed RNA quality con-

trol and had aminimumRIN (RNA integrity number) score of 7 was subjected to RNA sequencing. Identity match for germline, normal

adjacent tissue, and tumor tissue was assayed at the BCR using the Illumina Infinium QC array. This beadchip contains 15,949

markers designed to prioritize sample tracking, quality control, and stratification.

Whole exome sequencing (WES)
Library construction

Library construction was performed as described in (Fisher et al., 2011), with the following modifications: initial genomic DNA input

into shearing was reduced from 3 mg to 20-250 ng in 50 mL of solution. For adapter ligation, Illumina paired-end adapters were re-

placed with palindromic forked adapters, purchased from Integrated DNA Technologies, with unique dual-indexed molecular bar-

code sequences to facilitate downstream pooling. Kapa HyperPrep reagents in 96-reaction kit format were used for end repair/A-

tailing, adapter ligation, and library enrichment PCR. In addition, during the post-enrichment SPRI cleanup, elution volume was

reduced to 30 mL to maximize library concentration, and a vortexing step was added to maximize the amount of template eluted.

In-solution hybrid selection

After library construction, libraries were pooled into groups of up to 96 samples. Hybridization and capture were performed using the

relevant components of Illumina’s Nextera Exome Kit and followed themanufacturer’s suggested protocol, with the following excep-
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tions. First, all libraries within a library construction plate were pooled prior to hybridization. Second, the Midi plate from Illumina’s

Nextera ExomeKit was replacedwith a skirted PCRplate to facilitate automation. All hybridization and capture stepswere automated

on the Agilent Bravo liquid handling system.

Preparation of libraries for cluster amplification and sequencing

After post-capture enrichment, library pools were quantified using qPCR (automated assay on the Agilent Bravo) using a kit pur-

chased from KAPA Biosystems with probes specific to the ends of the adapters. Based on qPCR quantification, libraries were

normalized to 2 nM.

Cluster amplification and sequencing

Cluster amplification of DNA libraries was performed according to the manufacturer’s protocol (Illumina) using exclusion amplifica-

tion chemistry and flowcells. Flowcells were sequenced utilizing sequencing-by-synthesis chemistry. The flowcells were then

analyzed using RTA v.2.7.3 or later. Each pool of whole exome libraries was sequenced on paired 76 cycle runs with two 8 cycle index

reads across the number of lanes needed to meet coverage for all libraries in the pool. Pooled libraries were run on HiSeq 4000

paired-end runs to achieve a minimum of 150x on target coverage per sample library. The raw Illumina sequence data were demul-

tiplexed and converted to fastq files; adapter and low-quality sequences were trimmed. The raw reads were mapped to the hg38

human reference genome and the validated BAMs were used for downstream analysis and variant calling.

PCR-free whole genome sequencing
Preparation of libraries for cluster amplification and sequencing

An aliquot of genomic DNA (350 ng in 50 mL) was used as the input into DNA fragmentation (aka shearing). Shearing was performed

acoustically using a Covaris focused-ultrasonicator, targeting 385bp fragments. Following fragmentation, additional size selection

was performed using a SPRI cleanup. Library preparation was performed using a commercially available kit provided by KAPA Bio-

systems (KAPAHyper Prep without amplification module) andwith palindromic forked adapters with unique 8-base index sequences

embedded within the adapter (purchased from IDT). Following sample preparation, libraries were quantified using quantitative PCR

(kit purchased from KAPA Biosystems), with probes specific to the ends of the adapters. This assay was automated using Agilent’s

Bravo liquid handling platform. Based on qPCR quantification, libraries were normalized to 1.7 nM and pooled into 24-plexes.

Cluster amplification and sequencing (HiSeq X)

Sample pools were combined with HiSeq X Cluster Amp Reagents EPX1, EPX2, and EPX3 into single wells on a strip tube using the

Hamilton Starlet Liquid Handling system. Cluster amplification of the templates was performed according to the manufacturer’s pro-

tocol (Illumina) with the Illumina cBot. Flowcells were sequenced to a minimum of 15x on HiSeq X utilizing sequencing-by-synthesis

kits to produce 151bp paired-end reads. Output from Illumina softwarewas processed by the Picard data processing pipeline to yield

BAMs containing demultiplexed, aggregated, aligned reads. All sample information tracking was performed by automated LIMS

messaging.

Illumina infinium methylationEPIC beadchip array

The MethylationEPIC array uses an 8-sample version of the Illumina Beadchip capturing > 850,000 DNA methylation sites per sam-

ple. 250 ng of DNA was used for the bisulfite conversion using InfiniumMethylationEPIC BeadChip Kit. The EPIC array includes sam-

ple plating, bisulfite conversion, and methylation array processing. After scanning, the data were processed through an automated

genotype calling pipeline. Data generated consisted of raw IDAT files and a sample sheet.

RNA sequencing
Quality assurance and quality control of RNA analytes

All RNA analytes were assayed for RNA integrity, concentration, and fragment size. Samples for total RNA-seq were quantified on a

TapeStation system (Agilent, Inc. Santa Clara, CA). Samples with RINs > 8.0 were considered high quality.

Total RNA-seq library construction

Total RNA-seq library construction was performed from the RNA samples using the TruSeq Stranded RNA Sample Preparation Kit

and bar-coded with individual tags following the manufacturer’s instructions (Illumina, Inc. San Diego, CA). Libraries were prepared

on an Agilent Bravo Automated Liquid Handling System. Quality control was performed at every step and the libraries were quantified

using the TapeStation system.

Total RNA sequencing

Indexed libraries were prepared and run on HiSeq 4000 paired-end 75 base pairs to generate a minimum of 120 million reads per

sample library with a target of greater than 90% mapped reads. Typically, these were pools of four samples. The raw Illumina

sequence data were demultiplexed and converted to FASTQ files, and adapter and low-quality sequences were quantified. Samples

were then assessed for quality by mapping reads to the hg38 human genome reference, estimating the total number of reads that

mapped, amount of RNA mapping to coding regions, amount of rRNA in the sample, number of genes expressed, and relative

expression of housekeeping genes. Samples passing this QA/QC were then clustered with other expression data from similar and

distinct tumor types to confirm expected expression patterns. Atypical samples were then SNP typed from the RNA data to confirm

source analyte. FASTQ files of all reads were then uploaded to the GDC repository.

miRNA-seq library construction

miRNA-seq library construction was performed from the RNA samples using the NEXTflex Small RNA-Seq Kit (v3, PerkinElmer, Wal-

tham, MA) and bar-coded with individual tags following the manufacturer’s instructions. Libraries were prepared on the Sciclone
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Liquid Handling Workstation. Quality control was performed at every step, and the libraries were quantified using a TapeStation sys-

tem and an Agilent Bioanalyzer using the Small RNA analysis kit. Pooled libraries were then size selected according to NEXTflex Kit

specifications using a Pippin Prep system (Sage Science, Beverly, MA).

miRNA sequencing

Indexed libraries were loaded on the Hiseq 4000 to generate a minimum of 10 million reads per library with a minimum of 90% reads

mapped. The raw Illumina sequence data were demultiplexed and converted to FASTQ files for downstream analysis. Resultant data

were analyzed using a variant of the small RNA quantification pipeline developed for TCGA (Chu et al., 2016). Samples were assessed

for the number of miRNAs called, species diversity, and total abundance. Samples passing quality control were uploaded to the GDC

repository.

Genomics and transcriptomics data processing
Somatic mutation calling

Somatic variants were called by the Somaticwrapper pipeline, which includes four different callers, i.e., Strelka v.2 (Saunders et al.,

2012), MUTECT v1.7 (Cibulskis et al., 2013), VarScan v.2.3.8 (Koboldt et al., 2012), and Pindel v.0.2.5 (Ye et al., 2009) fromWES. We

kept the exonic SNVs called by any 2 callers amongMUTECT v1.7, VarScan v.2.3.8, and Strelka v.2 and indels called by any 2 callers

among VarScan v.2.3.8, Strelka v.2, and Pindel v.0.2.5. For themerged SNVs and indels, we applied a 14X and 8X coverage cutoff for

tumor and normal, separately. We also filtered SNVs and indels by a minimal variant allele frequency (VAF) of 0.05 in tumors and a

maximal VAF of 0.02 in normal samples. Finally, we filtered any SNV which was within 10bp of an indel found in the same tumor

sample.

Germline variant calling

Germline Variant Calling was performed using germlinewrapper v1.1, which implements multiple tools for the detection of germline

INDELs and SNVs. Germline SNVs were identified using VarScan v2.3.8 (with parameters: –min-var-freq 0.10 –p-value 0.10, –min-

coverage 3 –strand-filter 1) operating on a mpileup stream produced by samtools v1.2 (with parameters: -q 1 -Q 13) and GATK

v4.0.0.0 (McKenna et al., 2010) using its haplotype caller in single-sample mode with duplicate and unmapped reads removed

and retaining calls with a minimum quality threshold of 10. All resulting variants were limited to the coding region of the full-length

transcripts obtained from Ensembl release 95 plus additional two base pairs flanking each exon to cover splice donor/acceptor sites.

We required variants to have allelic depthR 5 reads for the alternative allele. We filtered large INDELs that were longer than 100 bps.

DNA methylation array

The raw data from Illumina’s EPICmethylation arrays were available as IDAT files from the CPTAC consortium. The methylation anal-

ysis was performed using the cross-package workflow methylationArrayAnalysis available on Bioconductor. In brief, the raw data

IDAT files were processed to obtain the methylated (M) and unmethylated (U) signal intensities for each locus. The processing

step included an unsupervised normalization step called functional normalization that has been previously implemented for Illumina

450K methylation arrays (Fortin et al., 2014). A detection p value was also calculated for each locus, and this p value captured the

quality of detection at the locus with respect to negative control background probes included in the array. Loci having common

SNPs (with MAF > 0.01), as per dbSNP build 132 through 147 via the UCSC ‘‘snp132common’’ track through ‘‘snp147common’’

track, were removed from further analysis. Beta values were calculated as M/(M+U), that is equal to the fraction methylated for

each locus. Beta values of loci whose detection p values were > 0.01 were assigned NA in the output file. All loci were annotated

with the EPIC Manifest from MethylationEPIC_v-1-0_B2.csv from the zip archive infinium-methylationepic-v1-0-b2-manifest-file-

csv.zip from Illumina through the ‘‘IlluminaHumanMethylationEPICanno.ilm10b2.hg19’’ package on Bioconductor. To map EPIC ar-

rays to the GRCh38 assembly, all probes were reannotated by annotation information from InfiniumAnnotation.

Copy-number analysis

Copy-number analysis was performed jointly leveraging both whole-genome sequencing (WGS) and whole-exome sequencing data

of the tumor and germline DNA, using CNVEX (https://github.com/mctp/cnvex). CNVEX uses whole-genome aligned reads to esti-

mate coverage within fixed genomic intervals, and whole-genome and whole-exome variant calls to compute B-allele frequencies at

variable positions (we used TNScope germline calls). Coverages were computed in 10kb bins, and the resulting log coverage ratios

between tumor and normal samples were adjusted for GC bias using weighted LOESS smoothing across mappable and non-black-

listed genomic intervals within the GC range 0.3-0.7, with a span of 0.5 (the target, blacklist, and configuration files are provided with

CNVEX). The adjusted log coverage ratios (LR) and B-allele frequencies (BAF) were jointly segmented by a custom algorithm based

on Circular Binary Segmentation (CBS). Alternative probabilistic algorithms were implemented in CNVEX, including algorithms based

on recursive binary segmentation (RBS) (Gey and Lebarbier, 2008), and dynamic programming (Bellman, 1961), as implemented in

the R package jointseg (Pierre-Jean et al., 2015). For the CBS-based algorithm, first LR and mirrored BAF were independently

segmented using CBS (parameters alpha=0.01, trim=0.025) and all candidate breakpoints collected. The resulting segmentation

track was iteratively ‘‘pruned’’ by merging segments that had similar LR, BAFs, and short lengths. For the RBS- and DP-based al-

gorithms, joint-breakpoints were ‘‘pruned’’ using a statistical model selection method (Lebarbier, 2005). For the final set of CNV seg-

ments, we chose the CBS-based results as they did not require specifying a prior on the number of expected segments (K) per chro-

mosome arm, were robust to unequal variances between the LR and BAF tracks, and provided empirically the best fit to the

underlying data.
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RNA quantification and circular RNA prediction

The hg38 reference genome and RefSeq annotations were used for the RNA-seq data analysis andwere downloaded from the UCSC

table browser. First, CIRI (v2.0.6) was used to call circular RNA with default parameters and BWA (version 0.7.17-r1188) was used as

the mapping tool. The cutoff of supporting reads for circRNAs was set to 10. Then we used a pseudo-linear transcript strategy to

quantify gene and circular RNA expression (Li et al., 2017). In brief, for each sample, linear transcripts of circular RNAswere extracted

and 75bp (read length) from the 3’ endwas copied to the 5’ end. Themodified transcripts were called pseudo-linear transcripts. Tran-

scripts of linear genes were also extracted and mixed with pseudo-linear transcripts. RSEM (version 1.3.1) with Bowtie2 (version

2.3.3) as the mapping tool was used to quantify gene and circular RNA expression based on the mixed transcripts. After quantifica-

tion, the upper quantile method was applied for normalization. The normalizedmatrix was log2-transformed and separated into gene

and circular RNA expression matrices.

miRNA-Seq data analysis

Processed miRNA bam files were downloaded from GDC and transferred to fastq format using samtools (version 1.10). QuickMIR-

Seq (Zhao et al., 2017) with bowtie as a mapping tool (version 1.1.1) was used to quantify miRNA expression. The following param-

eters were used for QuickMIRSeq: 1) 2 bp extension / shorten were allowed in both upstream and downstream regions of mature

miRNA; 2) The minimum and maximum length of miRNA reads were set to 16 and 28, respectively. Then RPM (reads per million)

values were used to quantify miRNA expression levels.

HPV virus identification

The unmappedRNA-seq reads to the human reference genomewere extracted andmapped to the virus reference by VirusScan (Cao

et al., 2016). The reference contained the known HPV genotypes including the "high-risk" genotypes such as HPV 16 and HPV 18.

Samples were classified as HPV positive using an empiric definition of detection of > 1,000 mapped RNA-seq reads.

Mutational signature analysis

Non-negative matrix factorization algorithm (NMF) was used in deciphering mutation signatures in cancer somatic mutations strat-

ified by 96 base substitutions in tri-nucleotide sequence contexts. To obtain a reliable signature profile, we used the Somaticwrapper

pipeline to call mutations from WES and WGS data. SignatureAnalyzer exploited the Bayesian variant of the NMF algorithm and

enabled an inference for the optimal number of signatures from data itself at a balance between the data fidelity (likelihood) and

the model complexity (regularization) (Kasar et al., 2015; Kim et al., 2016; Tan and Févotte, 2013). Signatures were compared against

known signatures derived from COSMIC (Tate et al., 2019) and cosine similarity was calculated to identify the best match.

Gene fusion detection

Fusions in RNA-seq samples were called using three callers: STAR-Fusion v1.5.0 (Haas et al., 2019), EricScript v0.5.5 (Benelli et al.,

2012), and INTEGRATE v0.2.6 (Zhang et al., 2016). As STAR-Fusion has higher sensitivity, calls made by this tool with higher sup-

porting evidence (defined by fusion fragments per million total reads, or FFPM > 0.1) is required, or a given fusion must be reported

by at least 2 callers being retained. Fusions present in the following databases were then excluded: 1) uncharacterized genes, immu-

noglobulin genes, mitochondrial genes, etc.; 2) fusions from the same gene or paralog genes; and 3) fusions reported in TCGA normal

samples (Gao et al., 2018), GTEx tissues (reported in the STAR-Fusion output), and non-cancer cell studies (Babiceanu et al., 2016).

Finally, normal fusions were filtered out from the tumor fusions.

Structural variant analysis

Structural variants inWGS samples were called withManta 1.3.2 (Chen et al., 2016), retaining variants where sample site depth is less

than 3x the median chromosome depth near one or both variant breakends, somatic score is greater than 30, and for small variants

(<1000 bases) in the normal sample, the fraction of reads withMAPQ0 around either breakend does not exceed 0.4. It is optimized for

the analysis of somatic variation in tumor/normal sample pairs. The paired and split-read evidence were combined during the SV

discovery and scoring to improve accuracy. We prioritized the variants by the number of spanning read pairs which strongly

(Q30) support the variants (>5 as high confidence level).

SCNA arm and focal significance

From the segment-level SCNA data, we used GISTIC2 (Mermel et al., 2011) to assess the arm- and focal-level SCNA significance

using the default parameters except for increased threshold of significance (i.e., -ta and -td parameters of GISTIC2) to 0.3 based

on the distribution of germline copy number variants.

Proteomic and phosphoproteomic profiling experiments
Sample processing for protein extraction and tryptic digestion

All samples for the current study were prospectively collected for the Clinical Proteomic Tumor Analysis Consortium (CPTAC) project

as described above and processed for mass spectrometric (MS) analysis at Johns Hopkins University (JHU). Tissue lysis and down-

stream sample preparation for global proteomic and phosphoproteomic analysis was carried out as previously described (Clark et al.,

2018; Mertins et al., 2018). Approximately 25-120 mg of each cryo-pulverized head and neck squamous cell carcinoma (HNSCC)

tissue or normal adjacent tissue (NAT) was resuspended in lysis buffer (8 M urea, 75 mM NaCl, 50 mM Tris, pH 8.0, 1 mM EDTA,

2 mg/mL aprotinin, 10 mg/mL leupeptin, 1 mM PMSF, 10 mMNaF, Phosphatase Inhibitor Cocktail 2 and Phosphatase Inhibitor Cock-

tail 3 [1:100 dilution], and 20 mM PUGNAc) by repeated vortexing. Lysates were clarified by centrifugation at 20,000 x g for 10 min at

4�C, and protein concentrations were determined by BCA assay (Pierce). Proteins were diluted to a final concentration of 8 mg/mL

with lysis buffer, and 800 mg of protein was reduced with 5 mM dithiothreitol (DTT, ThermoFisher) for 1h at 37�C, and subsequently

alkylated with 10 mM iodoacetamide (Sigma) for 45 min at room temperature (RT) in the dark. Samples were diluted 1:4 with 50 mM
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Tris-HCl (pH 8.0) and subjected to proteolytic digestion with LysC (Wako Chemicals) at 1 mAU:50 mg enzyme-to-substrate ratio for

2h at RT, followed by the addition of sequencing grade modified trypsin (Promega) at 1:50 enzyme-to-substrate ratio and overnight

incubation at RT. The digested samples were then acidified with 50% Formic acid (FA, Fisher Chemicals) to pH 2. Tryptic peptides

were desalted on reversed phase C18 SPE columns (Waters) and dried using Speed-Vac (Thermo Scientific).

TMT labeling of peptides

Dried peptides from each sample were labeled with 11-plex TMT (Tandem Mass Tag) reagents (Thermo Fisher Scientific). Peptides

(300 mg) from each of the HNSCC and NAT samples were dissolved in 60 mL of 50 mM HEPES, pH 8.5 solution. An internal quality

control (QC) sample, NCI-7 Cell Line (Clark et al., 2018), was interspersed among all TMT 11-plex sets. HNSCCandNAT sampleswith

NCI-7 QC aliquots were co-randomized to 19 TMT sets. A reference sample was created by pooling an aliquot from 87 HNSCC tis-

sues and 50 NAT tissues (representing�80%of the sample cohort), and included in all TMT 11-plex sets as a pooled reference chan-

nel. Five mg of TMT reagent was dissolved in 250 mL of anhydrous acetonitrile, and then 20 mL of each TMT reagent was added to the

corresponding aliquot of peptides. After 1h incubation at RT, the reaction was quenched by incubation with 5%NH2OH for 15 min at

RT. Following labeling, peptides were desalted on reversed phase C18 SPE columns (Waters) and dried using Speed-Vac (Thermo

Scientific).

Peptide fractionation by basic reversed-phase liquid chromatography (bRPLC)

To reduce the likelihood of peptides co-isolating and co-fragmenting due to high sample complexity, we employed extensive, high-

resolution fractionation via basic reversed phase liquid chromatography (bRPLC). Previous reports have indicated this approach can

reduce the incidence of isobaric reporter ion ratio distortion effects, which would impact downstream quantitation (Ow et al., 2011;

Rauniyar and Yates, 2014). For each TMT set, about 3.3 mg desalted peptides were reconstituted in 900 mL of 5 mM ammonium

formate (pH 10) and 2% acetonitrile (ACN) and loaded onto a 4.6 mm x 250 mm RP Zorbax 300 A Extend-C18 column with

3.5 mm size beads (Agilent). Peptides were separated using an Agilent 1200 Series HPLC instrument using basic reversed-phase

chromatography with Solvent A (2% ACN, 5 mM ammonium formate, pH 10) and a non-linear gradient of Solvent B (90% ACN,

5 mM ammonium formate, pH 10) at 1 mL/min as follows: 0% Solvent B (7 min), 0% to 16% Solvent B, (6 min), 16% to 40% Solvent

B 60min), 40% to 44%Solvent B (4min), 44% to 60%Solvent B (5min) and then held at 60%Solvent B for 14min. Collected fractions

were concatenated into 24 fractions as described previously (Mertins et al., 2018); 5% of each of the 24 fractions was aliquoted for

global proteomic analysis, dried down in a Speed-Vac, and resuspended in 3%ACN, 0.1% formic acid prior to ESI-LC-MS/MS anal-

ysis. The remaining sample was utilized for phosphopeptide enrichment.

Enrichment of phosphopeptides by Fe-IMAC

The remaining 95%of the sample were further concatenated into 12 fractions prior to phosphopeptide enrichment using immobilized

metal affinity chromatography (IMAC) as previously described (Mertins et al., 2013). In brief, Ni-NTA agarose beads were utilized to

prepare Fe3+-NTA agarose beads, and then about 250 mg peptides of each fraction reconstituted in 80% ACN/0.1% trifluoroacetic

acid were incubated with 10 mL of the Fe3+-IMAC beads for 30 mins. Samples were then spun down and the supernatant containing

unbound peptides was removed. The beads were brought up in 80% ACN, 0.1% trifluoroacetic acid and then loaded onto equili-

brated C-18 Stage Tips, and washed by 80% ACN, 0.1% trifluoroacetic acid. Tips were rinsed twice with 1% formic acid, followed

by sample elution off the Fe3+-IMAC beads and onto the C-18 State Tips with 70 mL of 500 mM dibasic potassium phosphate, pH 7.0

three times. C-18 Stage Tips were washed twice with 1% formic acid, followed by elution of the phosphopeptides from the C-18

Stage Tips with 50% ACN, 0.1% formic acid twice. Samples were dried down and resuspended in 3% ACN, 0.1% formic acid prior

to ESI-LC-MS/MS analysis.

ESI-LC-MS/MS for global proteome and phosphoproteome analysis

The global proteome and phosphoproteome fractions were analyzed using the same instrumentation andmethodology as described

in a previous study (Clark et al., 2019). Peptides (� 0.8 mg) were separated on an Easy nLC 1200UHPLC system (ThermoScientific) on

an in-house packed 20 cm x 75 mm diameter C18 column (1.9 mm Reprosil-Pur C18-AQ beads (Dr. Maisch GmbH); Picofrit 10 mm

opening (New Objective). The column was heated to 50�C using a column heater (Phoenix-ST). The flow rate was 0.200 ml/min with

0.1% formic acid and 2% acetonitrile in water (A) and 0.1% formic acid, 90% acetonitrile (B). The peptides were separated with a 6–

30%Bgradient in 84mins and analyzed using the Thermo Fusion Lumosmass spectrometer (ThermoScientific). Parameterswere as

follows MS1: resolution – 60,000, mass range – 350 to 1800 m/z, RF Lens – 30%, AGC Target 4.0e5, Max IT – 50 ms, charge state

include - 2-6, dynamic exclusion – 45 s, top 20 ions selected for MS2; MS2: resolution – 50,000, high-energy collision dissociation

activation energy (HCD) – 37, isolation width (m/z) – 0.7, AGC Target – 2.0e5, Max IT – 105 ms.

Proteomics and phosphoproteomics data processing
Protein database searching and quantification of global and phosphoproteomic data

MS/MS spectra were searched using theMSFragger version 20190628 (Kong et al., 2017) against a CPTAC harmonized RefSeq pro-

tein sequence database appended with an equal number of decoy sequences. For the analysis of whole proteome data, MS/MS

spectra were searched using a precursor-ion mass tolerance of 20 ppm, fragment mass tolerance of 20 ppm, and allowing C12/

C13 isotope errors (1/0/1/2/3). Cysteine carbamidomethylation (+57.0215) and lysine TMT labeling (+229.1629) were specified as

fixed modifications, and methionine oxidation (+15.9949), N-terminal protein acetylation (+42.0106), and TMT labeling of peptide

N terminus and serine residues (to account for any over-labeling) were specified as variable modifications (Clark et al., 2019; Zecha

et al., 2019). The search was restricted to fully tryptic peptides, allowing up to two missed cleavage sites. For the analysis of phos-

phopeptide enriched data, the set of variable modifications also included phosphorylation (+79.9663) of serine, threonine, and tyro-
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sine residues. The post-processing of the search results was done using the Philosopher toolkit version v1.6.0 (https://philosopher.

nesvilab.org). MSFragger output files (in pepXML format) were processed using PeptideProphet (Keller et al., 2002) (with the high–

mass accuracy binning and semi-parametric mixture modeling options) to compute the posterior probability of correct identification

for each peptide to spectrummatch (PSM). In the case of the phosphopeptide-enriched dataset, PeptideProphet files were addition-

ally processed using PTMProphet (Deutsch et al., 2015) to localize the phosphorylation sites. The resulting pepXML files from Pep-

tideProphet (or PTMProphet) from all 20 TMT 11-plex experiments were then processed together to assemble peptides into proteins

(protein inference) and to create a combined file (in protXML format) of high confidence protein groups. The combined protXML file

and the individual PSM lists for each TMT 11-plex were further processed using the Philosopher filter command as follows. Each

peptide was assigned either as a unique peptide to a particular protein group or assigned as a razor peptide to a single protein group

that had the most peptide evidence. The protein groups assembled by ProteinProphet (Nesvizhskii et al., 2003) were filtered to 1%

protein-level False Discovery Rate (FDR) using the chosen FDR target-decoy strategy and the best peptide approach (allowing both

unique and razor peptides) and applying the picked FDR strategy (Savitski et al., 2015). In each TMT 11-plex, the PSM lists were

filtered using a stringent, sequential FDR strategy, retaining only those PSMs with PeptideProphet probability of 0.9 or higher (which

in these data corresponded to less than 1% PSM-level FDR) and mapped to proteins that also passed the global 1% protein-level

FDR filter.

For each PSM that passed these filters, MS1 intensity of the corresponding precursor-ion was extracted using the Philosopher

label-free quantificationmodule based on themoFFmethod (Argentini et al., 2016) (using 10 p.p.mmass tolerance and 0.4min reten-

tion time window for extracted ion chromatogram peak tracing). In addition, for all PSMs corresponding to a TMT-labeled peptide,

eleven TMT reporter ion intensities were extracted from the MS/MS scans (using 0.002 Da window) and the precursor ion purity

scores were calculated using the intensity of the sequenced precursor ion and that of other interfering ions observed in MS1 data

(within a 0.7 Da isolation window). All supporting information for each PSM, including the accession numbers and names of the pro-

tein/gene selected based on the protein inference approach with razor peptide assignment and quantification information (MS1 pre-

cursor-ion intensity and the TMT reporter ion intensities) was summarized in the output PSM.tsv files, one file for each TMT 11-plex

experiment.

To generate summary reports in different levels (gene, peptide, and protein for global and phosphopeptide enriched data; addi-

tional modification site report for phosphopeptide data), we processed the PSM.tsv files using TMT-Integrator. Each PSM in a

PSM.tsv file passing the following criteria were kept for creating integrated reports, including (1) having TMT label, (2) having intensity

in the reference channel, (2) precursor-ion purity above 50%, (3) summed reported ion intensity (across all channels) not in the lower

5%of all PSMs (2.5% for phosphopeptide enriched data), (4) peptide with phosphorylation (for phosphopeptide enriched data). For a

peptide with redundant PSMs, only the PSM with the highest summed TMT intensity was kept for later analysis. PSMs mapping to

common external contaminant proteins were excluded, and unique and razor peptides were both used for quantification. Next, the

report ion intensities of each PSM were log2 transformed and normalized by the reference channel intensity (i.e., subtracted log2

reference intensity from those log2 report ion intensities), therefore the intensities were converted into log2-based ratio (denoted

as ‘ratios’ in the following paragraphs). After converting the intensities to ratios, the PSMs were grouped based on the predefined

level (i.e., gene, protein, peptide, and phosphopeptide-level). The interquartile range (IQR) algorithm was then applied to remove

the outliers in each PSM group and the remaining ratios were normalized using the median centering. Finally, the normalized ratios

were converted back to abundances using the weighted sum of the MS1 intensities of the top three most intense peptide ions. The

details of the IQR, median centering, and abundance conversion algorithms are described in detail in (Clark et al., 2019). For phos-

phosite quantification, a phosphopeptide was assigned to a single protein based on razor assignment. Specifically, each phospho-

peptide was assigned to the protein with most evidence when it could be mapped to multiple proteins. If all mapped proteins for a

given phosphopeptide are indistinguishable (i.e. the same level of evidence), then one is selected alphabetically. The ratio for each

site was calculated from the ratios of all phosphopeptides (including those with multiple phosphorylations) containing this site byme-

dian. Then the ratios of sites were converted to intensities using the way similar to that for protein quantification.

Data harmonization
mRNA data

Gene-level mRNA data (RSEM) were upper-quantile normalized and log2 transformed. Genes with missing values (i.e., raw RSEM

equal to zero) in less than half of the samples were regarded as quantifiable (N = 29020) and used for downstream analyses (e.g.,

protein-RNA correlation). Another version of the mRNA data, which were represented as FPKM, was used in certain analyses that

benefit from normalization by gene length (specified in the Integrated Analysis section).

Methylation data

The probe-level methylation data (represented as beta-values) were aggregated to gene-level by extracting probes located in the

CpG island of the promoter region of a given gene. The mean beta-value of these probes was used to represent gene-level

methylation.

Proteomics data

Gene-level proteomics data, which were represented as normalized MS intensity, were log2 transformed. Proteins with missing

values in less than half of the samples were regarded as quantifiable (N = 9657) and used for downstream analyses.
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Phosphoproteomics data

Peptide-level, single site-level, and gene-level phosphoproteomics data, which were represented as normalized MS intensity, were

log2 transformed. The peptide-level data contained both localized and non-localized phosphorylation events and the peptides could

harbor single, double, or triple phosphorylations. This was utilized by the quality control analyses and a localized version was used for

multi-omics subtyping (further described in Unsupervised Subtyping Using Non-negative Matrix Factorization (NMF)). Site-level

phosphorylation data consisted of single confidently localized sites and were used for the majority of analyses. Gene-level data

were used for survival association. Phosphopeptides, phosphosites, and genes with missing values in less than half of the samples

were regarded as quantifiable unless otherwise described.

Handling of missing values in proteomics and phosphoproteomics data

Themissing values were handled in a few different ways for different analyses. 1) For PCA analysis, because it does not allowmissing

values, we removed any proteins and phosphopeptides missed in more than 50% of the samples and then did missing value impu-

tation using the K nearest neighbors (KNN) algorithm for the remaining proteins and phosphopeptides. 2) For differential abundance

analysis across tumors, non-missing values were required for 50% of the samples for each protein and phosphopeptide. 3) In the

tumor versus normal analysis, multiplex bias is mitigated by the requirement that the protein or phosphopeptide needed to be quan-

tified in both the tumor and paired normal sample for a patient in the paired statistical test. The paired samples for each patient were

assigned to the same TMT plex by experimental design. 4) For the multi-omics subtyping analysis, all features with missing values

were excluded.

Data quality control
Quality control of proteomic and phosphoproteomic data generation

During the mass spectrometric analysis of global peptides and phosphopeptides, we established a quality control procedure to

assess the data quality and instrument performance. For quality control of the HNSCC proteomic and phosphoproteomic raw

data, we processed the raw data files through the MS-PyCloud proteomics pipeline (Chen et al., 2018) to generate a quality control

table. The quality control table includes the number of PSMs, peptides, and proteins identified in each LC-MS/MS analysis and in

each TMT set. Other reported quality control parameters include the total MS2 count; percent of peptides identified in 1, 2, 3, or

4+ charge states; and the minimum and maximum TMT channel intensity ratios relative to the median channel intensity for each

TMT set, as well as the injection time for MS/MS analysis.

We calculated the number of unique and shared peptides/proteins in each fraction of a TMT set. A peptide/protein was considered

shared if it was identified in more than one fraction. Each fraction contributed unique peptides/proteins relative to the other fractions.

This ensured that no fraction was a duplicate of another fraction and each fraction generated quality data.

Correlation-based checking for potential sample mislabeling

In a large-scale multi-omics study, it is critical to validate the sample labels in experiments as well as in data analysis to avoid mis-

labeling. The cross-omics correlation (e.g., RNA and protein) of the same sample is usually highest among the correlation values of

different samples. Thus, after calculating all pairs of sample correlation values among different omics levels, we could determine

whether the highest correlated pairs between two levels have the same sample labels. Here, we applied the sample correlation

method implemented in OmicsOne (https://github.com/huizhanglab-jhu/OmicsOne) to the abundance matrices of RNA-seq, prote-

omics, and phosphoproteomics data to check the sample labels of all 110 samples that passed pathological quality control. The three

normalized gene level expression matrices of RNA-seq, proteomics, and phosphoproteomics data were firstly z-score transformed

for each gene across all samples. In correlating RNA-seq with proteomics data, only the top 500most correlated genes were consid-

ered for sample correlation based on the gene-wise correlation of the two levels. All pair-wise correlation values were calculated us-

ing Spearman’s rank correlation. All the samples were highly correlated with samples having the identical label, and 96% of them

were the best ranked correlations. We also did the sample correlation tests on ‘‘RNA-seq and phosphoproteomics’’ and ‘‘proteomics

and phosphoproteomics’’ comparisons. Based on all the correlation results, there were nomislabeled samples observed in the RNA-

seq, proteomics, and phosphoproteomics data sets.

Machine learning-based checking for potential sample mislabeling

We use our omics data to build machine learning models to detect possible samplemislabeling. Specifically, we built Random Forest

classification models using molecular data (RNA-seq, protein) as features to predict patient gender and disease status (tumor vs.

normal). When predicting the gender, we only used known sex genes as input features. Leave-one-out cross-validation was used

to predict the labels (gender, disease status respectively) for each sample. Samples with low predicted probability (<0.15) for the

provided class for either gender or disease status are flagged for manual check. Following this procedure, two samples were iden-

tified for potential gender mislabeling. These two samples are a pair of tumor and NAT from the same patient. This was later

confirmed as a data entry error for the patient and was corrected in the released data. Additionally, three NAT samples (C3L-

01138-N, C3N-03612-N, and C3N-02275-N) and one tumor sample (C3N-01643-T) were predicted as tumor and normal samples,

respectively, by both mRNA and protein models. These results were consistent with the unsupervised PCA analysis (Figures 1B

and 1C). These samples with questionable tumor/NAT identity were confirmed by follow-up pathological inspection and then

removed from all downstream analyses.
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Function prediction based on gene co-expression

Co-expression network construction using mRNA and protein expression data and network-based gene function prediction for

KEGG pathways were performed as previously described (Wang et al., 2017) using OmicsEV (https://github.com/bzhanglab/

OmicsEV).

Data quality evaluation using quality control samples

As one of our quality control (QC) strategies, we included the reference sample (i.e., pooled HNSCC samples) in a non-reference

channel in three different TMTs. For these QC samples, the R-squared value between each pair of replicate samples was calculated

on log2 transformed protein expression data at gene level or phosphopeptide data. Then the R-squared values were used to evaluate

the quality (reproducibility) of the data. In addition, a new quantification strategy was used to process both global proteomics and

phosphoproteomics data, in which a virtual reference channel was built for each TMT experiment to serve as ‘‘common reference’’

rather than using the reference sample in the reference channel. The virtual reference was computed by taking the average of all

channels in each TMT experiment. In this case, all the reference samples from the reference channels could be used as QC samples

and they were treated equally as the samples in non-reference channels during the quantification. Then the R-squared values be-

tween each pair of the reference samples were calculated using the same way to evaluate the quality (reproducibility) of the data.

Batch effect evaluation

The batch effect was evaluated for both global proteome and phosphoproteome data using principal component regression analysis

(B€uttner et al., 2019). Specifically, we first removed any proteins missing in more than 50% samples followed by missing value impu-

tation using KNN before performing PCA analysis. Next, for each PC, Pearson’s correlation coefficient with batch covariate was

calculated and the significance of the correlation coefficient was estimated using one-way ANOVA. A p value less than 0.05 is consid-

ered significant. The analysis was performed using OmicsEV (https://github.com/bzhanglab/OmicsEV).

Immunohistochemistry (IHC)
IHC analysis of CD3 protein

Cut tissue sections (5 mm) on charged glass slides were baked for 10-12 hours at 58�C in a dry slide incubator, deparaffinized in

xylene and rehydrated via an ethanol step gradient. Heat-induced antigen retrieval steps were performed at pH 9.0, with the primary

antibody incubated at room temperature for 1 hour (CD3, polyclonal, Dako, 1:100) followed by standard chromogenic staining pro-

tocol with the Envision Polymer-HRP/3,3’diaminobenzidine (DAB, Dako) process. Slides were counterstained in Harris hematoxylin.

Immunohistochemistry scoring was performed using the percentage of stromal CD3-positive tumor infiltrating lymphocytes (TILS).

All IHC results were evaluated against positive and negative tissue controls.

Data-independent acquisition (DIA) analysis
ESI-LC-MS/MS

Unlabeled, digested peptide material from individual tissue samples (HNSCC and NAT) was spiked with index Retention Time (iRT)

peptides (Biognosys) and subjected to data-independent acquisition (DIA) analysis. Peptides (� 0.8 mg) were separated on an Easy

nLC 1200 UHPLC system (Thermo Scientific) on an in-house packed 20 cm x 75 mmdiameter C18 column (1.9 mmReprosil-Pur C18-

AQ beads (Dr. Maisch GmbH); Picofrit 10 mm opening (New Objective)). The column was heated to 50�C using a column heater

(Phoenix-ST). The flow rate was 0.200 ml/min with 0.1% formic acid and 3%acetonitrile in water (A) and 0.1% formic acid, 90%aceto-

nitrile (B). The peptideswere separatedwith a 7–30%Bgradient in 84mins and analyzed using the Thermo Fusion Lumosmass spec-

trometer (Thermo Scientific). TheDIA segment consisted of oneMS1 scan (350-1650m/z range, 120K resolution) followed by 30MS2

scans (variable m/z range, 30K resolution). Additional parameters were as follows: MS1: RF Lens – 30%, AGC Target 4.0e5, Max IT –

50 ms, charge state include - 2-6; MS2: isolation width (m/z) – 0.7, AGC Target – 3.0e6, Max IT – 120 ms.

Spectral library generation

For spectral library generation, an aliquot (2 mg) of unlabeled, digested peptide material from individual tissue samples (HNSCC and

NAT) was pooled and subjected to bRPLC as previously described. Collected fractions were concatenated into eight fractions by

combining twelve fractions that are eight fractions apart (i.e., combining fractions #1, #9, #17, #25, #33, #41, #49, #57, #65, #73,

#81, and #89; #2, #10, #18, #26, #34, #42, #50, #58, #66, #74, #82, and #90; and so on); dried down in a Speed-Vac, resuspended

in 3%ACN, 0.1% formic acid, and was spiked with index Retention Time (iRT) peptides (Biognosys) prior to ESI-LC-MS/MS analysis.

Parameters were the same as previously described for ESI-LC-MS/MS with a high-energy collision dissociation activation energy

(HCD) – 34.

Protein database searching and quantification

The spectral library file was generated based on PulSar search engine (SpectroNaut 13, Biognosys) against combined search results

derived from DDA (n = 8) and DIA (n=203). In brief, the DDA files were searched with BGS factory search setting (default) against hu-

man database (uniprot released; 20,380 entries). MS1 and MS2 tolerance was set as ‘‘dynamic’’ and only tryptic peptides were al-

lowed with two missed cleavages. Allowable modification on amino acid set to: oxidation (M, variable), acetylation (protein N-termi-

nus, variable), and carbamidomethylation (C, fixed). The DIA files were searched using the PulSar search engine based on DIA umpire

algorithm (Tsou et al., 2015) with default parameter as like DDA. To get homogenous protein inference and protein/peptide FDRof 1%

in the integrated library, ‘‘generate library from search achieve’’ option was used on SpectroNaut. The spectral library precursor filter

was set as follows: amino acid length > 3, relative intensity > 5%, m/z range between 300-1800, and best N fragment ions per pep-
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tide = 3�6. The retention times of these filtered PSMs were further transformed to indexed retention time (iRT) scale based on the

standard peptides (iRT peptide kit, Biognosys) spiked into samples.

The integrated spectral library was loaded onto SpectroNaut (version13), and then targeted quantification was performed using

default settings, as described in the previous report (Bruderer et al., 2017). The retention time of a peptide feature was transformed

into iRT scale using the ‘‘local regression’’ option and the extracted ion chromatogram (XIC) retention time window was set to ‘‘dy-

namic’’ with 1 for the correction factor. The identified precursors and proteins were filtered at 1% of q-value was considered for the

identification of precursor and protein (Reiter et al., 2011). Interference correction on corrections at MS1 and MS2 level was levels

were enabled, removing fragments/isotopes from quantification based on the presence of interfering signals but keeping at least

three for quantification. All abundances were calculated based on the area under the extracted ion chromatogram (XIC) of all as-

signed fragments that passed filtering.

Integrated analysis
Protein-RNA correlation

The gene-wise protein-RNA correlation for all genes quantifiable in both omics data types (N = 9579) was computed using Spear-

man’s correlation. The correlation significance was set at Benjamini-Hochberg adjusted p value < 0.01. Signed -log10 p value

was used as the ranking metric for GSEA analysis using Webgestalt (Liao et al., 2019) to identify GO biological processes and

KEGG pathways enriched for genes with low and high protein-RNA correlations, respectively.

Estimate score

The ESTIMATE scores reflecting the overall immune and stromal infiltration were calculated by the R package ESTIMATE (Yoshihara

et al., 2013) using the normalized RNA expression data (RSEM).

Differential abundance analysis

Differential analysis was performed for paired tumor and NAT samples using the Wilcoxon signed-rank test. Each feature was

required to be non-missing in at least 50% of the paired samples. P values were adjusted using the Benjamini-Hochberg method

and features were considered significant with an adjusted p value < 0.01. Proteomic and transcriptomic features with at least a me-

dian 2-fold increase in tumors were considered to be tumor-associated proteins. Over-representation analysis with theGOBiological

Process (BP) gene sets was performed separately for proteins either increased or decreased >2-fold using WebGestaltR (Liao et al.,

2019). The reference set was the proteins identified in at least 50% of the paired tumor and NAT samples. Over-representation anal-

ysis with the GO Biological Process (BP) gene sets was also performed separately for proteins with at least one phosphosite either

increased or decreased >2-fold. The reference set was the proteins with an identified phosphosite in at least 50%of the paired tumor

and NAT samples. GO BP terms were considered significant with a Benjamini-Hochberg (BH) adjusted p value < 0.01.

A linear mixed model (Kuznetsova et al., 2017) was used to identify differential proteins while controlling for non-epithelial content

difference. Specifically, the z score-transformed ESTIMATE score (i.e., the sum of the ESTIMATE immune score and stromal score)

was used as a fixed effect. Proteins with a significant (Benjamini-Hochberg adjusted p < 0.01) coefficient for tumor vs NAT expression

change that remained greater than 1 after accounting for non-epithelial content were retained as tumor-associated proteins. Proteins

were annotated as C/T Antigens (Almeida et al., 2009), secretable (Uhlén et al., 2015), and as the targets of FDA approved drugs (Hu-

man Protein Atlas, DrugBank). Phosphosites were annotated with the ‘‘ON_FUNCTION’’ and ‘‘ON_PROCESS’’ from

PhosphoSitePlus.

Differential analysis was repeated for samples within a subgroup (e.g. larynx tumors, oral cavity tumors). Proteins were required to

be non-missing in at least 50% of the paired tumor and NAT samples within the subgroup. Proteins increased 2-fold in one group but

not the other were considered specific markers for that group.

Kinase activity inference

Activated kinases were first inferred from significantly increased phosphorylation of their sites annotated as ‘enzymatic activity,

induced’ from PhosphoSitePlus. We also required these sites to have amedian phosphorylation fold change greater than themedian

protein fold change in tumor compared to paired NAT. Kinase activity was additionally inferred from the phosphorylation of its sub-

strates. Pre-ranked GSEA in WebGestaltR was performed on the signed -log10 p values from the differential abundance analysis

using site-level substrates annotated in PhosphoSitePlus and UniProt. At least 10 substrates were required for each kinase. Kinases

were considered significantly activated with a Benjamini-Hochberg adjusted p value < 0.05.

Prediction of kinase substrates

NetworKIN (Linding et al., 2007) was used to predict kinases for every identified phosphosite in the phosphoproteomics data. Sub-

strate sets were generated using the combined set of known substrates from PhosphoSitePlus and UniProt used in Kinase Activity

Inference and the predicted substrates from NetworKIN with a NetworKIN score R 5. Kinase Activity Inference was performed as

above with the new combined set of substrates.

Transcription factor activity inference

Transcription factor activity for each sample was inferred using the VIPER package (Alvarez et al., 2016) on z-score transformed RNA

data. The transcription factor targets were collected from DoRothEA (Garcia-Alonso et al., 2019) and the medium confidence targets

were used for analysis. Activity scores for tumor and normal samples were compared using Student’s t-test and the p values were

adjusted using the Benjamini-Hochberg method. Transcription factors with an adjusted p value < 0.05 were considered significant.
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Wealso used the ARACNe algorithm (Lachmann et al., 2016) in VIPER to construct gene regulatory networks and infer transcription

factor targets based on correlation to the transcription factor protein abundance. This allows for cancer-specific transcription factor

gene regulation. We correlated the normalized enrichment protein activity scores with immune scores.

Stemness score inference

Stemness scores were calculated as previously described (Malta et al., 2018). We used MoonlightR (Colaprico et al., 2020) to query,

download, and preprocess the pluripotent stem cell samples (ESC and iPSC) from the Progenitor Cell Biology Consortium (PCBC)

dataset (Daily et al., 2017; Salomonis et al., 2016). To calculate the stemness scores based onmRNA expression, we built a predictive

model using one-class logistic regression (OCLR) (Sokolov et al., 2016) on the PCBC dataset.

For mRNA expression-based signatures, to ensure compatibility with the CPTACHNSCC cohort, we first mapped the gene names

from Ensembl IDs to Human Genome Organization (HUGO), dropping any genes that had no such mapping. The resulting training

matrix contained 12,955 mRNA expression values measured across all available PCBC samples. To calculate mRNA based stem-

ness index (mRNASi) we used the FPKM (Fragments Per Kilobase Million) mRNA expression values for all the 161 HNSCC samples

(108 tumor samples and 53 NAT samples).

We used the function TCGAanalyze_Stemness from the package TCGAbiolinks (Colaprico et al., 2016) and followed our previ-

ously-described workflow (Mounir et al., 2019)) with ‘‘stemSig’’ argument set to PCBC_stemSig.

MSigDB hallmark pathway single sample gene set enrichment analysis (ssGSEA)

ssGSEA was performed for each sample using gene-wise Z-scores of log2 upper-quartile normalized RNA-seq data for the MSigDB

Hallmark gene sets (Liberzon et al., 2015) via WebGestaltR (Liao et al., 2019). For this analysis, read counts of 0 were treated as NAs

prior to gene-wise normalization. Pathway activity scores are enrichment scores from ssGSEA.

Multi-gene proliferation scores (MGPS)

MGPS were calculated as described previously (Ellis et al., 2017). Specifically, the scores are the mean of gene-wise Z-scores for

log2 upper-quartile normalized RSEM data for all cell cycle-regulated genes identified by Whitfield et al. in each sample (Whitfield

et al., 2002).

Curation of FAT1 and CDKN2A genetic aberration

In order to facilitate a granular analysis between tumor groups with distinct types of molecular loss of the tumor suppressor genes

FAT1 and CDKN2A, a comprehensive tumor annotation was carried out using multiple molecular features for each patient. For

example, for annotating CDKN2A, a gene largely affected by copy number events in HNSCC, we considered the following: 1) mu-

tation types (Missense (including in-frame insertion and deletions (indels)), Truncation (stop gain, frameshift indels) and Splice site

mutations) as separate categories. For cases with mutation, we next looked at both variant allele frequency of the mutation as

adjudged from whole exome sequencing, estimated tumor purity, and copy number data (log ratio, absolute copy number, and

B-allele frequency). Mutated samples with either lower tumor purity (as estimated fromWGS) or with subclonal events based on mu-

tation VAF, were excluded. Subsequently, cases with Truncation mutation + one copy loss were annotated as Bi-allelic truncation

loss or truncation loss of heterozygosity (Biallelic. Trunc or truncation LOH). Cases with Splicing mutation with associated one

copy loss were classified as Bi-allelic splicing or splicing LOH, and finally tumors with Missense mutations with associated one

copy loss were annotated as missense LOH. While these tumors were classified as LOH mutants, the remaining mutant copy of

CDKN2A frequently showed evidence for copy number amplification of the mutant alleles. 2) Based on CDKN2A copy number

data, we next annotated tumors as Homozygous deletion (Homozyg. del.), one copy loss (Heterozyg. del) or no loss (Wild-type). Mu-

tations affecting CDKN2A were assessed separately for both splice isoforms of the gene, p16INK4a and p14ARF.

Prioritizing putative SCNA drivers

The workflow to prioritize putative SCNA drivers was shown in Figure 1H. First, all the genes with quantifiable copy number, RNA

expression, and proteomics (N = 9507) were filtered to keep the focal amplified genes, which were located in the segments identified

by GISTIC2 with Q value < 0.25 (N = 759). These focal amplified genes were further filtered by their CN-mRNA correlation and next

CN-protein correlation to keep the genes with significant CN cis-effect (BH adjusted p value < 0.01, Spearman’s correlation). Finally,

the remaining genes (N = 356) were further filtered to keep the ones with significant higher protein levels in tumors than NATs (BH

adjusted p value < 0.01, Student’s t-test), which generated a list of 202 putative SCNA driver genes. These genes were used to

perform over-representation analysis against all quantifiable genes in the three omics to identify enriched GO biological processes.

cis-effect of DNA methylations

To study the cis-effect of DNA methylation on mRNA and protein expression, we performed a multivariate correlation analysis that

included SCNA and mutation effects as confounding variables using the software iProFun (Song et al., 2019). The DNA methylation

levels were averaged from the CpG islands located in the upstream and nearby transcription start site (TSS) regions, including 5’UTR,

1st exon, and upstream TSS. Somatic mutations were considered if their mutation rate was >5%. In the analysis, we controlled age,

gender, immune score, stromal score, inferred smoking status, and tumor location as covariates.

A significant association is identified if it passes three criteria: (1) biological filtering procedure highlighting significant methylations

that are hyper- or hypo-methylated in tumor vs NAT, (2) posterior probabilities of associating to an outcome > 75%, and (3) empirical

false discovery rate (eFDR) <10% from 100 permutations.

FAT1 mutation and 11q13.3 amplification analysis

TCGA FAT1 mutation, CNV, and patient survival data were downloaded from cBioPortal (Gao et al., 2013). HPV+ samples were

excluded from downstream analysis. 11q13.3 amplification was defined by the mean CNV values of the 9 genes in the focal region

(mean CNVs > 1). These genes include FAT1, CCND1, LTO1, FGF19, FGF4, FGF3, ANO1, FADD, PPFIA1, and CTTN. Samples with
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both FAT1 truncation mutation and 11q13.3 amplification were randomly assigned to FAT1 truncation or 11q13.3 amplification

groups. The R package ‘‘survival’’ (Therneau, 2020) was used to compare patient survival between groups.

Inferred HIPPO, WNT, and apoptotic activity scores

All scores were inferred using protein abundance by the ssGSEAmethod from the GSVA R package (Barbie et al., 2009; H€anzelmann

et al., 2013). The gene sets HIPPO pathway, WNT pathway, and apoptotic were from the KEGG pathway, Reactome pathway, and

the MSigDB hallmark gene sets, respectively.

CDK4/6 pathway analysis

CCND1 amplified samples are those with copy-number log2 ratios >= 1 for the CCND1 gene. CDKN2A groups were defined as

described above (Curation of FAT1 and CDKN2A Genetic Aberration). For cis analysis, wild-type samples are those without muta-

tions, amplifications, or deletions of each respective gene, while wild-type samples for downstream analysis are those that are wild-

type for both genes. For cis analysis of the effects of CDKN2A aberrations, transcript level log2 RSEM for the p16INK4a and p14ARF

isoforms were evaluated separately, considering aberrations that affect the respective isoform. Scores for Hallmark E2F targets

(ssGSEA) and multi-gene proliferation (MGPS) were calculated as described above. Rb phosphorylation is the mean of the 5 sites

with complete data for all tumors that were annotated as CDK4 or CDK6 target sites in PhosphoSitePlus (pT252, pT356, pT373,

pS780, and pS795). For the analysis presented in Figure 4D, the first group included tumors that were wild-type for all pathway genes

(CDKN2A, CCND1, CDK6, and RB1; heterozygous deletions of CDKN2A were included if the retained allele was WT), while the sec-

ond group included tumors with loss of expression aberrations affecting only CDKN2A/p16INK4a (CDKN2A homozygous deletion,

p16 promoter hypermethylation, and p16 truncation LOH mutations), and the third group included tumors with CDKN2A/p16INK4a

aberrations in combination with CCND1 amplifications.

EGFR pathway analysis

We inferred signaling activity of the EGFR pathway based on tumor mRNA expression data using PROGENy (Schubert et al., 2018),

which computes pathway activity on the basis of mRNA abundance of a responsive gene set identified from a large compendium of

publicly available cell line perturbation experiments. To identify ligand-depend EGFR pathway phosphorylation cascade, three omics

measurements (RNA, protein, and site-level phosphorylation) for the curated pathway component genes (https://www.wikipathways.

org/index.php/Pathway:WP437 and also from relevant literatures (Sigismund et al., 2018; Wee and Wang, 2017) were correlated to

the average RNA level of five EGFR ligands (i.e., AREG, TGFA, EREG, EPGN, andHBEGF) using Pearson’s correlation. Only the phos-

phosites with both significant correlation (p < 0.01) and higher correlation coefficient than those from RNA and protein at the gene

level were considered as evidence for phosphorylation-level regulation. Similar correlation analysis was performed to examine

whether these pathway components were associated with the EGFR receptor protein level.

The pathway activity primarily driven by EGFR-amplification was investigated by comparing the highest six EGFR-amplified sam-

ples to the rest of the samples with high CN instability (ChrIdx > 3). Three omicsmeasurements for (RNA, protein, and site-level phos-

phorylation) of all quantifiable genes/sites were used to perform Student’s t-test between the two groups. Only the phosphosites with

both significant difference (p < 0.01) and higher fold-change than those from RNA and protein at gene level were considered as ev-

idence for phosphorylation-level regulation. Over-representation analysis was performed on genes containing these qualified sites

against all genes quantifiable in RNA, protein and phosphorylation to identify function enrichment of GO biological processes (BH

adjusted p <0.05).

Driver copy number deletions associated with low immune infiltration

The CN log2 ratio, RNA expression, and protein expression of quantifiable genes were correlated to the immune score, which was

inferred by ESTIMATE (Yoshihara et al., 2013). For putative driver copy number deletions contributing to immune suppression, we

required significant correlation for all three measurements to the immune score (Spearman’s correlation, BH adjusted p < 0.01).

Meanwhile, the copy number was also required to have significant cis-effect (i.e., significant correlation from CN to both protein

and RNA). SCNA effector genes were defined as those with significant correlation to the immune score at gene expression (both

mRNA and protein) but not copy number level, indicating their changes occurred in trans. Over-representation analysis was per-

formed using these qualified genes to identify pathway enrichment (adjusted p < 0.05).

Immune cell type composition

The abundances of 64 different cell types in 162 HNSCC samples (108 tumor samples and 53 NAT samples) were computed via xCell

(Aran et al., 2017). For this analysis, FPKM (Fragments Per Kilobase Million) mRNA expression values were utilized.

Neoantigen identification

Weused NeoFlow (Wen et al., 2020)(https://github.com/bzhanglab/neoflow) for neoantigen prediction. Specifically, Optitype (Szolek

et al., 2014) was used to find human leukocyte antigens (HLA) in the WES data. Then we used netMHCpan 4.0 (Jurtz et al., 2017) to

predict HLA peptide binding affinity for somatic mutation-derived variant peptides with a length between 8-11 amino acids. The IC50

binding affinity cutoff was set to 150 nM. HLA peptides with binding affinity higher than 150 nM were removed. Variant identification

was also performed at bothmRNA and protein levels using RNA-seq data andMS/MSdata, respectively. To identify variant peptides,

we used a customized protein sequence database approach (Wang et al., 2012). We derived customized protein sequence data-

bases from matched WES data and then performed database searching using the customized databases for individual TMT exper-

iments.We built a customized database for each TMT experiment based on somatic variants fromWESdata.We usedCustomprodbj

(https://github.com/bzhanglab/customprodbj) for customized database construction. MS-GF+ was used for variant peptide identi-

fication for all global proteome and phosphorylation data. Results fromMS-GF+were filtered with 1% FDR at the PSM level. Remain-
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ing variant peptides were further filtered using PepQuery (http://www.pepquery.org) (Wen et al., 2019) with the p-value cutoff <= 0.01.

The spectra of variant peptides were annotated using PDV (https://github.com/wenbostar/PDV) (Li et al., 2019).

Transcriptomics subtypes

The transcriptomics-based subtyping was performed using the centroid-based method with previously established signature genes

(Walter et al., 2013). Specifically, the RNA-seqmatrix, represented as RSEM, were aggregated together with the TCGA RSEMmatrix

(downloaded from Broad GDAC Firehose data portal: https://gdac.broadinstitute.org/) and upper-quartile normalized. The RNA

expression matrix was median-centered in the gene-wise manner, and each sample was correlated to each of the four centroid vec-

tors representing the average signature gene expression for the four subtypes. The samples were assigned to different transcriptom-

ics subtypes according to the highest correlations. Samples with an insignificant correlation to all subtypes (p > 0.01) weremarked as

‘undecided’.

Unsupervised subtyping using non-negative matrix factorization (NMF)

Non-negative matrix factorization (NMF) implemented in the NMF R package (Gaujoux and Seoighe, 2010) was used to perform un-

supervised clustering of tumor samples and to identify proteogenomic features (proteins, phosphopeptide, mRNA transcripts, miR-

NAs, and somatic copy number alterations) that showed characteristic abundance patterns for each cluster. Briefly, given a factor-

ization rank k (where k is the number of clusters), NMF decomposes a p x n data matrix V into two matrices W and H such that

multiplication of W and H approximates V. Matrix H is a k x n matrix whose entries represent weights for each sample (1 to N) to

contribute to each cluster (1 to k), whereas matrix W is a p x k matrix representing weights for each feature (1 to p) to contribute

to each cluster (1 to k). Matrix H was used to assign samples to clusters by choosing the k with maximum score in each column

of H. For each sample, we calculated a cluster membership score as the maximal fractional score of the corresponding column in

matrix H. We defined a ’’cluster core’’ as the set of samples with cluster membership score > 0.5. Matrix W containing the weights

of each feature in a certain cluster was used to derive a list of representative features separating the clusters using the method pro-

posed in (Kim and Park, 2007). Cluster-specific features were further subjected to a 2-sample moderated t-test (Ritchie et al., 2015)

comparing the feature abundance between the respective cluster and all other clusters. Derived p-values were adjusted for multiple

hypothesis testing using the methods proposed in (Benjamini and Hochberg, 1995).

Preprocessing of data tables

To enable integrative multi-omics clustering, we required all data types (and converted if necessary) to represent ratios to either a

common reference measured in each TMT plex (proteome, phosphoproteome) or an in-silico common reference calculated as

the median abundance across all samples (mRNA, mi-RNA). The phosphoproteome data consisted of phosphopeptides containing

confidently localized sites. All data tables were then concatenated and only features non-missing in all tumors were used for subse-

quent analysis. Features with the lowest standard deviation (bottom 5th percentile) across all samples were deemed uninformative

and were removed from the dataset. Each row in the data matrix was further scaled and standardized such that all features from

different data types were represented as z-scores.

Since NMF requires a non-negative input matrix, the data matrix of z-scores was further converted into a non-negative matrix as

follows:

1) Create one data matrix with all negative numbers zeroed.

2) Create another data matrix with all positive numbers zeroed and the signs of all negative numbers removed.

3) Concatenate both matrices resulting in a data matrix twice as large as the original, but with positive values only and zeros and

hence appropriate for NMF.

Determination of factorization rank

The resulting matrix was then subjected to NMF analysis leveraging the NMF R package (Gaujoux and Seoighe, 2010) and using the

factorizationmethod described in (Brunet et al., 2004). To determine the optimal factorization rank k (number of clusters) for themulti-

omic datamatrix, a range of clusters between k=2 and 8was tested. For each kwe factorizedmatrix V using 50 iterationswith random

initializations of W and H. To determine the optimal factorization rank we calculated cophenetic correlation coefficients measuring

how well the intrinsic structure of the data is recapitulated after clustering and chose the k with maximal cophenetic correlation

for cluster numbers between k=3 and 8.

NMF clustering

Having determined the optimal factorization rank k, and in order to achieve robust factorization of the multi-omics data matrix V, the

NMF analysis was repeated using 500 iterations with random initializations of W and H and partitioning of samples into clusters as

described above. Due to the non-negative transformation applied to the z-scored datamatrix as described above,matrixW of feature

weights contained two separate weights for positive and negative z-scores of each feature, respectively. In order to reverse the non-

negative transformation and to derive a single signedweight for each feature, each row inmatrixWwas first normalized by dividing by

the sum of feature weights in each row. Weights per feature and cluster were then aggregated by keeping the maximal normalized

weight andmultiplyingwith the sign of the z-score from the initial datamatrix. Thus, the resulting transformed version ofmatrixWsigned

contained signed cluster weights for each feature present in the input matrix.

Subtype signature gene and phosphosite identifications

For each of the three subtypes, the subtype signature genes and phosphosites were defined as those significantly more abundant in

that subtype compared to both of the other two subtypes (BH adjusted p value < 0.01, Student’s t-test). The subtype signature genes
e15 Cancer Cell 39, 361–379.e1–e16, March 8, 2021

http://www.pepquery.org
https://github.com/wenbostar/PDV
https://gdac.broadinstitute.org/


ll
OPEN ACCESSArticle
were identified at the RNA, protein, and phosphosite levels. All the subtype-significant genes and phosphosites (collapsed into gene-

level) were used to perform over-representation analysis to identify enriched GO biological processes.

Multi-omics gene set enrichment analysis

GO biological processes enriched for each data type for a subtype were ranked by the signed -log10 p value and submitted to sumer

(Savage et al., 2019). Briefly, sumer uses weighted set cover to remove redundant processes within a data type and clusters remain-

ing pathways using affinity propagation (Frey and Dueck, 2007) based on the Simpson similarity index.

Chromosome instability (CIN) score

The CIN score (ChrIdx) reflects the overall copy number aberration across the whole genome. From the segmentation result, we used

a weighted-sum approach to summarize the chromosome instability for each sample (Vasaikar et al., 2019). The absolute segment-

level log2 ratios of all segments (indicating the copy number aberration of these segments) within a chromosome were weighted by

the segment length and summed up to derive the instability score for the chromosome. The genome-wide chromosome instability

index was calculated by summing up the instability score of all 22 autosomes.

Identification of high-potential candidate samples for targeted therapies

For each of the three targeted therapies, i.e., CDK4/6 inhibitors, EGFR mAb, and combinatorial immunotherapy, we proposed sam-

ples to be high-potential candidates for response to these three therapeutic strategies if they have both high level of the pathway

activity targetable by the drug and high level of candidates reflecting the pathway activity. For CDK4/6 inhibitors, the pathway

and candidates are CDK4/6-Rb1 phosphorylation-cell cycle (represented by phosphorylation of CDK4/6 substrates on Rb) and

any of CCND1/CDKN2A genetic aberrations (including high CCND1 CN amplification, with CN log2 ratio > 1, CDKN2A bi-allelic

loss or mutation), respectively. For EGFR mAb, the pathway and candidates are EGFR PROGENy pathway score and AREG or

TGFA RNA expression, respectively. For combinatorial immunotherapy, the pathway and molecular signatures are ESTIMATE im-

mune score and protein or RNA expression of immune checkpoint or suppressor molecules (e.g., PDL1). We required that the level

of both pathways andmolecular signatures from high-potential samples to be significantly higher than the rest of tumor samples (i.e.,

low-potential candidates) and also higher than thematchedNAT samples. For each feature in themolecular signatures and pathways

mentioned above, we performed univariate k-means clustering to cluster samples into low, medium, and high groups (k=3) using the

Ckmeans.1d.dpR package (Wang andSong, 2011). Sampleswere assigned to the ‘high potential’ group if they belonged to the ‘high’

group based on the pathway clustering and simultaneously belonged to the ‘high’ group based on the clustering of at least one of the

molecule signatures. The enrichment of each target therapies to the integrated subtypes was performed using Fisher’s exact test.

External data collection

For analyses using datasets from previously published, publicly available studies, we collected high throughput transcriptomic

profiling and associated response data from NCBI GEO: GSE102995 (Siano et al., 2018) and GSE84713 (Klinghammer et al.,

2017). 26 HPV-negative HNSCC PDXmodels were analyzed from GSE102995. For GSE84713, 1 out of 25 tumors was HPV-positive

but not annotated in the sequencing files, therefore all 25 tumors were analyzed. In vitro genome-wide perturbation datasets of

HNSCC cell lines using shRNA (McFarland et al., 2018) and CRISPR (Behan et al., 2019) (Wang and Song, 2011) were downloaded

from DepMap (https://depmap.org/portal/). Of note, all of the HNSCC cell lines included here have CCND1 amplification and/or

CDKN2A deletion, so genomic aberrations could not be used to predict response (Figures 4G and 4H). Phospho-Rb (Ser-807/

811) and GAPDH loading control signals from untreated (control) HPV-negative HNSCC PDXs were quantified by densitometry anal-

ysis fromwestern blotting data (Karamboulas et al., 2018) using Image Studio Lite Software (LI-COR). Normalized phospho-Rb abun-

dance from each PDX was calculated by dividing phospho-Rb signals by their corresponding GAPDH signals. The TCGA data were

downloaded from the Broad Firehose data portal (https://gdac.broadinstitute.org/). CDKN2A mutated gene matrix, CCND1 and

CDKN2A copy number (GISTIC), CCND1 RSEM data, and CCND1 and Rb pS807/811 RPPA data for HPVneg TCGA tumors were

downloaded from LinkedOmics (http://linkedomics.org).

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analyses were performed using R unless explained otherwise. Multiple comparisons were adjusted by the Benjamini-

Hochberg correction (Benjamini and Hochberg, 1995). Details can be found in Results and figure legends.
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