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Abstract

Let G be a reductive linear algebraic group over an algebraically closed field K of characteristic 2.

Fix a parabolic subgroup P such that the unipotent radical is abelian and a Levi subgroup L ⊆ P .

We parametrize the orbits of a Borel B ⊆ P over the Hermitian symmetric variety G/L supposing

the root system Φ is irreducible. For Φ simply laced we prove a combinatorial characterization of the

Bruhat order over these orbits. We also prove a formula to compute the dimension of the orbits from

combinatorial characteristics of their representatives.

1 Introduction

Let G be a connected reductive linear algebraic group over an algebraically closed field K. Denote with
g the Lie algebra of G and fix a maximal torus T . This defines a decomposition

g = t⊕
⊕

α∈Φ

uα

where t is the Lie algebra of T , the uα are the root spaces and Φ = Φ(G, T ) is the root system of G. Fix
a Borel subgroup B ⊇ T which is the same as a basis ∆ of Φ or a set of positive roots Φ+ ⊆ Φ. Recall
that the Weyl group W of Φ can be identified with NG(T )/T and that the simple reflections sα with
α ∈ ∆ generate W .

Fix a parabolic subgroup P ⊇ B. If P = L⋉ Pu is a Levi decomposition for P and Pu is abelian we
say that G/L is a Hermitian symmetric variety. Note that in this case the Lie algebra of Pu is abelian
as a Lie algebra. We denote it with pu and we denote with Ψ the set {α ∈ Φ+ | uα ⊆ pu}.

The Borel subgroup B acts on G/L by multiplication and on pu through the adjoint representation.
In both cases the orbits are finite and we can define an order by stating that O < O′ if and only if O ⊆ O′

where on the right we have the Zariski closure of O′. This is called the Bruhat order.
The situation is quite similar to the well-known case of a flag variety G/B. In this case we have the

Bruhat decomposition

G/B =
⊔

v∈W

BvB/B

and BvB/B < BwB/B if and only if v < w where the order in W (which is still called Bruhat order)
has the following combinatorial characterization: for every reduced expression w = sα1 · · · sαn

there must
be a subsequence 1 ≤ i1 < . . . < ir ≤ n such that v = sαi1

· · · sαir
. More generally, if P ⊇ B is any

parabolic subgroup define WP the Weyl group of P and WP the set of minimal length representatives of
the quotient W/WP . Then we have the decomposition

G/P =
⊔

v∈WP

BvP/P

and BvP/P < BwP/P if and only if v < w.
Return now to our parabolic P with abelian unipotent radical and consider the projection π : G/L −→

G/P . Its fibers are isomorphic to pu and, if we denote with ωP the longest element in WP , the stabilizer
in B of ωPP/P is exactly BL = B ∩ L. It follows that the BL-orbits in pu correspond exactly to the
B-orbits in BωPP . But in our hypothesis Pu acts trivially on pu so the BL-orbits and the B-orbits
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on pu coincide. Moreover, the correspondence between the orbits is order-preserving. It follows that
we can see the B-orbits on pu as a subset of the B-orbits in G/L. Actually, we can define for every
v ∈WP subgroups Bv = v−1Bv ∩ P and actions of each Bv on pu (Equation 1, page 6) such that every
B-orbit in G/L corresponds to a unique Bv-orbit in pu for some v ∈WP . It follows that the problem of
parametrizing the B-orbits in G/L can be reduced to parametrizing the Bv-orbits in Note that BωP = BL

and the action of BL coincides with the action of B so among these actions there is also the adjoint action
of B on pu we were interested in from the beginning.

Until now, we didn’t mention the characteristic of the base field K because the previous results didn’t
depend on it. Suppose now that the characteristic is different from 2. Then the B-orbits on pu were
parametrized by Panyushev [1, Theorem 2.2] while the orbits on the Hermitian symmetric variety were
parametrized by Richardson and Springer in [2]. We will use the parametrization given by Gandini
and Maffei in [3] which is based on the admissible pairs. These are pairs (v, S) with v ∈ WP and S
an orthogonal subset of roots for which v(S) < 0. Here for orthogonal subset we mean a subset such
that α and β are orthogonal for every α 6= β ∈ S. Gandini and Maffei also proved a combinatorial
characterization of the Bruhat order in G/L which was itself a conjecture by Richardson and Springer.

In this paper, we will study the B-orbits on G/L and pu in the hypothesis of char(K) = 2. The main
objective will be to give a parametrization of the orbits both on pu and on G/L. The results are divided
in relations to the type of the root system Φ which we will always suppose irreducible.

Fix an element eα 6= 0 for every root space uα ⊆ Lie(G) = g and for S ⊆ Φ define eS =
∑

α∈S eα.
When the root system is simply laced, that is of type ADE, we will obtain the following parametrization
for pu:

Theorem 4.2. There is a correspondence:

{S orthogonal | S ⊆ Ψ} ↔ {B-orbits in pu}

S 7→ BeS

Now, for S ⊆ Ψ orthogonal define xS = exp(eS)L/L. Note that the exponential map exp: pu −→ Pu

is well defined. Then, for G/L we will prove:

Theorem 4.3. There is a correspondence:

{
(v, S) | v ∈WP , v(S) < 0, S orthogonal

}
↔ {B-orbits in G/L}

(v, S) 7→ BvxS

These coincide with the parametrizations in [3] and we will see that the proof is similar.
For the simply laced case we will also study the Bruhat order in G/L and, by restriction, on pu. The

fact that the parametrization doesn’t depend on the characteristic makes it easy to conjecture that the
characterization of the order remains the same. That is what actually happens, but the proof is not as
straightforward as one might think because some intermediate results used by Gandini and Maffei which
come from [2] don’t have a clear analogue in this setting. In the end, we will prove the characterization
by showing that the Bruhat order in characteristic 2 and the Bruhat order in characteristic different from
2 define the same order on the set of admissible pairs which are parameters for both.

Following [4], to every admissible pair we can associate an involution in W as

σv(S) =
∏

γ∈v(S)

sγ

Moreover, given a w ∈ W denote with [w]P the representative in WP of the coset wWP . The following
result coincides with [3, Theorem 1.3]:

Theorem 4.15.

BuxR ≤ BvxS ⇔ σu(R) ≤ σv(S) and [vσS ]
P ≤ [uσR]

P ≤ u ≤ v

Note that this also gives a characterization of the order in pu if we restrict to u = v = ωP .
The type C case is more complicated because the Panyushev parametrization in orthogonal subsets

fails. To parametrize these orbits we introduce another definition of admissible pairs which is the following:
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Definition 1.1 (Definition 6.2 and Definition 6.3). Let Φ+(v) = {α ∈ Ψ | v(α) < 0} and S ⊆ Φ+(v).
Then S is full admissible (for v) if S can be partitioned as X(S) ⊔ Z(S) where:

1. X(S) is orthogonal;

2. every element of Z(S) is a long root β and for every β ∈ Z(S) exists a α in X(S) and γ ∈ Φ+
P

verifying β = α+ γ. This element is unique, so define p(β) = α;

3. for every β ∈ S long and γ ∈ S short with s(γ) ∈ Φ+(v) and s(γ) > β either s(γ) ∈ Z(S) or
β ∈ Z(S) and p(β) < γ.

The most important result of this paper are Theorem 6.7 and 6.11, which together imply that in type
C:

Theorem 1.2. There is a correspondence:

{(v, S) | S is full admissible for v} ↔ B-orbits in G/L

(v, S) 7→ BvxS

The type B case is similar to the type C case, but the combinatorics are simpler. We obtaine
a parametrization which is similar to the one above and that can be proved in a more manual way
(Theorem 5.1, page 14).

We also show a generalization of the dimensional formula [4, Lemma 7.2] that is true in any charac-
teristic (Theorem 7.4, page 22). From this, we prove two formulas to compute the dimension of the orbits
in the type B and C cases that depend only on the combinatorial characteristics of the representatives
that parametrize the orbit. Again, the most interesting result is the type C one which is the following:

Theorem 7.8. Let v ∈WP and S a full admissible for v. Then:

dim(BvxS) = #Ψ+ L(σv(X(S)))−#Ss +#Z(S)

Here we denote with Ss the set of short roots in S and with L(σv(X(S))) =
l(σv(X(S)))+#S

2 the length
of σv(X(S)) as an involution.

The paper is organized as follows. After a brief introduction of notations in section 2, we recall and
expand some results from [3] and [4] that are independent from the characteristic (section 3). These facts
are mostly about the specific combinatorics of the roots and the Weyl groups and will be of great use
later. We will also introduce our most powerful tool: the action of the minimal parabolic subgroups.

In section 3 we will prove the results regarding the simply laced case, while in sections 4 and 5 we
will describe the parametrization of the B-orbits in the type B and C respectively. The sixth and last
section will be devoted to proving the dimensional formula and its corollaries.

2 Notations

Fix once and for all an algebraically closed field K of characteristic 2 and a connected, reductive, linear
algebraic group G over K. In G, fix a torus T and a Borel subgroup B containing T . They define a root
system Φ = Φ(G, T ) and a basis ∆ of Φ, which is the same as a subset of positive roots Φ+. We will often
write α > 0 and α < 0 to mean that α ∈ Φ+ and α ∈ −Φ+ respectively. The root system will always be
reduced and irreducible.

For every root α ∈ Φ we have a one-dimensional root space uα in the Lie algebra g of G and a
one-parameter subgroup Uα in G. Recall that formally a one-parameter subgroup is a morphism of linear
algebraic groups uα : K −→ G and Uα is just the image of this map. Therefore, we will often use uα(t) to
denote an element in Uα. Fix once and for all representatives eα ∈ uα and if S ⊆ Φ denote eS =

∑

α∈S eα.
As a sort of converse of this construction if x ∈ g we know that x can be written as x =

∑

α∈Φ aαα and
we will call the support of x, denoted as Supp(x), the set {α ∈ Φ | aα 6= 0}. If M ⊆ g we will denote with
Supp(M) the union of Supp(x) for all x ∈M .

To every root system we can associate its Weyl group W . It is defined as the subgroup of isometries
generated by the reflections sα that fix the hyperplane orthogonal to α and send α to −α for every
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root α ∈ Φ. In this case, the Weyl group can be realized as the quotient NG(T )/T where NG(T ) is the
normalizer of G in T . For this reason, we will often treat a v ∈ W as an element of G by identifying
it with a representative. Every time we will do this, which representative we choose will be irrelevant.
Given a v ∈W we will denote with Φ+(v) the set {α ∈ Φ+ | v(α) < 0}.

There is a correspondence between subsets of S ⊆ ∆ and parabolic subgroups PS containing B. In
this correspondence the unipotent radical Pu

S is abelian if and only if S = ∆ \ {α} where α is a simple
root that appears with coefficient 1 in the highest root of Φ. We will fix a parabolic subgroup of this
kind which will be denoted by P with no subscripts. It admits a Levi decomposition P = L ⋉ Pu. Here
L is called the Levi subgroup of P and is reductive. Its root system ΦP can be seen as the subsystem of
Φ generated by S. It follows that S is a basis for ΦP and we will denote it ∆P . On the other hand the
root spaces in pu correspond to the roots in Φ in which α appears with coefficient 1. Hence, if we denote
with Ψ ⊆ Φ the subset they form we have

pu =
⊕

γ∈Ψ

uγ

The choice of a parabolic subgroup PS = P gives naturally two subsets of the Weyl group. The first
is the subgroup of isometries generated by {sα | α ∈ S}, which is the Weyl group associated to the Levi
subgroup L. We will denote this with WP .

The second is the set of isometries

WP = {w ∈W | w(α) > 0 for every α ∈ S}

They are related by W = WPWP . Note that w ∈WP if and only if Φ+(w) ⊆ Ψ and there is a maximal
element in WP which we note with ωP and that is identified by Φ+(ωP ) = Ψ.

3 General results

As said, K will be a characteristic 2 field. Note that if Φ is of type G2 then G admits no parabolic
subgroup with abelian unipotent radical, so we can suppose without loss of generality that Φ is not of
this type. Then we know that if K has odd or zero characteristic and α, β ∈ Φ we have

uα(t).eβ = eβ + ateβ+α + bt2eβ+2α

where a 6= 0 if and only if β+α ∈ Φ and b 6= 0 if and only if β+2α ∈ Φ. This is not true in characteristic
2 and that’s the ultimate reason for which the characterization by Panyushev in [1] doesn’t hold in this
case. The next result follows from [5, chapter 10]

Lemma 3.1. Suppose α, β ∈ Φ with α 6= −β and uα(t) the one-parameter subgroup relative to α. Then

uα(t).eβ = eβ + ateβ+α + bt2eβ+2α

where a and b don’t depend on t and:

1. a = 0 if and only if β + α /∈ Φ or β + α ∈ Φ and β − α ∈ Φ;

2. b = 0 if and only if β + 2α /∈ Φ.

In this section we will cite many results from [3] regarding root systems and Weyl groups. They
clearly don’t depend on the characteristic of K and will be of great importance in the next sections.

Proposition 3.2 (Proposition 2.5, [3]). Let v ∈ WP and let α ∈ ∆ such that sαv < v. Put β = −v−1(α).
Then β is maximal in Φ+(v) and minimal in Ψ \ Φ+(sαv).

Vice versa:

1. if β is maximal in Φ+(v) then α = −v(β) ∈ ∆ and sαv < v;

2. if β is minimal in Ψ \ Φ+(v) then α = v(β) ∈ ∆ and sαv > v.
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We denote with < the Bruhat order on W .

Lemma 3.3. Let u, v ∈ W and suppose u < v. For every α ∈ ∆ we have:

1. if sαu > u and sαv > v then sαu < sαv;

2. if sαu < u and sαv < v then sαu < sαv;

3. if sαu > u and sαv < v then u ≤ sαv and sαu ≤ v.

Following [4] we will associate to every orbit a particular involution in W . Note that many results
in [4] are based on the existence of an involution θ : G −→ G that fixes L, which is not necessarily true
in characteristic 2. We will give our own proof when this happens.

Now, let I ⊆W be the subset of all involutions. We can define an action of the set of simple reflections
sα, for α ∈ ∆ on I in the following way:

sα ◦ σ =

{
sασ if sασ = σsα
sασsα if sασ 6= σsα

Note that sα ◦ σ = τ if and only if sα ◦ τ = σ.

Lemma 3.4 (Lemma 3.1, [3]). Let α ∈ ∆ and σ ∈ I. Then sα ◦ σ and σ are always comparable.
Moreover, sα ◦ σ > σ if and only if sασ > σ.

Note that if sασ 6= σsα then sασsα > sασ > σ and sασsα > σsα > σ.
The action on involutions interacts with the Bruhat orders with properties similar to the one in 3.3

Lemma 3.5 (Lemma 3.2, [3]). Let σ, τ ∈ I and suppose σ < τ . For every α ∈ ∆ we have:

1. if sα ◦ σ > σ and sα ◦ τ > τ then sα ◦ σ < sα ◦ τ ;

2. if sα ◦ σ < σ and sα ◦ τ < τ then sα ◦ σ < sα ◦ τ ;

3. if sα ◦ σ > σ and sα ◦ τ < τ then sα ◦ σ ≤ τ and σ ≤ sα ◦ τ .

We define the length of an involution σ as

L(σ) =
l(σ) + λ(σ)

2

where l(σ) is the usual length in W and λ(σ) is the dimension of the (−1)-eigenspace of σ on Φ⊗ R.

Lemma 3.6. Let α ∈ ∆ and σ ∈ I.

L(sα ◦ σ) =

{
L(σ) + 1 if sα ◦ σ > σ
L(σ)− 1 if sα ◦ σ < σ

To every set S ⊆ Ψ of mutually orthogonal roots we can naturally attach the involution

σS =
∏

α∈S

sα

Note that if α and β are orthogonal then sαsβ = sβsα, so σS is well defined. The (−1)-eigenspace of
such involution is generated by S so we have

L(σS) =
l(σS) + #S

2

Lemma 3.7 (Lemma 3.6, [3]). Let β, β′ ∈ Ψ be orthogonal. Then:

1. β and β′ are strongly orthogonal, that is β ± β′ /∈ Ψ;

2. if β + α ∈ Φ for some α ∈ Φ+ then β′ + α /∈ Φ;

3. if β − α ∈ Ψ for some α ∈ Φ+ then β′ − α /∈ Ψ.
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We say that a subset S ⊆ Φ is strongly orthogonal if all the roots in S are strongly orthogonal. In our
analysis of the characteristic 2 case, we will use the following result.

Corollary 3.8 (Corollary 3.9, [3]). Let S, T ⊆ Φ be strongly orthogonal and suppose σS = σT . Then
S = T .

Now, consider the projection map π : G/L −→ G/P . It is B-equivariant. Recall that G/P =
⋃

v∈wP BvP/P and for v ∈WP define Bv = vPv−1 ∩B the stabilizer of vP/P ∈ G/P in B. Then

π−1(BvP/P ) = BvP/L ∼= B ×Bv

π−1(vP/P ) = B ×Bv

vP/L

Hence we have a bijection between the B-orbits in BvP/L and the Bv orbits in vP/L which is compatible
with the Bruhat order. If we define Bv = P ∩ v−1Bv then these orbits are in bijection with the Bv-orbits
in P/L.

Lemma 3.9 (Lemma 4.1, [3]). Let v ∈ WP . Then BL = Bv ∩ L and Bv = BL ⋉ Uv where Uv is the
subgroup of Pu generated by the Uα with α ∈ Ψ \ Φ+(v).

Note that the Lie algebra of Uv is uv =
⊕

α∈Ψ\Φ+(v) uα and that if ωP is the longest element in WP ,
then the B action is equal to the BL = B ∩ L-action which is by definition the BωP -action.

Let exp: pu −→ Pu be the exponential map and compose it with the projection π : G −→ G/L. We
obtain an isomorphism rP : pu −→ P/L that is not P -equivariant if we consider the adjoint action on pu
and the left multiplication on P/L. We want to define an action of P on pu that makes rP a P -equivariant
map. Consider the isomorphisms

L⋉ pu
∼= L⋉ Pu ∼= P

from left to right (g, y) 7−→ g exp(y). Note that with this identification we have Bv = BL ⋉ uv. Let
(g, y) ∈ P and x ∈ pu. Define the action

(g, y).x = Adg(x+ y) (1)

From this definition it is easy to see that if u < v and x ∈ pu we have the containment Bvx ⊆ Bux.
More precisely, suppose u = sαv < v. Then Bux =

⋃

t∈K
Bv(x+ teβ) where β = v−1(α).

Lemma 3.10 (Lemma 4.2, [3]). Let v ∈ WP . Then the map Bve 7−→ Bv exp(e)L/L is an order
isomorphism between the Bv-orbits in pu and the B-orbits in BvP/L.

We have the following formula regarding the dimensions:

Lemma 3.11 (Lemma 4.2, [3]). Let v ∈ WP and e an element in pu. Then the following formula holds

dimBv exp(e)L/L = l(v) + dimBve

Theorem 3.12. Let x, y ∈ pu with Bvx ⊆ Bvy. Then Bv exp(x)v−1B ⊆ Bv exp(y)v−1B.

Proof. Consider x ∈ Bvy and apply the exponential. We get exp(x) ∈ Bv. exp(y) where BL ⊆ Bv acts
by inner automorphisms and Uv =

∏

α∈(Ψ\Φ+(v)) Uα acts by multiplication. We then have

Bv. exp(y) ⊆ BL exp(y)UvBL = BL exp(y)Bv ⊆ v−1Bv exp(y)v−1Bv

where we used the fact that Bv ⊆ v−1Bv. Then

v exp(x)v−1 ∈ Bv exp(y)v−1B

and
Bv exp(x)v−1B ⊆ Bv exp(y)v−1B

Now fix v ∈ WP and S ⊆ Φ+(v) orthogonal. Define gv(S) = v exp(eS)v
−1 and consider the double

coset Bgv(S)B. The roots in v(S) are negative, so g−v(S) ∈ B.

Bgv(S)B = Bg−v(S)gv(S)g−v(S)B = Bσv(S)B

where the last equality holds because v(S) is orthogonal and the root vectors eα verify

exp(e−α) exp(eα) exp(e−α)T/T = sα ∈W

6



Theorem 3.13. Fix v ∈WP and S, T ⊆ Φ+(v) orthogonal subsets. Then BveS = BveT implies S = T .

Proof. By Theorem 3.12 we get
BvgSv

−1B = BvgT v
−1B

and by the discussion above this implies

Bσv(S)B = Bσv(T )B

using the characterization of the order in the flag variety we get v(S) = v(T ), hence S = T by Lemma
3.8.

Given a simple root α ∈ ∆ we can define a parabolic subgroup Pα which is the subgroup generated
by B and U−α. It is minimal among the parabolic subgroups that strictly contain B and every such
subgroup is obtained this way.

Now fix a B-orbit BxL/L in G/L and a simple root α ∈ ∆. The minimal parabolic subgroup Pα acts
on G/L, so the B-orbit BxL/L is contained in the Pα-orbit PαxL/L.

Proposition 3.14. The Borel subgroup B acts on PαxL/L with finitely many orbits, in fact there are
at most 3 B-orbits in PαxL/L.

There must be a unique B-orbit O in PαvxS such that O = PαvxS . We will call O the open orbit of
PαvxS .

The dimension of Pα is dimB + 1, so dimBvxS ≤ dimPαvxS ≤ dimBvxS + 1. This implies that if
O and O′ are distinct B-orbits in PαvxS then they are comparable if and only if one of them is the open
orbit.

4 The simply laced case

Suppose from now on that G is a connected, reductive, linear algebraic group and that the root system
Φ of G is of type ADE. Then if α, β ∈ Φ and 〈α, β〉 = 0 we know that α + β, α − β /∈ Φ because
(α+ β, α+ β) = (α, α) + (β, β) and all the roots must have the same length. It follows from Lemma 3.1
that

uα(t).eβ = eβ + ateα+β

where a is a constant that depends only on α and β and is non-null if and only if α+β is a root in Φ.
For every v ∈WP we can consider the action of Bv on the nilpotent radical pu. We have the following

result which is the parametrization of the orbits we were looking for.

Theorem 4.1. For every v ∈WP there is a correspondence

{
S ⊆ Φ+(v) orthogonal

}
↔ {B-orbits in pu}

S 7→ BveS

Proof. We have already seen in Theorem 3.13 that such a map is injective. We will show by induction
on l = l(v) that every Bv-orbit admits an element of the form eS where S is orthogonal.

Suppose l = 0, then v = Id and the action of BId is transitive on pu.
Now suppose l > 0 and consider an orbit O in pu. Fix α ∈ ∆ for which u = sαv < v and β = v−1(−α).

By induction there is an orthogonal set S such that BuO = BueS .
If S′ = S ∪ {β} is orthogonal then

BueS = Bv(eS + teβ) = BveS ∪BveS′

so it must be either O = BveS or O = BveS′ .
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If S′ = S ∪ {β} is not orthogonal then there must be γ ∈ S such that 〈γ, β〉 > 0. We know that β
must be maximal so δ = β − γ is a positive root in ΦP and the one parameter subgroup Uδ is contained
in BL ⊆ Bv. If we let such subgroup act on eS + teβ we get

uδ(s).(eS + teβ) = uδ(s).(eS\{γ} + eγ + teβ) = eS\{γ} + eγ + aseβ + teβ = eS + (as+ t)eβ

where we used the fact that uδ(s) fixes all eτ with τ ∈ S \ {γ} and γ + δ = β. Note that a 6= 0, so there
is s ∈ K such that uδ(s).(eS + teβ) = eS . Hence, Bv(eS + teβ) = BveS.

In both cases, the claim follows.

Note that this proof could work as well in any characteristic. Actually, this works in characteristic
different from 2 with minimal changing even for non simply laced root system. For, the central assumption
is that if α < β ∈ Ψ and (α, β) 6= 0, then there is γ ∈ Φ+ such that the support of uγ(t).eα contains β.
As we said, this is true for simply laced root systems in any characteristic and for all root systems if the
characteristic is not 2. If the characteristic is indeed 2 and the root system is not simply laced, not only
the proof fails, but the claim is false. We will see this in the chapters dedicated to type BC root systems.

This result easily implies the following parametrization.

Theorem 4.2. There is a correspondence:

{S orthogonal | S ⊆ Ψ} ↔ B-orbits in pu

S 7→ BeS

Proof. We know that the B-orbits and the BL-orbits coincide and BL = BωP where ωP is the longest
element in WP . By definition Φ+(ωP ) = Ψ and the claim follows.

Remember that a parametrization of the Bv-orbits also gives a parametrization of the B-orbits in the
Hermitian symmetric variety G/L:

Theorem 4.3. There is a correspondence

{
(v, S) | v ∈ WP , S ⊆ Φ+(v), S orthogonal

}
↔ B-orbits in G/L

(v, S) 7→ BvxS

In the setting of simply laced root systems we will say that a pair (v, S) with v ∈WP and S ⊆ Φ+(v)
is admissible if S is orthogonal. We will denote the set of admissible pairs with VL. From the theorem
above and [3, Proposition 4.7] the admissible pairs parametrize the B-orbits in G/L regardless of the
characteristic of the base field K.

It is now natural to ask if the Bruhat order on the B-orbits depends on the characteristic. The answer
is no, but instead of proving the characterization directly, we will show that both orders agree as orders
on VL. In the last part of this chapter, most proofs will mirror the equivalent proofs in [3]. The most
important original result is Lemma 4.6 which in [3] derives from the existence of an involution that fixes
L which we do not have in characteristic 2.

To start, fix a simple root α ∈ ∆. Consider the minimal parabolic subgroup PS where S = {α} which
we will denote for simplicity with Pα. Recall that we can let Pα act on BvxR on the left, obtaining
PαvxR which is the union of, at most, three B-orbits, one of which is open and dense in PαvxR.

Definition 4.4. Consider PαvxS ⊇ BvxS and define

mα(v, S) + (u, T ) if and only if BuxT is open in PαvxS

Eα(v, S) + {(u, T ) 6= (v, S) admissible | mα(u, T ) = (v, S)}

Notice that from the correspondence between subsets of ∆ and parabolic subgroups containing B
we know that Pα = B ∪ BsαB which can also be written as Pα = Bsα ∪ BU−α where U−α is the one
parameter subgroup associated to −α.

Theorem 4.5. Let v ∈WP and S, T ⊆ Φ+(v) be orthogonal subsets. If BveS ⊇ BveT then σv(S) ≥ σv(T ).
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Proof. By Theorem 3.12 we have BvgT v
−1B ⊆ BvgSv−1B. Hence, Bgv(T )B ⊆ Bgv(S)B and that implies

σv(T ) ≤ σv(S).

Notice that with the correspondence BveS ←→ BvxS which preserves the Bruhat order we also get
that BvxS ⊆ BvxT implies σv(S) ≤ σv(T ).

We will use for simplicity a property that is true only in the simply laced case. Suppose that α, β ∈ Φ
are not orthogonal. Then it must be

〈α, β〉 = 〈β, α〉 = ±1

So we have

sα(β) = β − 〈β, α〉α =

{
β − α if (β, α) > 0
β + α if (β, α) < 0

We will need a technical lemma.

Lemma 4.6. Let (v, S) be an admissible pair and α ∈ ∆ a simple root. If sασv(S) < σv(S) then
Eα(v, S) 6= ∅.

Proof. Recall that sασv(S) < σv(S) if and only if vσSv
−1(α) = σv(S)(α) < 0. Denote β = v−1(α). There

are three cases:

Case β ∈ Ψ: Note that β /∈ Φ+(v) because v(β) = α > 0. Consider

X = {α ∈ S | sα(β) 6= β} = {α1, . . . , αn}

Then vσS(β) = vσX(β) = v(β − α1 − · · · − αn) because elements of Ψ can’t be summed. But now
v(β−α1−· · ·−αn) = α−v(α1)−· · ·−v(αn) and v(αi) < 0 for every i, so v(β−α1−· · ·−αn) > 0.
This contradicts the hypothesis;

Case β ∈ −Ψ: Note that −β ∈ Φ+(v). If we define X as above we have

vσS(β) = vσX(β) =

{
v(β + α1 + · · ·+ αn) = α+ v(α1) + · · ·+ v(αn) if − β /∈ S
v(−β) if − β ∈ S

It follows that vσS(β) < 0 if and only if X 6= ∅.

Consider Pα = Bsα ⊔BU−α. Then

PαvxS = BsαvxS ⊔BU−αvxS

= BsαvxS ⊔BvU−βxS

= BsαvxS ⊔BvxS ∪
⋃

t∈K∗

Bvu−β(t)xS

We have sαv < v and sαv ∈WP so BsαvxS can’t be the open orbit.

Note that u−β(t) = exp(te−β), so u−β(t)xS = exp(eS + te−β).

Now if −β ∈ S, then

Bv (eS + te−β) =

{
BveS if t 6= −1
BveS\{−β} if t = −1

So if we set S′ = S \ {−β}
PαvxS = BsαvxS′ ⊔BvxS′ ⊔BvxS

Then the open B-orbit in PαvxS is BvxS and {(sαv, S
′), (v, S′)} = Eα(v, S).

Suppose −β /∈ S. We know that there is α ∈ S such that (α,−β) > 0. But −β is maximal in Φ+(v)
so there exist γ ∈ ∆P such that −β = α+ γ. So for every t ∈ K there is an s ∈ K such that

uγ(s).eS = exp(eS + te−β)

Hence
PαvxS = BsαvxS ⊔BvxS∪{−β}

and BveS∪{−β} = BveS is the open orbit. We obtain {(sαv, S)} = Eα(v, S).
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Case β ∈ ∆P : As a first thing, note that this is the only remaining case. In fact if β ∈ ΦP , then β
must be positive and if β = γ1 + · · · + γn is the decomposition in simple roots, then v(β) = α =
v(γ1) + · · ·+ v(γn) and this is absurd because v(γi) > 0 for every i ∈ {1, . . . , n}.

We have sαv = vsβ so [sαv]
P = v where [sαv] is the representative in WP of the coset sαvWP in

W .

There are four subcases depending on if β can be added or subtracted to roots in S. Remember
that β can be added or subtracted at most to a single root and it can’t be added and subtracted
to the same root.

β can’t be added nor subtracted to any root in S

In this case β is orthogonal to S. So vσS(β) = v(β) > 0. Hence, this case is impossible;

β can be added but not subtracted to a root in S

Denote with γ the root such that γ + β ∈ Φ. We have vσS(β) = v(γ + β) and γ + β ∈ Φ+(v)
follows. Write Pα = Bsα ⊔BU−α

PαvxS = BsαvxS ⊔BvU−βxS

= Bvxsβ (S) ⊔BvxS ⊔
⋃

t∈K∗

Bv exp(u−β(t).eS)

where we used the fact that sβ ∈ L and U−β ⊆ L.

We have Bv exp(u−β(t).eS) = BvxS for every t and sβ(S) = S′ ∪{γ + β} where S′ = S \ {γ},
so sβ(S) 6= S.

If we compute the involutions we get

σvsβ(S) = σsαv(S) = sασv(S)sα = sα ◦ σv(S)

The orbits BvxS and Bvxsβ(S) must be comparable. Using Theorem 4.5 we find that BvxS ⊇
Bvxsβ(S) so {(v, sβ(S))} = Eα(v, S);

β can be subtracted but not added to a root in S

Denote with γ the root such that γ − β ∈ Φ. As before we have vσS(β) = v(β − γ), but then
both v(β) = α and v(−γ) are positive, so this case is impossible.

β can be subtracted and added to two roots in S

Denote with γ+ the root such that γ++β ∈ Φ and with γ− the root such that γ−−β ∈ Φ. We
have vσS(β) = v(β + γ+ − γ−) < 0 so the root β + γ+ − γ− which is in ΦP must be negative.
The orbit PαvxS can be again decomposed as

PαvxS = Bvxsβ (S) ⊔BvxS ⊔
⋃

t∈K∗

Bv exp(u−β(t).eS)

Consider Bvu−β(t).eS . Given that δ = γ− − β − γ+ is positive we have

uδ(t)eγ+ = eγ+ + ate(γ−−β)

where a 6= 0 is a constant. Note that u−β(t).eS = eS + ate(γ−−β) as well. It follows that for
every t0 ∈ K∗ there is a t such that

uδ(t)eS = u−β(t0).eS

Again, in PαvxS we have two orbits BvxS and Bvxsβ(S) and they must be comparable.
They are different because sβ(S) = S′ ∪ {γ+ + β, γ− − β} where S′ = S \ {γ+, γ−} and
γ+ + β 6= γ+, γ−.

By computing the involutions we obtain as before

σvsβ(S) = sασv(S)sα = sα ◦ σv(S) < σv(S)

So by Theorem 4.5 BvxS is the open orbit and {(v, sβ(S))} = Eα(v, S).
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From this we can compute the dimension of the orbits.

Lemma 4.7. Let (v, S) ∈ VL. Then dimBvxS = #Ψ+ L(σv(S)).

Proof. We know by 4.6 that
σv(S)(α) < 0⇒ Eα(v, S) 6= ∅

Now take an orbit BvxS and suppose σv(S) = Id which means S = ∅. Then BveS = Bv.0 is the minimal
Bv-orbit in pu and it is easy to see that is dimension is #Ψ −#Φ+(v). It follows that dimBvxS = #Ψ
and BvxS is also a minimal orbit in G/L.

Now suppose L(σv(S)) = l > 0 and fix α ∈ ∆ such that Eα(v, S) 6= ∅ which we know exists. Then by
induction if (u,R) ∈ Eα(v, S) we have

dimBvxS = dimBuxR + 1 = #Ψ+ L(σu(R)) + 1 = #Ψ+ L(σv(S))

Note that this coincide with the dimension formula in [3]
We see that the set VL of admissible pairs for a simply laced root system doesn’t depend on the

characteristic of the base field. This set already admits an order which was given by Gandini and Maffei
in [3] and that we will repeat here.

Definition 4.8. Let (u,R), (v, S) ∈ VL. We say that (u,R) ≤ (v, S) if and only if σu(R) ≤ σv(S) and
[vσS ]

P ≤ [uσR]
P ≤ u ≤ v.

Note that the inequality [uσR]
P ≤ u is always true because u(R) < 0. By [3, Theorem 1.3] the order

is equivalent to the Bruhat order of the respective orbits if the characteristic is not 2.
From now until the end of this section, we will write (u, S) ≤ (v,R) for the definition above, (u, S) ≤2

(v,R) for the order induced on VL by the Bruhat order in characteristic 2 and (u, S) ≤ 6=2 (v,R) for the
order induced on VL by the Bruhat order in characteristic different from 2 We have the following result:

Theorem 4.9 (Theorem 1.3, [3]).

(u,R) ≤ (v, S)⇔ (u,R) ≤ 6=2 (v, S)

Following [4] we can let ∆ act on VL by stipulating that m(α).(v, S) = mα(v, S). Note that this is
visually the same definition as in the characteristic different from 2 case, but right now we don’t know if
the mα(v, S) coincide. Thankfully, they do.

Lemma 4.10. Suppose that we have no limitation on char(K). Fix (v, S) ∈ VL and α ∈ ∆. Denote
β = v−1(α). We have:

1. if σv(S)(α) < 0, then mα(v, S) = (v, S).

2. if sαv < v, then mα(v, S) = (v, S′) where S′ = S ∪ {−β} if −β and S are orthogonal and S′ = S
otherwise;

3. if v < sαv ∈ WP , then mα(v, S) = (sαv, S
′) where S′ = S ∪ {β} if S and β are orthogonal and

S′ = S otherwise;

4. if β ∈ ∆P and σv(S)(α) > 0, then mα(v, S) = (v, S′) where

S′ =

{
sβ(S) if sβ(S) 6= S
the representative of the Bv-orbit of u−β(1).eS otherwise

Moreover, in the last case the result doesn’t depend on the characteristic of the base field,

Proof. 1. If char(K) = 2 the result follows from Lemma 4.6. If char(K) 6= 2 it follows from [4, Lemma
7.4].
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2. Note that this implies −β ∈ Φ+(v). Consider Pα = Bsα ∪BU−α. Then

PαvxS = BsαvxS ∪BU−αvxS

= BsαvxS ∪BvU−βxS

= BsαvxS ∪BvxS ∪
⋃

t∈K∗

Bvu−β(t)xS

Now BsαvxS ≤ BvxS because sαv < v and u−β(t)xS = exp(eS + te−β). If −β ∈ S the last orbit
is equal to BvxS except when t = 1 in which case is Bvu−β(1)xS = BvxS\{−β}. This last orbit is
clearly smaller than BvxS .

If instead −β /∈ S suppose that −β and S are orthogonal. Then it is clear that Bvu−β(t)xS =
BvxS∪{−β} for every t ∈ K∗ and the claim follows because BvxS∪{−β} ≥ BvxS .

Suppose now −β /∈ S and that there is γ such that −β − γ = δ ∈ ΦP (note that −β is maximal
in Φ+(v)). Then uδ(s) acts as the identity in S \ {γ} and sends eγ to eγ + ase−β where a 6= 0. It
follows that for every t there is s ∈ K such that uδ(t).(eS + te−β) = eS and the claim follows.

3. Note that β is minimal in Ψ \ Φ+(v) and maximal in Φ+(sαv). Consider Pα = B ∪BsαUα Then

PαvxS = BvxS ∪BsαUαvxS

= BvxS ∪BsαvxS ∪
⋃

t∈K∗

Bsαuα(t)vxS

= BvxS ∪BvsαxS ∪
⋃

t∈K∗

Bsαvuβ(t)xS

We have sαv > v and sαv ∈WP so BvxS can’t be the open orbit.

As before uβ(t)xS = exp(eS + teβ). By reasoning as in the point above, the claim follows.

4. We have sαv = vsβ so [sαv]
P = v where [sαv] is the representative in WP of the coset sαvWP in

WP .

Write Pα = Bsα ∪BU−α

PαvxS = BsαvxS ∪BvU−βxS

= Bvxsβ(S) ∪BvxS ∪
⋃

t∈K∗

Bv exp(u−β(t).eS)

where we used the facts that sβ can be represented by an element in L and U−β ⊆ L.

Suppose sβ(S) 6= S. Then σvsβ(S) > σv(S) and by Lemma 4.7 Bvxsβ (S) must be the open orbit in
PαvxS given that its dimension is higher then the dimension of BvxS .

Hence, suppose sβ(S) = S. As a first thing, note that the support of u−β(1).eS is S if there
is no γ ∈ S such that γ − β ∈ Φ and it is S ∪ {γ − β} otherwise. We claim that, in this last
case, the support uniquely determines the orthogonal subsets S′ that parametrizes the Bv-orbit. In
particular, the result is independent from the characteristic of K.

To see this note that u−β(t).eS = eS + keγ−β where k ∈ K∗ depends on t and our choices of base
vectors in the root spaces. Now, γ is certainly not orthogonal to γ−β and there is at most another
root δ ∈ S that is not orthogonal to γ − β. In this last case, it must be δ + β ∈ Φ, so (δ, β) < 0
and (γ − β, δ) > 0. Suppose at first that such δ doesn’t exist and let uβ(s) act on eS + keγ−β. It
must be uβ(s). (eS) = eS , so there is s ∈ K∗ such that uβ(s). (eS + keγ−β) = eS\{γ} + keγ−β. The
set (S \ {γ}) ∪ {γ − β} is orthogonal and the claim follows.

Suppose then that such a δ is in S. Then τ = γ − β − δ ∈ ΦP . If τ is positive Uτ ⊆ B, so we can
act with uτ (s) on eS + keγ−β without changing the B-orbit. Note that τ is orthogonal to all roots
in S except δ and γ. Moreover, clearly δ + τ = γ − β ∈ Φ+, so τ can be added to τ , which implies
that it cannot be added to γ. It follows that uτ (s) acts as the identity on the root spaces of every
root in S \ {δ}. It is then easy to see that there is an s ∈ K∗ such that uτ (s). (eS + keγ−β) = eS .
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Suppose at last τ negative, so −τ positive. We still have s ∈ K∗ such that uβ(s). (eγ + keγ−β) =
keγ−β, but for such an s it must be uβ(s).eδ = eδ+k′eδ+β for some k′ ∈ K∗. Then uβ(s). (eS + keγ−β) =
eS\{γ} + keγ−β + k′eδ+β . If we now let u−τ (r) act on eS\{γ} + keγ−β + k′eδ+β we see that it is
actually the identity on eS\{γ} and even on k′eδ+β because τ can be added to δ + β, so it can’t be
subtracted. We then can easily find r ∈ K∗ such that

u−τ (r)uγ(s). (eS + keγ−β) = eS′ + keγ−β + k′eδ+β

where S′ = S \ {γ, δ}. The set S′ ∪ {γ − β, δ + β} is orthogonal because

(γ − β, δ + β) = (γ, δ)
︸ ︷︷ ︸

0

+(−β, δ)
︸ ︷︷ ︸

1

+(γ, β)
︸ ︷︷ ︸

1

− (β, β)
︸ ︷︷ ︸

2

= 0

This completes the proof.

This lemma clearly proves that the value of mα(v, S) doesn’t depend on the base field.
We can also define a length function l : VL −→ N as l(v, S) = dimBvxS−dwhere d = min(v,S)∈VL

dimBvxS .
By Lemma 4.7 and [3, Formula 1], this definition doesn’t depend on the characteristic of the base field.

To conclude, we need a definition from [4]. Let � be an order on VL.

Definition 4.11 (One-step property). Let x ∈ VL and α ∈ ∆ such that m(α).x 6= x. Then y � m(α).x
if and only if at least one of the following is true:

1. y � x;

2. there is z such that m(α).z = m(α).y and z � x;

We also need this important result.

Theorem 4.12. Let � be an order on VL such that:

1. x � m(α).x;

2. if x � y then m(α).x � m(α).y;

3. if x � y and l(y) ≤ l(x), then x = y

In this case we say that � agrees with the action of ∆. Suppose also that � has the one-step property.
Then

(u,R) � (v, S)⇔ (u,R) ≤ (v, S)

Proof. By Section 6 of [4] the order � coincides with what Richardson and Springer call the standard
order, which in turn ( [4, Theorem 7.11]) coincides with the order ≤ 6=2 on VL. We use Theorem 4.9 to
conclude.

Finally, we need a general result from [6].

Lemma 4.13 (Lemma 2, [6]). Let G act on a variety V . Suppose H ⊆ G is closed and U ⊆ V be a
closed subset of V invariant under H. If G/H is complete, then G.U is closed.

We can finally obtain the characterization of the Bruhat order in G/L we were looking for:

Theorem 4.14. Let (u,R), (v, S) ∈ VL. Then

(u,R) ≤ (v, S)⇔ (u,R) ≤2 (v, S)

Proof. We want to prove the correspondence with Theorem 4.12. Then, we need to show that ≤2 agrees
with the action of ∆ and that it has the one-step property. The first part is clear, because the action of
∆ is exactly the action of the minimal parabolic subgroups and the length function l is the dimension up
to a constant. We need to show that ≤2, which is the Bruhat order, verifies the one-step property. From
Theorem 4.13 with G = Pα and H = B we obtain that PαO is closed. But O =

⋃

O′≤OO
′, so

PαO = PαO =
⋃

O′≤O

PαO
′
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Then take (v, S) and α such that mα(v, S) 6= (v, S) and fix (u,R) ≤2 mα(v, S). This means BuxR ⊆
PαvxS . By what we said above this implies that there is Bv′xS′ ⊆ BvxS such that BuxR ⊆ Pαv

′xS′ .
Hence, mα(u,R) = mα(v

′, S′). This proves the one-step property and the theorem.

It follows that the characterization of the Bruhat order doesn’t depend on the characteristic. The
final result is the following:

Theorem 4.15.

BuxR ≤ BvxS ⇔ σu(R) ≤ σv(S) and [vσS ]
P ≤ [uσR]

P ≤ u ≤ v

5 The parametrization in the type B case

Let K be an algebraically closed field of characteristic 2 and G a connected, reductive, linear algebraic
group over K with a type B root system.

We can define a realization of this root system in the following way: take in Rn the sets of vectors
{±e1, . . . ,±en}1≤i≤n and {±ei ± ej}1≤i,j≤n

where ei is the canonical base. We may choose as a base

{e1 − e2, . . . , en−1 − en, en}. The highest root θ is e1 + e2 = (e1 − e2) + 2(e2 − e3) + · · · + 2en, so the
subset Ψ is

Ψ = {e1 ± ei}2≤i≤n ∪ {e1}

Note that roots in Ψ are always comparable and that there is a unique short root α0 = e1. Moreover,
no root in Ψ is orthogonal to α0 while if α is long then there is a unique root α⊥ that is orthogonal to
α. If α < α⊥ we have α < α0 < α⊥.

Thanks to Lemma 3.1 we know that if α0 is the short root in Ψ and β ∈ ΦP , then

uβ(t).eα0 = eα0 for every t ∈ K

If, instead, α ∈ Ψ, α 6= α0 and β ∈ Φ then

uβ(t).eα = eα + aβ,αteα+β + bβ,αt
2eα+2β

where aβ,γ 6= 0 (respectively, bβ,γ 6= 0) if and only if α+ β ∈ Φ(respectively, α+ 2β ∈ Φ).
Recall that if x =

∑

α∈Ψ aαeα ∈ pu the set Supp(x) = {α ∈ Ψ | aα 6= 0} is called the support of x. If
M is a subset of pu, the support of M is the union of Supp(x) for every x ∈M . If we are talking about Bv-
orbits, with a slight abuse of notation we will write Supp(O) while meaning Supp(O)\{α ∈ Ψ | v(α) > 0}.
In fact, by the action of the subgroups Bv, {α ∈ Ψ | v(α) > 0} ⊆ Supp(O) for every orbit O.

Theorem 5.1. Fix v ∈ WP and consider the family

Hv =
{
S ⊆ Φ+(v) | S is orthogonal or S = {α0, α0 + γ} with α0 short and γ ∈ Φ+

P

}

Then there is a bijection

Hv ←→ {Bv-orbits in pu}

S ←→ BveS

Proof. We will first show that the map is surjective. Fix an orbit O and an element x ∈ O. Then
S = Supp(x) has a minimal root α. If S = {α} we are done, because if x = xα = teα for some t ∈ K∗,
then eα ∈ T.xα. The same is true if S is orthogonal, because orthogonal roots are indipendent.

Suppose #S 6= 1.
If α is long, then for every root β ∈ (S \ {α}) it is either β = α⊥ or there is γ ∈ Φ+

P with β = α+ γ.
If S =

{
α, α⊥

}
, then S is orthogonal.

So, suppose we are not in this situation and consider the minimal β ∈ (S \ {α}) such that β = α+ γ.
Then it is either uγ(t).eα = eα + ateβ or uγ(t).eα = eα + ateβ + bt2eα+2γ where in both cases a 6= 0. In
both cases, there is t ∈ K∗ such that β /∈ Supp(uγ(t).x) and, to be more precise

Supp(uγ(t).x) ∩Ψ≤β = (Supp(x) ∩Ψ≤β) \ {β}
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We can then inductively eliminate all roots such that (β, α) 6= 0 until we are left with an element x ∈ O
such that S = Supp(x) is orthogonal. Now acting with T as before we get that eS ∈ O.

Suppose instead α short. If β is the minimum root in S \ {α}, then β = α + γ for some γ ∈ Φ+
P . If

S = {α, β}, then α and β are linearly indipendent as vectors in Rn so, like before, there is t ∈ T with
t.x = eS .

If S ) {α, β} note that (Bu ∩ L) .eα = eα. In fact for every γ ∈ Φ+
P for which α0 + γ ∈ Φ, then also

α0 − γ ∈ Φ and Lemma 3.1 implies that every element in Bu ∩ L acts trivially. Note that this is true
only in characteristic 2.

Hence, just like the case above, for every β′ ∈ (S \ {α, β}) we can find γ ∈ Φ+
P and t ∈ K∗ such that

Supp(uγ(t).x) = S \ {β′}. It follows that O = BveS with S = {α, β}.
We will now show the injectivity. Suppose S,R ∈ Hv and O = BveS = BveR. Note that it must be

minS = minR = min Supp(O)

Denote α = min Supp(O). If α is not the short root, then both S and R must be orthogonal and, by
Theorem 3.13, Bσv(S)B = Bσv(R)B, so σv(S) = σv(R) and S = R.

Now suppose α short and Supp(O) 6= {α} or we would celarly have S = R = {α}. Then we may
consider β = min {Supp(O) \ {α}}. Given that Span(eα) is (Bu ∩ L)-stable, it follows that β ∈ S and
β ∈ R, so it must be

S = {α, β} = R

6 The parametrization in the type C case

Let K be an algebraically closed field of characteristic 2. Suppose that G is a connected, reductive, linear
algebraic group over K with a type C root system. Fix T ⊆ B a maximal torus and a Borel subgroup.
For our examples, we will take G = Sp(2n,K), T the diagonal matrices in G and B the upper triangular
matrices in G. With these choices, the only parabolic subgroup that verifies the hypothesis is

P =

{(
A B
0 C

)

∈ Sp(2n,K) | A,B,C ∈M(n,K)

}

We will make use of the following realization of the root system in Rn

Φ = {±ei ± ej | i 6= j} ∪ {±2ei}

where e1, . . . , en is the canonical base of Rn. As a (ordered) base of such root system we choose the
set ∆ = (e1 − e2, . . . , en−1 − en, 2en).

If we label the roots of ∆ as (α1, . . . , αn−1, αn) the longest root is 2α1 + 2α2 + · · ·+ 2αn−1 + αn. It
follows that

Ψ = {ei + ej}1≤i<j≤n
∪ {2ei}1≤i≤n

As before we have that if uα(t) is the one-parameter subgroup of α, then

uα(t).xβ = xβ + atxβ+α + bt2xβ+2α

for some a, b ∈ F and a = 0 if and only if β+α /∈ Φ or both β+α ∈ Φ and β−α ∈ Φ. Note that in both
cases b = 0, too.

Moreover, note that if β is long and α is short and there is γ ∈ Φ+
P with α+γ = β, then also α−γ ∈ Φ.

In fact, sα(α+γ) = α+γ−〈α, α+γ〉α and 〈α, α+γ〉 = 2, so γ−α = sα(β) ∈ Φ. This implies (α, γ) = 0.
In our example, the algebra pu is the set

p
u =

{(
0 M
0 0

)

∈ sp(2n,K) |M ∈M(n,K)

}

It is easy to see that

(
0 M
0 0

)

∈ sp(2n,K) if and only if M is symmetric with respect to the anti-

diagonal, that is Mi,j = Mn−j+1,n−i+1. For this reason, we will represent the matrix M with only the
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upper-left entries in the following way (here is n=5)

M =

1 1 0 1 0

0 0 1 1

1 1 0

1 1

1

Every root space is generated by an element with 0 ∈ K in every square but one, e.g.

M =

0 1 0 0 0

0 0 0 0

0 0 0

0 0

0

In particular, if we number the row and the column starting from the upper right vertex

M =

5 4 3 2 1

0 1 0 0 0 1

0 0 0 0 2

0 0 0 3

0 0 4

0 5

then the root space whose generator has a 1 ∈ K in row i and column j with respect to this numbering is
relative to the root ei + ej while if the 1 is in position (i, i) it corresponds to the root 2ei. For simplicity,
from now on an empty square will mean a square with the zero element of K while a • will mean every
element different from the zero element. The previous matrix will then become

M =

•

Note that this notation shouldn’t generate ambiguity because in our examples the roots will be linearly
independent, so the B-orbit will not depend on the specific values of •.

Given that there are one to one correspondences between roots in Ψ, root spaces in pu and generators
of root spaces up to multiplication by scalars, we will often denote a root with the correspondent diagram,
for example if M is the diagram above, then M = e1 + e4.

A first result that we can prove thanks to the realization is the next one.

Proposition 6.1. Let S ⊆ Ψ be a subset of short roots. Then for every b ∈ B the support Supp(b.eS)
contains only short roots.

Proof. Note that if S = {β1, . . . , βn}, then Supp(b.eS) ⊆
⋃n

i=1 Supp(b.eβi
). It follows that we can suppose

that S = {β} and β = ei + ej with i < j.
We can write b = txα1 · · ·xαn

with t ∈ T and xαi
∈ Uαi

. Note that the action of t doesn’t change the
support, so we can suppose t = Id. We will prove the claim by induction on n.

Suppose n = 1, then b = uα(t). But now β + α is a long root if and only if α = ei − ej and
β − α = 2ej ∈ Φ, so b.eβ = eβ by Lemma 3.1. Now suppose n > 1 and consider b′ = xα2 · · ·xαn

. By
induction we have that Supp(b′.eS) contains no long root and for every (short) root β′ ∈ Supp(b′.eS) we
have that Supp(xα1 .eβ′) contains no long root. It follows that Supp(b.eS) contains only short roots as
well.
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For every short root α = ei + ej ∈ Ψ there are only two long roots in Ψ that are not orthogonal with
α, namely 2ei and 2ej. Of them, one is bigger and one is smaller than α. We will denote the former with
s(α). In the cases where α is long we will define s(α) = α.

Now, fix an element v ∈WP . We will now define a family of representatives for the Bv-orbits on pu.

Definition 6.2. Let Φ+(v) = {α ∈ Ψ | v(α) < 0} and S ⊆ Φ+(v). Then S is admissible (for v) if S can
be partitioned as X(S) ⊔ Z(S) where:

(i) X(S) is orthogonal;

(ii) every element of Z(S) is a long root β and for every β ∈ Z(S) exists a α in X(S) and γ ∈ Φ+
P

verifying β = α+ γ. This element is unique, so define p(β) = α;

It is quite clear that the partition S = X(S)⊔Z(S) must be unique. For,X(S) = Ss∪{β ∈ Sl | β and Ss are orthogonal}.
Moreover, if β ∈ Z(S), the element p(β) must be unique because if α, γ are both short roots that are not
orthogonal to β it must be (α, γ) 6= 0.

Now, fix a root α ∈ Ψ. With the notation above, the roots smaller than α are on the lower left
(symbol ·) while the roots that are bigger are on the upper right (symbol ◦).

◦ ◦ ◦

· · • ◦

· · ·

· ·

·

To keep the diagrams simple, we will always make our examples by fixing v = wP the longest element in
WP .

Now analyse the following diagrams

a1)

X1 Z1

X2 Z2

a2)

X1

X2 Z2

b1)

X1 Z1

X2

b2)

X1

X2

where we denoted with Xi the roots that are in X(S) and with Zi the roots in Z(S). It is easy to see
that they are all admissible. Moreover a1) and a2) generate the same Bv-orbit and the same can be said
for b1) and b2). To see this we will show that there is b ∈ BL that sends a2) to a1) . Recall that with
our conventions we have:

X1 = e1 + e5 Z1 = 2e1 X2 = e2 + e4 Z2 = 2e2

Then ue1−e2(t) acts as the identity on X1 and sends e{X2,Z2} to e{X2,Z2} + atee1+e4 + btee1+e2 + ct2e2e1
for fixed non-zero a, b, c ∈ K∗. Now the subgroups uei−e5(s) for i = 2, 4 act as the identity on all the
roots except X1 and we can use it to delete the components along ee1+e4 and ee1+e2 .
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Schematically

•

• •
ue1−12 (t)−−−−−−→

• • • •

• •
ue4−15 (s),ue2−e5(r)−−−−−−−−−−−−−→

• ◦ ◦ •

• •

For b1) and b2) the reasoning is similar. It follows that to get the uniqueness we need to be stricter.

Definition 6.3. Let S = X(S) ⊔ Z(S) be admissible for v. Then S is full admissible if the following is
true:

for every β ∈ S long and γ ∈ S short with s(γ) ∈ Φ+(v) and s(γ) > β either s(γ) ∈ Z(S) or β ∈ Z(S)
and p(β) < γ.

Now it is easy to see that a1) and b1) verify Definition 6.3 while a2) and b2) don’t. Moreover, we can
complete an admissible set S to a full admissible one by adding all the long roots of the form β = s(α) for
α ∈ Ss for which there is γ ∈ Sl with γ < β and either γ ∈ X(S) or p(γ) ≮ α. Actually, that is exactly
how we can obtain, respectively, a1) from a2) and b1) from b2). In fact, the example above which can be
easily extended to generic admissible sets shows us the following:

Lemma 6.4. Let S be admissible for v and S its full admissible completion. Then BveS = BveS.

Now, if S = X ⊔ Z is full admissible we will say that a root β ∈ Z is essential if S \ {β} is still full
admissible. From the construction above it is easy to see that if β is not essential then S \ {β} is still
admissible and the elements eS and eS\{β} are in the same orbit. In fact, in this case S is the completion
of S \ {β} in the sense above.

Moreover, note that if β ∈ S is essential in S and β < α ∈ Ψ, then β is essential also in S ∩
{γ ∈ Ψ | γ < α}.

Now suppose S admissible. The following easy lemma will be useful later.

Lemma 6.5. Let S be admissible for v and β ∈ Φ+(v) maximal. Then the elements of S ∪ {β} are
linearly independent in Φ⊗ R.

Proof. For every βi ∈ Z(S) there is γi ∈ Φ+
P such that p(βi) + γi = βi. Then S is linearly independent if

and only if S′ = (S \
⋃
{βi}) ∪

⋃
{γi} is linearly independent. But this is clear because the elements of

S′ are all pairwise orthogonal.
Now, if β = 2ei is long the claim is clear because at most a root in S is not orthogonal to β. Suppose

now β = ei + ej with i < j. Note that 2ei > β, so 2ei /∈ S. It follows that there are at most three roots
in S which are not orthogonal to β. They must be of the form ei+ ek, ej + eh and 2ei and it is clear that
these are independent.

The following lemma is the key to prove that the full admissible pairs parametrize the orbits. It
basically gives us an algorithm to obtain an admissible representative of an orbit. Then, we saw above
that we can complete it to a full admissible representative for the same orbit. Note that if R ⊆ Φ and
α ∈ Φ we will write R > α meaning that β > α for every β ∈ R.

Lemma 6.6. Suppose β ∈ Φ+(v) and S admissible such that for every α ∈ S, β ≮ α. Moreover, suppose
that S ∪ {β} is not admissible . Then there is u ∈ BL such that

Supp(ueS∪{β} − eS) > β

Proof. Note that if γ ∈ Supp(x) is minimal, then γ ∈ Supp(ux) for every u ∈ BL. It follows that the
thesis is equivalent to proving the existence of u ∈ BL such that

Supp(ueS − eS∪{β}) > β
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to see this, simply apply u−1 ∈ BL.
Now put X = X(S), Z = Z(S) and S′ = S ∪ {β} . It must be X ∪ {β} not orthogonal or S′ would

be admissible with partitions X(S′) = X ∪{β} and Z(S′) = Z. Similarly β must be short or X(S′) = X
and Z(S′) = Z ∪ {β} would be an admissible partition for S′. Then there exists γ ∈ Φ+

P and α ∈ X such
that β = α+ γ. Note that α′ + γ /∈ Φ for every α′ ∈ X \ {α}.

If α /∈ p(Z), then uγ(t).eS = eS + ateβ + bt2eβ+γ for some constant a ∈ K∗ and b ∈ K. It follows that
there is t ∈ K∗ for which

Supp(uγ(t).eS − eS∪{β}) > β

If there is δ ∈ Z with α = p(δ), we can have uγ(t).eδ 6= eδ if γ + δ ∈ Φ. But then the support of
uγ(t).eδ is {δ, δ + γ, δ + 2γ} and both β = α+ γ < δ+ γ and β < δ+ 2γ, so we can still find t ∈ K∗ such
that uγ(t).eS as the same properties as before.

Theorem 6.7. Every orbit O contains an element of the form eS where S is admissible.

Proof. Take an element x ∈ O. We can assume without loss of generality that S = Supp(x) ⊆ Φ+(v). If
S is admissible, there is an element t in the torus T such that t.x = eS , so the claim is proved. Suppose
S not admissible and define an ascending chain in S

{
S1 = min(S)
Si+1 = Si ∪min(S \ Si)

Put x =
∑

α∈S aαeα.
Given that S1 is orthogonal, there must be an i0 such that Si is admissible for every i ≤ i0 but

Si0+1 is not. Note that at most one long root can be in (Si0+1 \ Si0) because the long roots are always
comparable. So, if S = {β ∈ (Si0+1 \ Si0) | (Si0 ∪ {β}) is admissible} then Si0 ∪S is also admissible. We
may then suppose that S = ∅. Given that Si0 is admissible, we can suppose (by acting with the torus
T ) that aα = 1 for every α ∈ Si0 .

Now if β ∈ (Si0+1 \ Si0) we know by Lemma 6.6 that there is u ∈ BL such that u.eSi0∪{β} differs
from eSi0

by elements in root spaces relative to roots greater then β.
Then u.x is such that Sj(u.x) = Sj(x) for every j ≤ i0, but β does not appear in Supp(u.x). Moreover,

every root in Supp(u.x) \ Supp(x) is greater than β. By induction we obtain the thesis.

We have an easy corollary that comes directly from the proof of Theorem 6.7 and will be useful later.

Corollary 6.8. Let O be a Bv-orbit and x ∈ O. Suppose S ⊆ Supp(x) admissible such that for every
α ∈ (Supp(x) \ S) and for every γ ∈ S we have α � γ. Then, if β ∈ min (Supp(x) \ S) and S ∪ {β} is
admissible there is T ⊇ S ∪ {β} admissible such that O = BveT .

Proof. It is sufficient to apply the proof of Theorem 6.7 to x. For, if R = Supp(x) we have that S ⊆ Rj for
some j and given that (S ∪ {β}) is admissible there is x′ ∈ O with (S ∪ {β}) ⊆ Sj+1(x

′) admissible.

Even in characteristic 2 is well defined a P -equivariant map

exp: pu −→ P u

Recall that Bv = BL ⋉ Uv, hence if x 6= y ∈ O we have Bv exp(x)v−1B = Bv exp(y)v−1B and that if
S = Supp(x) is orthogonal, then Bv exp(x)v−1B = BvσSv

−1B where σS =
∏

α∈S sα is the involution
related to S.

Consider S = X∪Z admissible and recall that for every element α ∈ S there is at most another β ∈ S
such that (α, β) 6= 0. In this case, we can suppose α < β and we have α ∈ X , β ∈ Z. Denote γ = β − α.
We have sα(α + γ) = γ − α ∈ −Φ+(v) and sα+γ(α) = −γ ∈ Φ−

P . Note that this follows only from the
relative length of the roots involved, so it is true even in type B.

Lemma 6.9. Fix an orbit O = BveS where S = X ∪ Z is admissible for v. Then,

Bv exp(eS)v
−1B = BvσXv−1B = Bσv(X)B
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Proof. We have Bv exp(eS)v
−1B = Bv exp(eZ) exp(eX)v−1B. By hypothesis, v(S) < 0 so both v(−X)

and v(−Z) are in B. Recall that we can chose xα such that

exp(−x−α) exp(xα) exp(−x−α) = sα

where sα is a representative in the normalizer NG(T ) for the reflection relative to α. The sets X and Z
are orthogonal (relatively to themselves), so we can write:

Bv exp(eZ) exp(eX)v−1B = BvsZ exp(e−Z) exp(e−X)sXv−1B

Note that the terms exp(e−Z) and exp(e−X) commute so

BvsZ exp(e−Z) exp(e−X)sXv−1B = BvsZ exp(e−X) exp(e−Z)sXv−1B

= Bv exp(e−sZ(X))sZsX exp(e−sX (Z))v
−1B

Note now that −vsZ(X) > 0 because an element of X is either fixed by sZ or mapped in Φ−
P by the

discussion above and −vsX(Z) < 0 because every element in Z is mapped in −Φ+(v). We have

Bv exp(e−sZ(X))sZsX exp(e−sX (Z))v
−1B = BvsZsX exp(esX (Z))ssX (Z)v

−1B

= BvsZ exp(eZ)sXssX (Z)v
−1B

= Bv exp(e−Z)sZsXssX (Z)v
−1B =

= BvsZsXssX(Z)v
−1B

because −v(Z) > 0. The claim follows from sZsXssX (Z) = sZsX(sXsZsX) = sX .

It follows from Corollary 3.8 that if BveS = BveT with S and T admissible then X(S) = X(T ). To
prove the last part of the classification we will need the following technical lemma.

Lemma 6.10. Let S ⊆ Φ+(v) be admissible and ei + ej , 2ei ∈ Φ+(v) \ S such that

1. S < 2ei;

2. S ∪ {2ei, ei + ej} is admissible and 2ei is essential.

Suppose that there is b ∈ Bv such that S ∪ {2ei} ∈ Supp(b.eS). Then there is α ∈ Supp(b.eS) \ S such
that α < 2ei and α � ei + ej.

Proof. Write β = 2ei, p(β) = ei + ej and T = S ∪ {ei + ej}.
Consider the set

K = {b ∈ Bv | S ∪ {2ei} ∈ Supp(b.eS)}

which by assumption is non-empty. Given that T ∪ {β} is admissible, β must be orthogonal to S, so
S ∪ {β} must be admissible, too. By Corollary 6.8 and Lemma 6.9 for every b ∈ K there must be a
minimal root αb ∈ Supp(beS) such that S

⋃
{αb} is not admissible and αb < β.

Then the claim is equivalent to saying that

K ′ = {b ∈ K | αb ≥ e+ej} = ∅

Suppose by contradiction that K ′ 6= ∅ and fix b0 ∈ K ′ such that αb0 is maximal among the αb for
b ∈ K ′. Finally, denote for simplicity α = αb0 .

Note that α 6= ei + ej because S ∪ {ei + ej} is admissible. Then α = ei + ek with j > k > i. The
situation can be represented with the following diagram.

p(β) α β
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where the elements in S are not drawn, but we know they can’t be on the upper row. There must be
τ ∈ X(S) that is not orthogonal to α. More precisely, there is γ ∈ Φ+

P such that α = τ + γ. We will sign
with a ⋆ the possible positions of τ

p(β) α β

⋆

⋆ ⋆ ⋆

We claim that the one-parameter subgroup uγ(t) acts as the identity on eS\{τ}. This is clear if
s(τ) /∈ Z(S), so suppose s(τ) ∈ Z(S). It must be s(τ) = 2ek and τ = ek + eh with h > j because 2ei is
essential inS ∪ {2ei, ei + ej} and that’s the only way to have τ < ei + ej. Then γ = ei − eh and is again
the identity on e2ek . In our diagram this means that if s(τ) ∈ Z(S) then we cannot be in the following
situation

p(β) α β

τ s(τ)

because then β wouldn’t be essential.
Note that given how we defined α, every root in Supp(b0.eS) that is smaller than β is either greater

than α, α itself or in S, so uγ(t) must act as the identity on every such root different from τ . Hence,
there is t ∈ K∗ such that 2ei ∈ Supp(uγ(t)b.eS) and S ⊆ Supp(uγ(t)b0.eS), so b′ = uγ(t)b0 ∈ K. But
αb′ > α and that’s absurd because α = α0 was maximal.

Theorem 6.11. Let S, T ⊆ Φ+(v) be full admissible. Then

BveS = BveT if and only if S = T

Proof. Consider b ∈ Bv such that beS = eT . By Lemma 6.9 it must be X(S) = X(T ).
Suppose by contradiction that Z(T ) 6= Z(S) and consider β ∈ Z(T ) \ Z(S) such that if Mβ =

{α ∈ Ψ | α < β}, then S ∩Mβ = T ∩Mβ + M . The existence of such a root is assured without loss of
generality by switching S and T if needed.

Now, β is long, so it must be of the form β = 2ei and if p(β) = ei + ej ∈ X(T ), then ei + ej ∈ X(S)
also. Moreover, β must be essential. Denote M ′ = M \ {ei + ej}. Then 2ei ∈ Supp(beM ) and 2ei /∈
Supp(beei+ej ) by Lemma 6.1. It follows by Lemma 6.10 that there is α ∈ Supp(beM ′) \M such that
α < β and α � ei + ej. From this we obtain that α ∈ Supp (beS) and this gives a contradiction because
α /∈M .

7 The dimension of the Bv-orbits

We want to calculate the dimension of a Bv-orbit in pu or equivalently B-orbits in G/L.
We need the equivalent of Lemma 6.5 for the type B case.

Lemma 7.1. Let G be a connected, reductive, linear algebraic group with root system Φ of type B.
Suppose S ∈ Hv and β ∈ Φ+(v) maximal, β /∈ S. Then S ∪ {β} is linearly independent.

Proof. We know that S is either a single root, two orthogonal roots or of the type {α0, α0 + γ}. In the
first case, there is nothing to prove. Suppose now S =

{
α, α⊥

}
. Then α⊥ = α+ 2γ for some γ ∈ Φ+(v),

so suppose we have an equation

β = aαα+ aα⊥ (α+ 2γ) = α+ 2aα⊥γ

where we used the fact that the coefficient with respect to αP is 1 both for β and for α and it is 0 for γ.
This implies β = α⊥ or β = α+ γ = α0 and that’s absurd.

If S = {α0, α0 + γ} a similar reasoning brings to β = α0 + γ.
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In the next couple of paragraphs, we drop the hypothesis that the field K has characteristic 2.

Definition 7.2. For every v ∈WP let Sv = {Sv
i }i be a family of subsets Sv

i ⊆ Φ+(v) that parametrizes
the Bv-orbits in pu through the map Sv

i 7→ BveSv
i
. Let S be the family of these parametrizations. We

know that S parametrizes the B-orbits in G/L.
We will say that S is a good parametrization if:

1. for every u < v the map

Sv −→ Su

Sv
i 7−→ Sv

i ∩ Φ+(u)

is well-defined;

2. β maximal in Φ+(v) implies Sv ∪ {β} independent for every Sv ∈ Sv;

3. BveSv∪{β} = BveSv implies that there is b ∈ BL such that

Supp(beSv − eSv∪{β}) > β

Lemma 7.3. The following are good parametrizations:

1. the parametrization for the type B-case given in 5.1;

2. the parametrization for the type C-case given in 1.1;

3. the parametrization for the non-characteristic-2 cases given in [3]

We can now prove the dimension formula.

Theorem 7.4. Let S be a good parametrization and, with the notation above, fix v ∈ WP and S ∈ Sv.
Then, the dimension of BvxS is

dimBvxS = #Ψ+#Y (v, S)

where Y (v, S) =
{
β ∈ Φ+(v) | ∃b ∈ BL such that Supp(beS∪{β} − eS) > β

}
.

Proof. We will show the claim by induction on l(v). If l(v) = 0, then Y = ∅ and BvxS = BL/L ∼=
B/BL

∼= pu so the formula holds.
Now suppose l(v) > 0 and α ∈ ∆ such that sαv < v. Denote β = v−1(−α). Then Pα = Bsα ⊔BU−α,

so

PαvxS = BsαvxS\{β} ∪BU−αvxS

= BsαvxS\{β} ∪
⋃

t∈K

Bvuβ(t)xS

= BsαvxS\{β} ⊔BvxS ∪
⋃

t∈K∗

Bvuβ(t)xS

= BsαvxS\{β} ⊔BvxS∪{β} ⊔BvxS\{β}

where we used the fact that β /∈ Φ+(sαv) and that S ∪ {β} is independent.
The B-orbit BsαvxS\{β} can’t be the open one because if BsαvxS\{β} ⊇ BvxS then it follows

BsαvP ⊇ BvP and that’s impossible because sαv < v.
We show at first that β ∈ Y (v, S) if and only if BvxS = BvxS∪{β}. It is clear that if we take the

element b ∈ BL for which Supp(beS∪{β} − eS) > β, then Supp(beS∪{β} − eS) ∈ Ψ \ Φ+(v) which means
that BveS = BveS∪{β} and that’s the same as BvxS = BvxS∪{β}. On the other hand by 3 in definition
7.2 we have BvxS = BvxS∪{β} ⇒ BveS = BveS∪{β} ⇒ β ∈ Y (v, S).

It follows that, if β ∈ Y (v, S) then BvxS is the open orbit and

dimBsαvxS\{β} = dimBvxS − 1
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By inductive hypothesis dimBsαvxS\{β} = #Ψ+#Y (sαv, S). We conclude by noting that Y (sαv, S) =
Y (v, S) \ {β}.

If instead β /∈ Y (v, S), then Bv exp(eS + teβ) 6= BvxS and it is the open orbit. It follows

dimBsαvxS\{β} = dimBvxS

as before dimBsαvxS\{β} = #Ψ+#Y (sαv, S), but now Y (sαv, S) = Y (v, S) and we are done.

Corollary 7.5.

dimBveS = #
(
Ψ \ Φ+(v)

)
+#Y (v, S)

Proof. It is sufficient to note that #Φ+(v) = l(v).

Now consider the (good) parametrization of [3] in admissible pairs. We have two different ways of
computing the dimension, that is

dim(BvxS) = #Ψ+ L(σv(S))

and
dim(BvxS) = #Ψ +#Y (v, S)

This means that if the characteristic is different from 2 it must be

#Y (v, S) = L(σv(S))

It follows that studying how Y (v, S) varies for similar orbits when the characteristic is (or isn’t) 2 should
give us a more explicit formula.

We will study at first the case where the characteristic of the base field K is not 2. Then we will be
able to give another description of Y (v, S) that is more combinatoric

Lemma 7.6. If charK 6= 2 we have

Y (v, S) =
{
β ∈ Φ+(v) | β ∈ S or there is α ∈ S such that β − α ∈ Φ+

}

Proof. The containment ⊇ is clear whenever β ∈ S, while if there is α ∈ S such that β − α ∈ Φ+, then
β − α ∈ Φ+

P , so uβ−α(t) ⊆ BL and there is t ∈ K such that Supp(uβ−α(t).eS∪{β} − eS) > β. Note that
uβ−α(t) fixes all eγ with γ ∈ S, γ 6= α because of orthogonality.

For the converse, suppose β ∈ Y (v, S) but β /∈ S and for every α ∈ S either β−α is not a root or it is a
negative root. Then denote with vβ ∈ WP the smallest element for which β is maximal, or, equivalently,
the only element for which β is the maximum of Φ+(vβ) and put Sβ = S ∩ Φ+(vβ). By the fact that
β ∈ Y (v, S) we have b ∈ BL such that Supp(beS∪{β} − eS) > β, but BL ⊆ Bvβ so BvβeSβ

= BvβeSβ∪{β}

and that’s a contradiction because β is orthogonal to all α ∈ Sβ .

We saw that when the root system is of type B, the set of orbit is small enough to make viable a case
by case analysisis. Concordantly, it is possible to have a similar analysis for the dimension of the orbits.

Corollary 7.7 (Dimension formula for type B). If char(K) = 2 and the root system is of type B then

dim(BvxS) = #Ψ+H(v, S)

where

H(v, S) =







L(σv(S)) if S is orthogonal and S 6= {α0}
L(σv(sα0 )

)−# {α0 < α < γ} if S = {α0, γ}

L(σv(sα0 )
)−# {α ∈ Φ+(v) | α0 < α} if S = {α0}

We also have a similar result for the orbits in type C.

Theorem 7.8 (Dimension formula for type C). Fix v ∈WP and S full admissible for v. Then:

dim(BvxS) = #Ψ+ L(σv(X(S)))−#Ss +#Z(S)
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Proof. We can then apply theorem 7.4 to get

dim(BvxS) = #Ψ +#Y (v, S)

We want to give another description on Y (v, S). We claim that

Y (v, S) =
{
β ∈ Φ+(v) | β ∈ S or β is short and there is α ∈ X(S) such that β − α ∈ Φ+

}

The containment ⊇ is clear if β ∈ S, so suppose β short and α ∈ X(S) such that γ = β − α is a positive
root. Note that uβ−α(t) fixes all eγ with γ ∈ X(S), γ 6= α because of orthogonality and if s(α) ∈ S than
Supp(uβ−α(t).es(α) − es(α)) > β. Then there is t ∈ K such that Supp(uβ−α(t).eS∪{β} − eS) > β.

On the other hand suppose β ∈ Y (v, S), and suppose at first by contradiction that β /∈ S, β long.
Then, S being full admissible S∪{β} is admissible and its full admissible completion represent a different
orbit, so β /∈ Y (v, S).

Suppose instead β short and for every α ∈ X(S) either β − α is not a root or it is a negative root.
Then for every α ∈ X(S) either (α, β) = 0 or β < α. So, consider vβ ∈ WP the element such that
the unique maximal root in Φ+(vβ) is β. By the fact that β ∈ Y (v, S) we have b ∈ BL such that
Supp(beS∪{β} − eS) > β, but b ∈ Bvβ so BvβeS = BvβeS∪{β} and that’s a contradiction because β is
orthogonal to all α ∈ X(S) ∩Φ+(vβ).

We now recall that, by lemma 7.6,

L(σv(X(S))) = #
{
β ∈ Φ+(v) | β ∈ S or there is α ∈ S such that β − α ∈ Φ+

}

It follows that in this case #Y (v, S) is exactly L(σv(X(S))) minus the number of long roots β /∈ S such
that there is α ∈ S and β −α ∈ Φ+. This is exactly the number of short roots α in S for which s(α) /∈ S
or alternatively, the number of all short roots in S minus the number of roots in Z(S).
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