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Figure 1: Our HDR reconstruction of a challenging scene is shown in (c). The real tri-exposure quad-bayer (TEQ) input of
the scene, described in (g), and its sub-exposure images are shown in (a)'. Saturation, noise, spatial artifact, and motion blur
in the sub-exposure images are attributed to the quality degradation of an engineered-interpolation-based naive reconstruction
in (b). From (d) to (g), four exposure strategies for the HDR video are described.

Abstract

We propose a novel high dynamic range (HDR) video re-
construction method with new tri-exposure quad-bayer sen-
sors. Thanks to the larger number of exposure sets and their
spatially uniform deployment over a frame, they are more
robust to noise and spatial artifacts than previous spatially
varying exposure (SVE) HDR video methods. Nonetheless,
the motion blur from longer exposures, the noise from short
exposures, and inherent spatial artifacts of the SVE methods
remain huge obstacles. Additionally, temporal coherence
must be taken into account for the stability of video recon-
struction. To tackle these challenges, we introduce a novel
network architecture that divides-and-conquers these prob-
lems. In order to better adapt the network to the large dy-
namic range, we also propose LDR-reconstruction loss that
takes equal contributions from both the highlighted and the
shaded pixels of HDR frames. Through a series of compar-
isons and ablation studies, we show that the tri-exposure
quad-bayer with our solution is more optimal to capture
than previous reconstruction methods, particularly for the
scenes with larger dynamic range and objects with motion.

1T, M, and S on the color filter stand for long, middle, and short expo-
sures, respectively.

1. Introduction

Digital image sensors have a limited dynamic range (e.g.,
60 dB for mobile phone cameras), which is determined by
the full-well capacity, dark current, and read noise. The
constrained dynamic range often gives us unsatisfying por-
trait photographs with either excessively dark and noisy
faces or completely saturated backgrounds, and it is one of
the major issues that make photographing less enjoyable. To
mitigate the limit, high dynamic range (HDR) imaging was
introduced [0, 14] and has been under significant attention
for a couple of decades. In addition, HDR video [24, 22, 5]
is getting closer to our real life. It is not difficult to find TVs
that support HDR video, and video sharing platforms also
have started to stream HDR contents.

For the acquisition of HDR video, there have been three
major approaches. Temporally varying exposure (TVE),
also known as exposure bracketing, takes multiple shots of
a scene with different exposure settings as shown in Fig-
ure 1(d), and fuses one HDR frame by weighted-averaging
well-exposed pixels from adjacent frames. Unfortunately,
it suffers from ghosting artifacts [30, 11] for dynamic ob-
jects, and shows an intrinsic trade-off between motion and
dynamic range. This could be alleviated by a burst shot
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Figure 2: The overview of our HDR reconstruction network
architecture.

(BS) [16, 26, 27] approach, described in Figure 1(e), that
takes a considerably short exposure to minimize the motion
between the frames. However, it undergoes severe quanti-
zation and noise in the dark region of scenes and requires
expensive denoising algorithms [39, 19]. Finally, there are
spatially varying exposure (SVE) methods that are the least
hindered by the ghosting artifacts and the quantization prob-
lem. In modern image sensors that support SVE, a number
of the sets of pixels within one frame can take different ex-
posures. But their HDR reconstructions have problems of
reduced resolution and interlacing artifacts [34, 14, 4, 44].

We propose a novel HDR video reconstruction method
for new SVE sensors: tri-exposure quad-bayer sensors [30,

, 7]. As shown in Figure 1(g), the quad-bayer sensors
spatially extend each color filter of the bayer to four neigh-
boring pixels. Their tri-exposure mode enables to set three
different exposure settings within each color. Comparing to
the interlacing HDR methods [44, 5] shown in (f), which
has represented the SVEs, it samples more exposure sets
uniformly over the image. Therefore it is more robust to the
noise and the spatial artifacts. Nonetheless, a naive HDR
video reconstruction’ method (b) would suffer from three
problems described in (a): the motion blur from longer ex-
posures, the noise from short exposures, and inherent spatial
artifact and resolution degradation. In addition, the tempo-
ral coherence must be taken into account for the better sta-
bility of the video.

To tackle the problem, we introduce novel network ar-
chitecture, shown in Figure 2, that divides-and-conquers
three problems. It is modularized by the HDR feature fu-
sion module that performs HDR fusion in the feature space
to address the motion blur, the attention-based temporal de-
noising module that performs the multi-frame noise reduc-
tion and maintains the temporal coherence, and the super-

2 A traditional reconstruction method using engineered interpolations.

resolution module that alleviates the remaining spatial ar-
tifact and resolution problems as shown in Figure 1(c). To
better adapt the network to the large dynamic range, we also
propose LDR-reconstruction loss that takes equal contribu-
tions from highlighted and shaded pixels in output HDR
frames. We provide a thorough comparison with other HDR
video methods, including TVEs, BSs, and SVEs, and abla-
tion studies. They show that the tri-exposure quad-bayer
with our proposed solution is more optimal to capture HDR
video than the previous HDR reconstruction methods, par-
ticularly for the scenes with larger dynamic range and dy-
namic objects. All the code and the data will be available
upon publication.

2. Related Work

HDR using Temporally Varying Exposure An exposure
strategy of alternating different exposures called exposure
bracketing was introduced by [6, 14] to capture HDR im-
ages. Kang et al. [24] extended it to video by utilizing opti-
cal flow to align neighborhood frames to a reference frame.
In the succeeding research, more robust motion estimation
methods relying on block-based motion [30, 3 1] and patch-
based synthesis [23] were proposed. Subsequently, Gryadit-
skaya et al. [1 1] performed motion-aware exposure brack-
eting by considering the perceptual importance of motion
and dynamic range, and Kalantari et al. [22] presented a
CNN-based HDR video reconstruction. Nonetheless, none
of these methods were completely free from the ghosting ar-
tifact caused by fast large motion and the extensive loss of
rigidity. In contrast, our HDR video reconstruction is more
robust to motion for the inherent robustness of the SVEs and
our attention-based temporal denoising that does not rely on
explicit motion estimation.

HDR from Burst Shots With recent emerging interests
in low-light imaging [3, 41, 29], the burst-shot-based HDR
image algorithms have obtained great attention [27, 16, 26].
It takes multiple shots of images with the same short ex-
posure. The fixed exposure makes the motion estimation
more robust since the intensity level and the noise level do
not change over the burst sequence. Hasinoff et al. [16] pro-
posed an efficient system for the burst-shot-based HDR, and
Liba et al. [26] improved it by introducing a superior expo-
sure scheduler and a new merging algorithm. Extending the
burst imaging algorithm to video is straightforward, but it
suffers severe noise and quantization problems for the dark
region in the video. Therefore, strong and computationally
demanding video denoising algorithms [28, 10, 19, 38, 39]
must be accompanied as post-processing. On the other
hand, the HDR video from our tri-exposure quad-bayer al-
leviates the noise and the quantization by taking short, mid-
dle, and long exposures together in each frame while main-
taining the robustness to the ghosting artifact.
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Figure 3: The modules in our reconstruction network are described here. The HDR fusion module is shown in (a). The
attention-based temporal denoising module is depicted in (b). The super-resolution feature extractor and the high-resolution

reconstructor are described in (c) and (d), respectively.

HDR using Spatially Varying Exposure The other HDR
image/video acquisition is to utilize the spatially varying
exposure that takes multiple different exposures within a
single frame [34, 13]. Although this approach is less suf-
fered from the ghosting artifacts, it suffers from spatial ar-
tifacts on under-/over-exposed pixels and high contrast re-
gions. Heide et al. [17] and Cho et al. [4] addressed it by
global optimization with image priors, and an adaptive fil-
ter was used in [15]. Serrano et al. [37] proposed to use
learned image priors using a convolutional sparse coding
model. Choi et al. [5] and ¢ogalan and Akyiiz [44] intro-
duced an HDR video reconstruction algorithm for interlac-
ing sensors with two exposure sets using joint sparse coding
and deep learning, respectively. But they were vulnerable
to artifacts and resolution degeneration in the vertical di-
rection. Conversely, three exposure sets of the tri-exposure
quad-bayer, which are uniformly distributed over the image,
and our novel reconstruction network produce better HDR
video with less noise and spatial artifacts.

Learning-based HDR Reconstruction Recently, a series
of works that utilizes deep convolutional neural networks to
reconstruct HDR images from the temporally varying expo-
sure has been presented. Their focus was mainly on solv-
ing the ghosting artifacts. Kalantari et al. [21] proposed to
use learned optical flow for the alignment, and it was ex-
tended to video in [22]. Larger network architecture and a
spatial attention module mitigated the motion problem by
Wu et al. [40] and Yan et al. [42]. For the spatially varying
exposure, An et al. [!] and Cogalan and Akyiiz [44] pro-
posed a CNN-based reconstruction method for an interlac-
ing sensor. All of these methods apply a simple global tone
mapping with a fixed parameter [21, 22, 40, 42] on output

and label HDR images to make the network adapt to a large
dynamic range. This not optimal for preserving the local
contrast and removing the noise in the dark, since relatively
dark pixels cannot contribute enough in the computation of
the loss. In contrast, our LDR reconstruction loss that uses
simulated LDR images in the loss function leads to superior
HDR video reconstruction.

3. Our Method

As shown in Figure 2, our HDR reconstruction network
takes three consecutive raw frames of tri-exposure quad-
bayers { X1, X2, X3} as inputs and generates a clean HDR
frame H. To clarify, we denote X5 as X, to indicate the
reference frame and keep the same convention for other
variables as well. The network consists of three modules.
First, the HDR fusion module produces HDR features by
fusing the sub-exposures® in each tri-exposure quad-bayer
X;. Second, the attention-based temporal denoising mod-
ule takes the HDR features of the three input frames to re-
move the noise in the feature space. Note that the outputs
of the HDR fusion module and the denoising module have
the half resolution of the raw inputs. Finally, the super-
resolution module removes the spatial artifacts and recov-
ers the original resolution. This module utilizes the high-
resolution feature extracted from the raw input X,.. It is
merged with the denoised low-resolution by a learned gate
operation [43], and the high-resolution reconstructor gener-
ates a final HDR frame. The following subsections describe
the details of each module.

3Three sub-sampled images with the different exposures. They are one-
fourth of the input raw in size since the sub-sampling is with respect to the
exposure and the color.



3.1. HDR Fusion Module

This module performs the HDR fusion of three different
exposures in a tri-exposure quad-bayer in the feature space.
As shown in Figure 3(a), one branch of the module produces
features from three exposures: fg, fas, and fr. In the other
branch, the weights, wg, wys, and wy, are estimated. This
estimation includes the conventional trapezoidal intensity
weight map [6], which is widely used in the HDR image
reconstruction, and the bounded flow map [26] as inputs.
Having the bounded flow helps the module learn to reject
the motion blur from the long exposures. The HDR feature
F' is the weighted sum of each exposure feature.

F=Y fiow (1)

where o denotes the Hadamard product, and ¢ is a variable
for indicating one of three exposures {S, M, L}. Here, we
produce three HDR features { F}, F)., F3} for { X7, X,., X3}
using a shared HDR fusion module.

3.2. Attention-based Temporal Denoising Module

Our temporal denoising utilizes attention modules [42,

] to address the misalignment between the frames instead
of explicitly estimating the motion. The attention modules
extract useful features from different frames to refine the
reference frame. As shown in Figure 3(b), we compute the
attention A; on F; with respect to the reference HDR fea-
ture F, as follows:

Aj:a(Fj7FT)7 2
where a (+) is the attention module that consists of two con-
volutional layers and j € {1,3}. Then the attention A;
is used to attend the refined non-reference HDR feature Fj
that is produced from F}; by the feature extractor.

Note that the attention modules share the weight, and so do

the feature extractor. Then, we stack the attended feature
Z7 and Z3 with the refined reference HDR feature F),..

Zy = concat(Zy, Fr, Z3) S

Z, is passed through a convolutional layer followed by di-
lated residual dense blocks [42]. After one more convo-
lutional layer, it goes through a skip connection that adds
F, and two more convolutional layers to make the denoised
HDR feature ¢p .

As shown in Figure 2, the temporal denoising module
engages with the low-resolution reconstructor. The low-
resolution reconstructor consists of three convolutional lay-
ers that reconstruct a low-resolution HDR frame with the
quarter size of the raw input. As described in Section 3.4,
we compute a loss on this low-resolution reconstruction to
make the denoising module focus on learning its own task.

3.3. Super-Resolution Module

The super-resolution module consists of the super-
resolution feature extractor and the high-resolution recon-
structor. In the super-resolution feature extractor, shown in
Figure 2(c), we use eight ResBlocks to extract the super-
resolution feature ¢y from an input raw quad-bayer. This
is intended to fully utilize spatial information. The gate
module performs a feature fusion to form an input to the
high-resolution reconstructor, which is as shown in Fig-
ure 3(d):

¢r = Ggate (Psr, ¢DN, Xr) 0 OpN + dsr.  (5)

¢F is fed into the high-resolution reconstructor. First, it
passes through eight ResBlocks followed by a convolutional
layer. Then, two pixel-shuffle-layers are deployed to up-
sample the features. Each pixel-shuffle is followed by a
convolutional layer. Finally, the last convolutional layer re-
constructs a high-resolution HDR image with RGB colors.

3.4. Training Loss

In the previous learning-based HDR image/video recon-
structions [22, 40, 42], it has been prevalent to perform
global tone mapping before computing the loss function.
Because of the wide intensity range of the HDR images, the
loss for the dark pixels has less effect on the total loss value,
and it was not able to reconstruct the dark part of the images
without boosting the dark by the tone mapping. The follow-
ing global tone mapping function, called p-law, was used in
the previous methods:

~ log (1 + puH)
TH) = log (1 + p)

where H is a reconstructed HDR image, and ( is a parame-
ter adjusting the amount of the dynamic range compression.

However, for the scenes with an extensively large dy-
namic range, no matter how large ;i* we set, the contribution
of the dark pixels in the total loss is not amplified signifi-
cantly enough. This will cause artifacts in the dark region.
To address this, we propose a novel LDR-reconstruction
loss. For the LDR-reconstruction loss, we first simulate the
LDR images from the reconstructed HDR image:

) (6)

IEPR(H) = (H - t; - g;)?2, 7

where ¢; and g; is the exposure time and the gain’, and 7 is a
variable for indicating one of three exposures {S, M, L} in
the tri-exposure quad-bayer. Then, the LDR-reconstruction
loss LLPR(H, H) is defined as:

S (o IEPR(A), wo IEPRH)),  ®

K

“The fixed value (1 = 5000) has been widely adopted.
5t; and g; are known from the moment of the image capture
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Figure 4: We compare the proposed method to state-of-the-art interlacing HDR video methods. The methods of Choi et al. [5]
and ¢ogalan and Akyiiz [44] are shown in (a) and (b). Our proposed model trained on interlaced inputs in (c) better removes
interlace artifacts. Our results from the tri-exposure quad-bayer inputs are demonstrated in (d), and (e) is the ground-truth.

The PSNR values are located in each patch.

where H is the ground-truth HDR image, and w is a mask
indicating well-exposed pixels in the simulated LDR image.
L could be any loss function that measures the difference of
images, but we use the /! loss and the perceptual loss [20].

Our network produces a high-resolution HDR image
Hyp, as well as a low-resolution HDR image H;, as men-
tioned in Section 3.2. By computing the loss on the low-
resolution HDR image, we enforce the temporal denoising
module to focus on denoising tasks, and we achieve better
HDR reconstruction as shown in Section 5.2. Our final loss
function is formulated as follows:

LEPR(H,. Hyy) + oLEPR(H,, Hyy), 9)

where H ne and H 1 are the corresponding ground-truth im-
ages, and « is set to 0.6.

3.5. HDR Dataset and Raw Simulation

We simulated tri-exposure quad-bayers from 28 HDR
footages from three public datasets: Froehlich et al. [&],
Kronander et al. [25], and Azimi et al. [2]. From the se-
lected HDR footages, we generate three LDR images with
short, middle, and long exposure time. The ratio between
adjacent exposures is set to 4. Then, we merge the three
LDR images to be a tri-exposure quad-bayer image.

We added Gaussian noise to the LDR images. The
standard deviation was randomly selected from between

4 x 1073 to 1.6 x 1072 for the short exposure time LDR
image. The standard deviations for the middle and the long
exposure are computed by multiplying the exposure ratio on
it. In addition to the noise, we also simulated motion blur
in the LDR images using Super Slomo [18].

3.6. Implementation Details

Our model is implemented in PyTorch [35]. For training,
we used Adam optimizer and set the batch size and learning
rate as 12 and 1 x 104, respectively. We break down the
training images into the overlapping patches of 256 x 256
with a stride of 120 pixels. The network was initialized by
Xavier initialization [9]. Our method takes 0.008 seconds
to generate an HDR image from a 1920 x 1080 quad-bayer
raw with NVIDIA 2070 Super GPU.

4. Results
4.1. Comparison to Interlacing HDR

We conducted a comparison between our reconstruction
with the TEQ and the state-of-the-art interlacing HDR video
reconstruction method. In this comparison, we included a
model of our proposed architecture trained with simulated
interlacing bayers to verify the effectiveness of it. Figure 4
shows the results of the comparison. The joint sparse cod-
ing method of Choi et al. [5] in (a) suffers from noise and
spatial interlacing artifacts on the over-exposed and under-
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Figure 5: We compare the proposed method to state-of-the-art HDR video methods. The temporally varying exposure
methods of Kalantari et al. [22] and Yan et al. [42] are shown in (a) and (b). The burst shot methods of Hasinoff et al. [16]
and Tassano et al. [39] are shown in (c) and (d). Our results are demonstrated in (e), and (f) is the ground-truth. The PSNR

values are located in each patch.

[ PSNR-; PuPSNR_HDR-VDP _HDR-VQM

[PSNR-,u PuPSNR HDR-VDP HDR-VQM

Choi 28.32 36.16 40.21 0.7703
¢ogalan and Akyiiz 34.71 40.91 44.69 0.8802
Ours (interlace) 35.90 41.56 45.02 0.9194
Ours (TEQ) 36.06 41.64 46.16 0.9275

Table 1: This table shows the quantitative evaluation of
state-of-the-art HDR video methods with interlacing inputs.

exposed region. The CNN-based method of ¢ogalan and
Akyiiz [44] in (b) better removes the noise, but it cannot re-
cover the detail of textures. In contrast, our model trained
with interlacing inputs in (c) shows better reconstruction
than the previous two methods. However, our reconstruc-
tion using TEQ in (d) is more close to the ground-truth in
(e). This is attributed to the uniform deployment of the ex-
posure samples and the extra medium exposure samples in
TEQ as shown in Figure 1.

We conducted the qualitative evaluations on twelve test
scenes. The averaged quality evaluations are shown in Ta-
ble 1. Our method produces the best scores of PSNR-4,
PuPSNR, HDR-VDP [32], and HDR-VQM [33]. Note that
HDR-VQM is a metric to assess the HDR video quality in-
cluding the notion of temporal coherence.

4.2, Comparison to TVEs and BS

We compared our TEQ HDR video reconstruction to pre-
vious state-of-the-art methods on challenging HDR video
scenes. Specifically, the comparison includes two tempo-

Kalantari 33.27 38.48 44.79 0.8632
Yan 35.67 40.75 45.01 0.9226
Hasinoff 23.73 31.62 39.42 0.7645
Tassano 26.15 34.10 41.45 0.8096
Ours 36.06 41.64 46.16 0.9275

Table 2: This table shows the quantitative evaluation of
state-of-the-art HDR video methods.

rally varying exposure (TVE) HDR video methods [22, 42]
and two burst shot HDR video methods [16, 39]. The same
dataset and exposure settings are used for simulating the in-
puts with the different exposure strategies.

Figure 5 shows the comparison on challenging scenes
with significant darkness/saturation and complex motions.
The TVE methods of Kalantari et al. [22] in (a) and that
of Yan et al. [42] in (b) suffer from ghosting artifacts for
fast-moving objects. The ghosting is more severe when the
reference frame is the long exposure frame among the alter-
nating exposures, since it contains more motion blur. Also,
Kalantari’s method shows noise shown in the second row
of (a), because the model does not have any denoising mod-
ule. The burst shot methods of Hasinoff et al. [16] in (c) and
Tassano et al. [39] in (d) are not able to recover the details
in the dark area, since the burst shot methods focus on the
motion with the expense of the severe quantization in the
dark part. In contrast, our reconstruction of the tri-exposure
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Figure 6: We investigated the effect of each module in the proposed network model. The network, GSR + OR, that has all of
the proposed modules shows the best quality. Refer to Section 5.1 for the details of each network.
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Figure 7: Our HDR reconstruction on a real sensor (Sony
IMX708) output. Together with our reconstruction, the raw
input and its sub-exposures are shown on the left. Note that
the motion of the person induced the severe blur in L.

quad-bayer in (e) outperforms other methods by avoiding
the ghosting artifacts and the noise in the dark area. In the
quantitative evaluation shown in Table 2, our method shows
the best scores among state-of-the-art HDR video methods.

4.3. HDR Reconstruction on Real TEQ Inputs

We reconstructed HDR from real tri-exposure quad-
bayer (TEQ) inputs. A Sony IMX708 sensor was used to
capture challenging real-life scenes with a large dynamic
range and complex motion. Two results are shown in Fig-
ure | and Figure 7. From the raw patches and the sub-
exposure patches extracted from them, shown on the left of
the figure, saturation, severe noise, spatial artifact, and mo-
tion blur are observed in the inputs. For all of the magnified
sample patches, our reconstruction is able to produce clean
and sharp HDR images from severe corruption including
noise and blur. More real results and videos will be avail-
able in the supplemental material.

4.4. Model and Computation Complexity

Our network consists of 2.41 M parameters, which is
smaller than 4.95 M of Tassano’s and 11.76 M of Kalan-
tari’s. But Yan’s model has the smallest number of param-
eters, 1.00 M. However, our computation complexities are
14.56 GFLOPS and 29.04 GMADD (Giga Multiply-Add),
and they are less than 25.45 GFLOPS and 80.81 GMADD
of Yan’s. Kalantari’s method is computationally lightest
by having 9.46 GFLOPS and 22.00 GMADD. Tassano’s
method requires 12.32 GFLOPS and 24.59 GMADD. Note
that the complexity is measured for an image patch of
256 x 256.

5. Ablation Studies
5.1. Study on the Model Architecture

We investigated the effect of the modules in our re-
construction network. We define a baseline reconstruc-
tion model that consists of an HDR fusion module and a
temporal denoising module without any attention mecha-
nisms. The HDR fusion module in the baseline does not
perform the weight estimation, but it rather directly esti-
mates an HDR feature. On the top of the baseline, we define
a model called ATT by adding back the weight estimation
and the attention mechanism to constitute exactly the same
HDR fusion module and attention-based temporal denois-
ing module as explained in Section 3.1 and 3.2. And NSR
has a naive super-resolution module without the gate oper-
ation on top of ATT. In contrast, GSR+SSR network has a
gated super-resolution module that uses a stacked image of
subsampled color and exposure pixels as the input of the
super-resolution feature extractor. The stacked image is of
the quarter size of the original quad-bayer image. Finally,
GSR+OR network is our proposed one with the gated super-
resolution utilizing the original quad-bayer image.
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Figure 8: We studied the effect of multi-frame inputs and our LDR-reconstruction loss. The configuration of our proposed
network, Multi + LDR, shows the best quality. Refer to Section 5.2 for the details of each network.

[PSNR-,u PuPSNR HDR-VDP HDR-VQM

‘PSNR—H PuPSNR HDR-VDP HDR-VQM

Baseline 34.29 38.69 44.77 0.8663
ATT 34.83 39.53 45.40 0.8807
NSR 35.32 40.24 45.91 0.8924

GSR + SSR 36.07 41.43 45.97 0.9215
GSR + OR 36.06 41.64 46.16 0.9275

Table 3: The network, GSR + OR, that has all of the pro-
posed module shows the best scores. Refer to Section. 5.1
for the details of each network.

The Weight Estimation and the Attention By compar-
ing (a) and (b) in Figure 6, we observe ATT that has the
weight estimation and the attention relatively less suffers
from the artifacts in both dark and saturated region and
helps to handle ghosting artifacts. The quantitative results
in the first two rows of Table 3 agree with the observation.

The Explicit SR Module NSR that utilizes a naive ex-
plicit super-resolution module is clearly effective in improv-
ing the resolution and the blur problem as shown in Fig-
ure 6(c). This is also validated by the third row in Table 3.

The Gated SR Module Two networks, GSR+SSR and
GSR+OR, that are equipped with the gated super-resolution
module result in clear improvements over NSR with the
naive super-resolution. In particular, for GSR+OR, we
can further increase the resolution and the image quality
by making use of the original quad-bayer input to extract
super-resolution features. Compare (d) and (e) of Figure 6
and check out the quantitative results in Table 3.

5.2. Study on the Inputs and the Loss functions

We conducted an experiment to verify the effect of multi-
frame inputs and the LDR-reconstruction loss proposed in
Equation 9. Accordingly, we trained four different models
shown in the first column of Table 4. The labels, Single
and Multi, indicate the number of frames used as the inputs

Single+TM 35.89 41.58 46.06 0.9107
Multi+TM 36.06 41.64 46.16 0.9275
Single+LDR 35.99 42.01 48.43 0.9202
Multi+LDR 36.42 42.45 48.47 0.9247

Table 4: The network taking multi-frame inputs trained with
our LDR-reconstruction loss shows the best scores. Refer to
Section 5.2 for the details.

of the network. LDR stands out for the adoption of our
LDR-reconstruction loss, and the naive tone-mapping loss
function used in the previous works is indicated by TM.

The Number of Input Frames The results of the multi-
frame inputs in (b) and (d) of Figure § recover the dark re-
gion better than those of the single-frame inputs in (a) and
(c). In the quantitative evaluation, we could validate this ef-
fect as shown in the second and the fourth rows of Table 4.

The LDR-recon. Loss By comparing Figure 8(b) and
(d), it is shown that the network trained with our LDR-
reconstruction loss is more robust to the noise. Also, our
proposed model labeled by Multi+LDR in Table 4 shows
the best scores of PSNR-y, PUPSNR, and HDR-VDP.

6. Conclusion

We proposed a novel network-based HDR video reconstruc-
tion for tri-exposure quad-bayer (TEQ) sensors. Our net-
work is able to produce high-quality HDR video. The ex-
periments showed that HDR video with TEQ is more op-
timal than the temporally varying exposure, the burst shot
strategy, and the interlacing HDR, especially for scenes
with large dynamic range and moving objects. Our ablation
studies validated the functionality of modules in our net-
work and the proposed LDR-reconstruction loss function.
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